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Abstract

We develop visual servo control to stabilize the image of moving soft tissuenro@e ultrasound (US)
imaging. We define the target region in a B-mode US image, and automaticallpla@mtbot to manipulate
an US probe by minimizing the difference between the target and the mostlyemequired US image. We
exploit tissue speckle information to compute the relative pose between the anal the target region.
In-plane motion is handled by image region tracking and out-of-plane motioweecd by speckle tracking
using speckle decorrelation. A visual servo control scheme is then dpplimanipulate the US probe to
stabilize the target region in the live US image. In a first experiment involvirlg tmanslational motion,
an US phantom was moved by one robot while stabilizing the target with a deobot holding the US
probe. In a second experiment, large 6-DOF motions were manually appled s phantom while a
6-DOF medical robot was automatically controlled to compensate for the diglacement. The obtained
results support the hypothesis that automated motion stabilization shows pfonasariety of US-guided
medical procedures such as prostate cancer brachytherapy.

1 Introduction

Quantitative ultrasound (US) guidance has great potential in supportivigearange of diagnostic pro-
cedures and minimally invasive interventions. However, one of the bargewider application is the
challenge of locating and maintaining targets of interest within the US scap;gtanticularly when the
underlying tissue is in motion. Conventional wisdom might suggest that thidggrocould be effectively
solved by applying known motion tracking techniques to 3D US images. Haoywaweent 3D US systems
are prohibitively expensive, suffer from low voxel resolution, am#st importantly, they do not provide
each access to real-time volumetric data stream to the user. Specializecieaeahd privileged access is
required to accomodate the huge volume of B-mode image data deliveredtbgyatems, and accessing
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the raw RF signal volume in real-time is difficult with today’s technology. Haveeal-time access to the
data stream is crucial for applications that control a robot directly fritrasound images. In addition, tap-
ping into the internal data stream falls outside the scope of current reguégiprovals of the US machines,
which creates regulatory issues in scanning human subjects, even iat@igaetting.

A more practical approach is to achieve target tracking and stabilization atreational 2D B-mode
US imaging systems which are readily available in most clinics. Given the preeatd conventional 2D
US, a workable method operating on 2D US images could be exploited in afthdstical applications.
For example, in diagnostic US imaging, one could automatically move the US protsrtain the optimal
view of moving soft tissue targets. Or, in biopsies and localized theramegdtwes, one could synchronize
the insertion of needles or other surgical tools into a moving target olubrlige US.

Although full 6-DOF ultrasound motion tracking and robotic image stabilizati@mseto lend itself
to a wide spectrum of ultrasound-guided diagnostic and interventionaéguoes, introduction of an au-
tonomous US probe manipulation robot into many of these procedures wiisemt major departure from
current clinical practice. Therefore, it seems prudent to adaptimiprage stabilization first to a procedure
where constrained mechanical US probe motion is part of standard praatid motorizing the probe’s
motion will not create any new clinical hazards.

We have identified prostate cancer brachytherapy as one such piloathpiglication. The prostate is
a walnut size organ situated in the pelvic floor, adjacent to the rectum. Rrastgehytherapy entails im-
planting radioactive pellets the size of a rice grain into the prostate througiethmeeum. This is performed
under live transrectal ultrasound (TRUS) imaging guidance [Wakhat., 2001]. The radioactive pellets
kill cancer by emitting radiation. A typical brachytherapy procedureireguhe insertion of 20-40 needles,
the actual number of needles depending on the size of the prostate.afiendiy the needle causes often
severe dislocation, rotation and deformation of the prostate. The scamoiign of the TRUS probe has
similar effects, though to a lesser degree, as the probe deforms thet@gdatad through the rectum wall.
As aresult, in the TRUS image it is not unusual to lose sight of the target thieereedle is being observed
or to lose sight of the needle when the target is being observed. Warsitngdarget location is seldom
characterized by any visible anatomical feature.

Since the desired target is invisible to the naked eye in B-mode ultrasounsheédRle based tracking
methods are an appealing approach to synchronize the motion of the pitbbtevmotion of the target.
As described in [Wallneet al., 2001], the TRUS probe is already mounted on a movable structure (called a
probe stepper) that allows the physician to translate the probe inside theraad to rotate the probe about
the axis of translation. Automated target tracking would allow us to automaticallyfyrtbe probe’s posi-
tion with respect to the prostate through robotized motion of the probe coudttmieed on the ultrasound
image. The modifications necessary to accomplish this are described in S®clioshort, brachytherapy
can significantly benefit from ultrasound-based motion tracking andiminoage stabilization, and this ap-
proach does not represent major departure from current clinicéaae and workflow. Thus, the transition
to clinical trials can be achieved relatively quickly.

Over the past several years, a sizable body of research hasdxieatdd to US imaging in conjunction
with medical robots for the purposes of image acquisition. For example, irr¢Pet al., 1999] a robotic
system has been developed to automatically perform 3D US acquisitiondidwascular pathologies by
moving a 2D probe along a given trajectory. In [Martinellial., 2007] a teleoperated master/slave is used
to perform remote ultrasound examination in order to detect abdominal aodtitiac aneurysms.

The use of the US imaging information in robot control has received mustatemntion. In [Abolmaesumi
et al., 2002], visual servoing was used for automatic centering of the addeyaection in the observed
ultrasound image in order to maintain it visible during a three-dimensional reolagizrasound scan. In this



work, the 3 in-plane motions (2 translations and 1 rotation) of the probeaoeateolled directly from 2D vi-
sual features extracted after a 2D segmentation of the section image.ni&ieirey 3 out-of-plane motions
(1 translation and 2 rotations) were teleoperated by the user. Howeveo]ution was proposed to control
the out-of-plane motions of the 2D probe by visual servoing. In [Hetrg., 2004], the authors present a
robotic system including a motionless US probe and a 2 degree of fredlOff) (heedle manipulator. Au-
tomatic needle insertion into a soft sponge phantom was performed using d&-maaed visual servoing.
However, in this work, the actuated needle had to lie in the US observatioa, gamnly 2 DOF inside the
observation plane were controlled. In general, a conventional USgnalvides a 2D B-scan image which
therefore limits vision-based control to the 3 DOF contained in the plane (twelatéons, one rotation)
using classic visual servoing techniques. In [Sebll., 2006], a surgical instrument was positioned under
3D US visual servoing, but as we pointed out earlier, 3D US guidance&b-time applications is limited
by a variety of commercial and regulatory considerations.

There are some recent studies that have investigated controlling defifessdom outside the US ob-
servation plane. In [Vitrargt al., 2005], 4 DOF were controlled by visual servoing in order to automatically
position a robotized laparoscopic instrument. In [Bachta and Krupa,|280&ual servoing technique was
used to control 6-DOF motion of the US probe to target a targeted sectiowfca. These methods, how-
ever, depended on geometrical models of the objects of interests, i.e. tf@teps in [Vitraniet al., 2005]
and a pre-operative tumor model in [Bachta and Krupa, 2006], as welh&xtensive image processing to
segment the objects in B-mode US images.

Our stabilization methods rely heavily on the properties of ultrasound spélailditionally, ultrasound
speckle has been considered to be noise, and much effort has begdde eliminating or reducing speckle
in US images. Speckle, however, is not random noise. It results froierent reflection of very small cells
contained in soft tissue. As a result, it is spatially coherent and remainly biginelated over small motions
of the US probe. In practice, focusing of the US beam is never pedsggcially in the elevation direction,
i.e, orthogonal to the imaging plane, and so the US beam has a thickneseaf seillimeters. Thus, for
small motions of the US probe, consecutive beams overlap in spacectPerfdully developed,” speckle
created by the region of tissue in the intersection of two beams appears i@ténfispace. In principle,
it follows that just three regions of perfect speckle are sufficient tatlothe full 6 DOF pose of the US
beam relative to the tissue. Unfortunately, in biological tissue speckle isragbérfect and it is further
diminished during the formation of B-mode images. Nonetheless, as we show Bemode images still
possess enough coherence that we can exploit it to recover the DfiF6felative pose of B-mode US
images, even in the elevation direction.

In prior work, speckle information was used to estimate multi-dimensional fl®ddfS image ([Bohs
et al., 2000]). Recently several authors ([Geteal., 2006; Changet al., 2003]) have published speckle
decorrelation techniques for performing freehand 3D ultrasound imagitmput the need of a position
sensor to provide the location of the 2D US probe. A probalistic framewaskaiso proposed in [Laporte
and Arbel, 2007] to estimate elevational separation between US images meineage sequences from
speckle information. These techniques depend on experimental preatialibof speckle decorrelation
curves in real soft tissues and/or speckle mimicking phantoms. In [Bettr, 2005], a method using
speckle tracking was used for real-time intra-operative calibration ofckecha2D B-mode probe used in
image guided surgery applications. Speckle correlation is also widely usetiaglastography imaging, to
estimate the displacement field of biological scatterers caused by physsalipe [Boctoet al., 2006].

In contrast to the motion tracking methods enumerated above, we presetitadrfar fully automatic,
real-time tracking and motion compensation of a moving soft tissue target, useggance of 2D B-mode
US images. We track both in-plane and out-of plane motions by making direof tise speckle information



contained in the US images. This is fundamentally different from prior teclesithat relied on segmenting
structures of interest, such as in [Abolmaesatrl., 2002; Honget al., 2004]. Much abridged descriptions
of particular aspects of this project have appeared in [Ket@h, 2007a] and [Krupaet al., 2007h]. Here
we provide a wider survey of prior art, in-depth description of the tragkiethod, and extensive simulation
and experimental results accompanied by an in-depth discussion andignaly

The remainder of this paper is organized as follows: Section 2 presertedtad! tracking problem and
the motion decomposition we use to describe the full motion of the soft tissue t&emtons 2.1 and 2.2
present respectively the methods used to extract the in-plane and-platref motion of the target B-scan
image. A hybrid servo control approach is developed in section 3 to domérdisplacement of an US probe
held by a robot in order to stabilize a moving B-scan target of soft tissesulis obtained from simulations
and a ex-vivo experiments are then presented and discussed in sdciiots.

2 Motion estimation

Our problem is to control the motion of an US probe so as to minimize the relatiset dfetween the
observed B-scan denoted by a Cartesian frgpjeand a target B-scan denoted by a Cartesian fréthe
Since this relative offset will be close to zero during the active stabilisatioogss that we present in the
next of this paper, we propose to approximate the 6 DOF target planeglatiee to the probe from the
combination of two homogeneous transformatiotl; ~ PH. “H; wherePH,. and“H; describing the
in-plane and out-of-plane displacement of the target, respectively asatied in Fig. 1.

Note that{c} corresponds to the Cartesian frame attached to an intermediate “virtual’ plane
The in-plane displacement is described by the translatipaadt, along theX andY” axes of the observed
B-scan plan€p} and the angular rotatiop around theZ axis (orthogonal to the image), such that:

cos(y) —sin(y) 0 tg

ppp _ | sin(y)  cos(y) 0 1
He 0 0 1 0 @)

0 0 0 1

We define the relative displacement caused by out-of-plane motion as/ati@ieof distance, along theZ
axis of{c} and two successive rotationsand around th&”” and X axes of{c}. This yields the following
homogeneous transformation matrix betwg¢ehand{t}:

cos(a)  cos(a)sin(B) sin(a)cos(B) 0

rr 0 cos(f3) —sin(f) 0
Hi=1 _ sin(a) cos(a)sin(B) cos(a)cos(fB) t, )
0 0 0 1

2.1 In-plane motion estimation

Fig. 2 shows the target image captured at tigne- 0 and an image obtained at a later timafter in-plane
motion was applied. To extract the in-plane rigid motion between the two imagassenie image region
tracking technique presented in [Hager and Belhumeur, 1998] whichiefytrecall here.

The objective of this technique is to estimate the parameter veaban appropriate parametric model
function f(x; ) which describes the geometrical transformation on the pixel coordinates (z )7
from the reference to the observed image. For in-plane rigid displacethenfjotion parameter vector is
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Figure 1: Decomposition of the target plane position by successive ie-plash out-of-plane homogeneous
transformations

p = (uz uy v)* whereu,, u, are the pixel translations alorig andY” axes of the reference image anés
the rotation angle around thieaxis. Note that,, andu, are related te, andt, by:

ty = UypSy
ty = UySy 3)

wheres, ands, are respectively the width and height of a pixel.
The vector form of the motion parametric model function is:

f(X; Ug y Uy, '7) = R(’Y)X +u (4)

whereR(v) is the2 x 2 rotation matrix of angley andu = (u, u,)? is the translation vector. The
principle of the motion tracking method is to compute the motion parametdat minimizes the sum
of squared differences of pixel intensities between the region of intésbtained with the geometrical
transformation (4) in the observed image) and the reference region oéshigixed in the target image
wherep = 0.) Therefore the objective function to minimize is the following:

O(p) = |[L(p, ) — 1(0, 20) || (5)

whereI(0, ty) is the vector containing the intensity values of tNepixels belonging to the reference
target image at = 0 andI(y,t) contains the intensity values of tRé pixels in the image acquired at time



Figure 2: (Left) The reference image acquired at timpe= 0 with the region of interest to track. (Right)
The observed image modified by the in-plane motfdr; 1) with the estimated region of interest

t after resampling (warping) according to (4) using the most recent motiamedery.(t) as given here:

I(f(Xl, N)v t)
I(p,t) = : (6)
I(f(XNa ,u)v t)

By rewriting (5) in term of a vector of offsetg: such thaf.(t + 7) = u(t) + du from an image captured at
timet + 7:
O(8p) = [|X(p+ o, t +7) = 1(0, 20) | ()

and approximating it with a first order Taylor expansion, we obtain:
whereM is the Jacobian matrix dfwith respect tqu:

Vil (x1,t0)" fx(x1, )~ fu(x1, 1)
M(u) = : (©)
Vil (xnv,t0) T fue (v, 1) ! fu(xv, 1)
HereV.,I(x,to)T is the intensity gradient vector at pixel locatien= (= y)” in the target image ani,,

f,. are respectively the partial derivatives fifx; .1) with respect tax andy. By usingu = (u, u, v)? and
the parametric motion model (4) we have:

S R 10)

x
The solution of is then obtained by setting the gradient®f ) to zero and solving which yields:

6“ = _M+(I(M? L+ T) - I(Ov tO)) (11)



whereM ™ is the pseudo inverse &ff. The motion parameter vector is then:

p(t+7) = p(t) +op (12)

In practice, in order to obtain adequate convergence, we sucdgssivapute (11) and (12) during
several iterations untj|d||?> becomes lower than a small fixed threshold valu€or more complete details
on this method we invite the reader to refer to [Hager and Belhumeur, 1998].

Other methods based on the same principle are proposed in the literatesegrigple in [Benhimane and
Malis, 2004] a second-order minimization technique is used for large motickinigawith fast convergence
rate by using the mean value of the Jacoldnn the target image and the one in the observed image. An
unifying framework is also presented in [Baker and Matthews, 2004]ngpewes the different approaches.

2.2 Out-of-plane motion estimation

We estimate the out-of-plane motion of the target US image p{ahevith respect to the intermediate
“virtual” plane {c} obtained after applying the estimated in-plane motion transformation. The peingip
to first use a speckle decorrelation technique to estimate the elevation diefamgeid of n patches that
were fixed on the target image at titie= 0, and then to fit a plane to this data.

2.2.1 Speckle decorrelation technique

An approximation of the speckle correlation function as a function of thegdhal distancd between two
B-mode scan§; andl; is given in [Geeet al., 2006] by the Gaussian model function:

2

p(I1, 1) = eXp(ﬁ)

wherep is the correlation value of speckle included in two corresponding patchie two images and
o is the resolution cell width along the elevation direction. In practice, this appedion works well when
the grey level intensity of the image is defined on a linear scale. This is thevteessewe directly use the
radio-frequency (RF) signal provided by the ultrasound imaging devit®gortunately, this signal is not
generally available on most standard US systems. Instead, the RF datadsga into B-mode images
with intensity compressed on a logarithmic scale. As we deal with B-mode imagefrsivconvert the
intensity back to a linear scale by applying the relation given in [Smith and FeB8G0]:

(i, ) = 10P°02)/51 (14)

(13)

wherel(i, j) is the decompressed grey level intensity of the pixel located at image catasliny and
P(i,7) is the measured intensity in the B-mode image.

In order to perform position estimation using decorrelation, it is necessayperimentally calibrate
speckle decorrelation curves from real soft tissues or from an altresphantom simulating speckle. These
curves are obtained by capturing a set of B-scan images at knownatistalong the elevation direction
and measuring the normalized correlation coefficigity. Let Iy, I; correspond, respectively, to the pixel
intensity array of a given patch of the B-scan image capturet-at0 and the one of the corresponding
patch in the image captured at distanke. et I, I; denote the mean value intensity of these patches, and
let m andn are their height and width. Then the normalized correlation coefficienigieea by:

_ Z:r;l Z?:l(IO(Zvj) - TO)(Id(Zvj) - Td)
VI S (o) — T Ty Xy (i) — La)?

p(d) (15)
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Figure 3: (left) Experimental decorrelation curves of the 25 patchesidered in the (right) ultrasound
image

These values are measured for several patches positioned in the infages shows the decorrelation
curves when we consider a grid of 25 patches in images taken from apdd&les phantom.

As described in (13), the observed decorrelation curves behavedikesizn functions, but with differ-
ent parameters. This is due to the fact that the resolution cell widtlis a function of the lateral and axial
position of the patch in the image. Generally for sensorless freehand 2ZBauind, a look-up table based
on these calibrated decorrelation curves is used to provide an accstiatat®on of the elevation distance
from the considered measured inter-patch correlation value. In our neitibilization application the ob-
jective is to minimize the relative position between the observed B-scan argiradlene, therefore we do
not require high accuracy on the target plane position estimation. Cagrsiyguve propose to estimate the
inter-patch elevation distance directly from (13) by using:

d(p) = /=267 In(p) (16)
wheres = 0.72 mm is identified by averaging the experimental decorrelation curves and fheéngodel
function.

2.2.2 Planeestimation

To estimate the target plane position, the 3D coordinates of a minimum of threeohimear patches are
needed. As (16) gives only absolute vallief the patchZ-coordinate, we must determine the correct sign
of each elevation distance. If we first assume that the sign of each mir-gistance is known, we can
estimate the target plaqe} position with respect to the intermediate plg¢ by using the plane equation:

ar+by+cz+d=0 a7
wherezx, y, z are the 3D coordinates of the center of a patch belonging to the target itaagenith respect

to the intermediate image plafe}. z, y correspond to its 2D position fixed in the image grid (the same for
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the intermediate and target image plane) amlthe signed elevation distance which can be estimated from
(17) by:

3
2= ajfi(x,y) (18)
j=1

where fi(z,y) = 1, fo(x,y) = z, f3(x,y) = y depend on the coordinates y which are known and
ayp = —d/e, ag = —a/e, ag = —b/c are the parameters of the plane. By considering allithpatches
of the grid, these parameters can be estimated by using a classical leagssajgorithm whose the cost
function to minimize is the sum of squares of the differences between the estiamt®bserved elevation
distances:

J=> (2 —z) (19)
i=1

and which gives solution:
(o g a3)t = (MTM)IMTZ (20)

where the components of thex 3 matrix M are given byM; ; = fj(zi,y;) withi =1...n,j=1...3
and the vectoZ contains the: observed elevation distanc&s = z;. The normal vector of the target plane
expressed in the intermediate plgnre is then obtained by:
(a2 ag 1)T

P=(abe)l = =22~/
= (ab0) = Ty as D]

(21)
and the elevation distance of the target plétjewith respect to the intermediate plaf& ist, = «;.

As the third column ofH; in (2) corresponds to th& axis of the target plane expressed in the the inter-
mediate plandc} the out-of-plane angles and/ can be directly determined from the components of the
estimated normal vectat, with:

a = atan(a/c)
B = —asin(b) (22)

However, this least-squares algorithm cannot be directly applied to estineaptatie position due to the
sign ambiguity of the;; distance of each patch. So we propose hereafter two methods to estimagadue s
elevation distance of each patch.

2.2.2.1 Signed elevation distance: Small motion estimation method

The first method applies the iterative algorithm presented in Fig. 4 to regrrsign of each distance
measurement. The principle is first choose a random sign onzgaahd to then compute an initial plane
estimate and least-squares error using these signs. Then, we modifyntbéaigatch and compute the new
least-squares error. If the new error norm is lower than the previoestben the sign is kept or otherwise
it is discarded. This process is repeated fonttgatches in a loop. At the end, if the resulting error norm is
lower than the initial one then the initial error is set to the current one and dipeidaepeated until the last
resulting error is the same as the initial error. The algorithm will then stop wtteemverges to one of the
two stable symmetric solutions as illustrated in Fig. 5. The first solution comelsgo the case when there
is a positive elevation distang¢e > 0 between the target and observed plane and the second to the case for
a negative distance < 0. Note that from one solution we can easily determine the second. For the cas
presented in Fig. 5, the algorithm converges only with 50 iterations whtregesare, in principle2™ (with

9



affect random sign to each zi
compute least-squares error

do

initial least-squares error = least-squares error

fori=1ton,

Zi= -Zi

compute new least-squares error

if (new least-squares error < least-squares error)
least-squares error = new least-squares error

else
71 = -Zi

end if

end for

while (least-squares error < initial least-squares error)

Figure 4: Iterative algorithm for plane position estimation

n = 25) possible configurations of the signed distances. In fact, there aez fean2" due to the planarity
constraint; indeed this is why such a simple algorithm works.
The 2 solutions ofH; are then given by using:

a = atan(a/c) , B = —asin(b) if t, >0
a = atan(—a/c), f = —asin(—=b) if t, <0 (23)

Note that, ift, = 0 there is an ambiguity on the target plane orientation. This problem will be cenesid
next.

Once a correct sign is known for the elevation plane, it is possible to deeekystem for tracking it
without the need for continual re-estimation. In order to resolve the rengagigm ambiguity and initiate
tracking, we have developed a state-transition graph which memorizesdhgi@v of the sign and uses
an intermediate B-scan image to reconstruct the target frame po&tipmwhen |¢.| is close to zero. In
practice, the B-scan image target that is to be tracked will be chosen in sii@leuitrasound image. This
will be done after the user positions the probe held by a medical robot thesésrget of interest. Therefore
at the start, the most recent image and the target B-scan are superpmsed= 0. We then propose to
initially move the probe by a small control step in the negative elevation directiordir to obtairt, > s
wheres is a very low threshold value. This provides initialization for the state-trangiiaph presented in
Fig. 6.

In particular, this first motion provides data for state 1 where the positioneotatget is given by
‘H:(t, > 0). This state is maintained while > s. If |¢,| decreases below the threshaldiue to the
motion of soft tissues then an intermediate plane with Cartesian ffafnis set and frozen to the observed
target B-scan positioiH; = “H,(s) and the state switches from 1 to 2. In this new state the position
of the plane target is then given B¥A; = “H,(s)*Hy(zs; > 0) where*H,(z, > 0) is the homogeneous
matrix from the fixed intermediate plane to the target plane computed from eqg &2i0)-(22) with positive
elevation distance, between these two planes.

This new state is maintained while,| < s. Of course there is the possibility of going back to the state
1if ¢, increases when the transitign| > s & |z5| < |t.]| is validated. If nowjt,| > s & |zs| > |t.| which
means that, is negative and is lower thans then the state goes in 3 where the target position is given

10



Solution: t,> 0 Solution: 7, <0
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Figure 5: (top) Symmetric plane position solutions provided by the iterativeigign The points on the
planes show the rearranged (signed) positions of patches after thighagoonvergence. (bottom) Plots of
the decreasing least-squares error norm during the iterative algonititags

directly by the solution with negative elevation distafEE (¢, < 0). If afterwards|t.| becomes lower than
the threshold, the intermediate plane is updated and frozen to the obsegegtsitionfHy = “H;(—s)
and the state goes to 4 with solutiti; = “H(—s)*H;(zs > 0) where*H,(z; > 0) is the transformation
matrix from the recent updated intermediate plane to the target. The first sia¢a isetrieved wheft .| >

s & |zs| > |t.|- This method permits computation of the correct sign of the distandsy taking into
account its evolution and avoiding ambiguous orientation case when0. Moreover in order to obtain
smooth transitions when the state switches, the following interpolation functigpiied to give the target
plane pose vectqs:

p = (1~ ([t:I/5)*) p1 + ([t:1/5)* P2 (24)

wherep; is the pose vector describing the reconstructed homogeneous fildfrobtained during state 2

or 4 andps, is the pose vector describing the direct solutidhy during state 1 or 3. Note that this function
gives no weight to the direct solutiGiil; whent, = 0 in order to reject the unstable case. The components
of the normal vector: of the B-scan plane and its orientation anghess are then retrieved using (2) and
(23).

2.2.2.2 Signed elevation distance: Large motion estimation method

The previous method works only locally about the target region due to ffié rate of speckle decor-
relation with out-of-plane motion. Therefore, in order to increase theerahgonvergence, we propose a
second approach that allows to estimate independently the signed elevati#mtelisf each patch belong-
ing to the target image plane for large out-of-plane displacement. The mettiesiasbed hereafter for one
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Figure 6: The state-transition graph used to track the sign of the elevatimmaig, and compute the
relative positiorfH; between the observed and target planes

patch and is applied to all the patches before fitting the plane to the data.

First, at start time = 0, when the observed patch and the target patch are superposedctihérge
is acquired in a memory array starting at index p wherek is the index corresponding to the target patch
andp = 0 is an counter index that represents the number of intermediate patchedlitbatmemorized in
the array with positive elevation distance.

As in the previous method, we propose to initialise the sign of the elevation didbgmooving the probe
in the negative elevation direction. This time we do not apply a step motion butséact velocity during
a very short time period. Therefore, the positive elevation distance aofittem target patch computed
from the speckle decorrelation increases linearly. When it reaches réghtid values, the indexp is
incremented and the positive elevation distadge, , 1) of the target patch with respect to the observed
patch is memorized in the array such that, ) 4p—1] = defr4p—1) @nd the observed image patch is stored
as a first intermediate patch at array index p. Here we choose the notatiehy; to define the signed
elevation distance of the memorized patch at indeath respect to the observed patch calteandd;;
corresponds to the signed elevation distance of memorized patch atjinddxrespect to the memorized
patch at index. This is performed during the probe motion each time the distance of the last imechor
intermediate patch with respect to the observed patch reaches the threslneldWhen the probe motion
stop after this initial procedure we obtained the patches “path” configaratiown in Fig. 7.
The relative distances between the memorized patches can then be expgrgsbe following vectorial
system form:

Y = DP (25)

whereY is a vector of size(zgj’fj) with n = p, containing the signed relative inter-patch elevation
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probe negative motion

-
observed patch intermediate patch k+3 target patch
digp-1 > 0
e
¢ [k+p] [k+3] [k+2]  [k+1] [k]
dc[k] >0
defet+1) > 0
defit2) > 0
defe+3) > 0
R —
def4p] > 0

—

Figure 7: Configuration of the intermediate patches position obtained aftiErmpéng the initialisation
procedure that consists in moving the probe in the negative elevation directio

distances stored in the array, such that:

(26)

L djin)fitn—1)

withi = kandn =p.
D is a matrix of size(zgj j) x (n+1) depending only on the absolute elevation distance between patches
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of the array and the observed patcht is given by the following structure:

[ depl —defigq] 0 0 0 0 0
dgl 0 sl 0 0 0 0
|defipy —1defive) 0 0 0 0
dggl 0 0 Mgyl 0 0 0
D=1"0|duuy 0 —|deivsy] 0 0 0 (27)
0 0 |dejiva)l  —ldefiay| O 0 0
L 0 0 0 0 0 ‘dc[i-i-n—l]’ _‘dc[i-i-n]‘ i

with i = k andn = p.
P is a vector of sizén + 1) containing the sign of the distance of all the memorized patches with respect to
the observed patch After the initialisation procedure it contains only positive signs such that:

P=[1 1111 ..1]" (28)

Now, we consider that the soft tissue containing the target patch starts watomg the elevation direction
with an unknown sign motion. Its signed elevation distance with respect to sesv@a patch can then be
estimated by the following algorithm. The first step consists of estimating the eleddiance sign of each
memorized patch with respect to the observed patch. This is done by minimiziegrthef squares of the
differences between the estimafd= DP and memorized inter-patch distances:

J(P) = (Y —DP)T(Y — DP) (29)

The minimisation is performed by testing all possible sign configurations of v&tand keepind® that
provides the lower cost function errdt Note that the possible configurationsifare limited to circular
sign sequences such (1,1,1,1,...1), (-1,1,1,1,...1), (-1,-1,1,1,...1), (-1,-:14},¢:1,-1,-1,-1,...1), (-1,-1,-1,-
1,..-1),(1,-1,-1,-1,...-1),(2,2,-1,-1,...-1),(2,1,1,-1,...-2), (1,1,1,1,...-1),rmukavided in practice by a shift
register. All the signed distancésg;; with j = i...(i + n) are then affected with their estimated signs given
by P. The second step consists of computing the elevation distance of the tatgfetyith respect to the
observed patch. In order to increase robustness of the estimation f@enpardistance averaging which
gives us the following distance estimate:

1 Jj=ti+n
Aoy = =7 D ety + iy (30)
Jj=t

with i = k andn = p.
These two steps of the algorithm are repeated at each iteration of the sudtttiacking process.

The value of the estimated signed distangg, is also used to control the evolution of the array of
intermediate patches. If the distance becomes greater than its maximaldyalug@reviously achieved
dek) > dmas and if the distance of thee + p patch with respect to the observed patch reaches the threshold
values, d4p > s, then the positive patches counter ingeis incremented and a new intermediate patch
is acquired in the memory array. In the opposite side if the distance of thd faatmh with respect to
the observed patch goes belows to its minimal valyg, previously achieved,.;; < dpmi, and if the
distance of thét — m patch with respect to the observed patch reaches the negative threashad-s
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target negative motion
—
target patch observed patch

[k+p] [k+1] [k] [k=1] [k=2] [k-m] ¢
dej—21 < 0
dc[k] <0
dc[k+p] <0

Figure 8: Configuration of the intermediate patches position when the taat plevation distance is
negative and increases in the negative direction

such asd.,_,,,) < —s, then a negative patches counter indexinitially set to 0) is incremented and a
new intermediate patch is acquired in the memory array at ikdexn. Note that the indexn counts the
patches of negative elevation distance in opposite to ipdgkich counts the patches of positive distance.
Fig. 8 illustrates the case when the target distance is negative and shatifferent intermediate patches
captured during the motion. Note thatif > 0 then we simply adapt the estimation algorithm by setting
i =k —m andn = p + m in equations (26) to (30).

For the moment this second method only allows us to locally estimate the signed elelistamce of
the target patch since all the memorized patches contained in the array hsvepeckle correlated with
the observed patch observed by the probe. Therefore to allow lafgaeaisent of the target we propose to
use a sliding window as illustrated in Fig. 9 in order to include only the intermedabthes closest to the
observed one in the estimation process. The sliding windows are centetieel patct which is the closest
to the observed one and whose indeg determined from elevation distance comparison. The estimation
process is then performed by setting= [ — w andn = 2w in equations (26) to (30) wher@w + 1)
corresponds to the size of the window in term of number of patches.

Note that when the observed patch is far away from the target patchardept speckle correlated. This
is not a problem if the sliding window is used. However the image region trgadgorithm described in
section 2.1 needs a minimum of image correlation between the observed atgta images to extract
the in-plane motion. Therefore we propose to set the reference imageydee tracking algorithm to the
image of the patch corresponding to the center of the sliding window (ifjddr this way the reference
image patch is automatically updated when the sliding window moves due to large désglacement.
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sliding widow of (2w + 1) patches

centered on the closest intermediate patch [1] target motion
& or —P>
observed patch target patch

[k+p] [14+w] [1421  [+11 ¢ [ [1-1] [1-2] [1-w] (k]

dc[H»w] <0 dc[lfw] >0
dei42) < 0 dei—2) > 0

dc[1+1] <0 dc[lfl] >0

Figure 9: Configuration of the intermediate patches position for large tpegeh elevation distance esti-
mation. A sliding window is centered on the memorized péticivhich is the closest patch to the observed
one.

Beside if the absolute elevation distance of the target patch decreaséisameference image of the region
tracking algorithm is set to a previous memorized one until it retrieves the irgflence when the observed
and target patch join together.

An overview of the algorithm is described by the Listings 1 and 2. The Listingesghe successive steps
performed to initialise the array of patches. The several steps used totedtimaigned elevation distance
of the target patch with the sliding window are given in Listing 2. Note that ticeessive steps of Listing
2 are continuously iterated with the US stream.
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Pat chArray[ k] = observedPatch; // Menorize the target patch in the array
i mgePat chRef erence = PatchArray[k]; //set the image tenplate reference used
by the in-plane notions tracking al gorithm
p=0; m=0; // Reset the counters of positive and negative patches
#istart applying a constant velocity to the probe along the negative el evation
direction
whi | e( p<=w)
{
if(dc[k+p] > s) // test if the elevation distance of the | ast menorized
patch is greater than the fixed threshold
{
p=p+1l; // increment the counter of positive nenorized patches
Pat chAr r ay[ k+p] =observedPat ch; // add the observed patch in the array
d[ k+p] [ k+p- 1] =dc[ k+p-1]; // menorize its relative elevation distance with
respect to the previous nenorized patch
| =k+p; // update the index of the wi ndow center that corresponds to the
menori zed patch that is the closest to the observed one
i mgePat chRef erence = PatchArray[l]; //uptade the image tenplate reference
used by the in-plane notions tracking algorithm

}
}

#st op novi ng the probe
S

Listing 1: Initialisation of the patches array

[ 1=l -w; |2=l+w, // update the boundaries of the sliding w ndow
if(ll < (k-m) {l1=k-m} // constrain the wi ndow to be
if(l12 > (k+p)) {I2=k+p;} // inside the patches array
i=l1;, n=l2-11; // update the index i and size n used for the estination
#fill vector Y and matrix D defined by eq. (26) and (27)
#conpute the signs vector P that mininize eq. (29)
#affect the signs to distances dc[j] with j=i...(i+n)
#conmpute the target patch el evation distance dc[k] using eq. (30)
i f(dc[k] > dc[k+p] + s) // test if the elevation distance of the target patch
is greater than the one of the last nenorized positive patch
{
p=p+1; // increment the counter of nenorized patches with positive distance
Pat chArray[ k+p] =observedPat ch; // add the observed patch in the array
d[ k+p] [ k+p-1] =dc[ k+p-1]; // nenorize its relative elevation distance with
respect to the previous nenorized patch with positive distance
}
if(dc[k] < dc[k-m] - s) // test if the elevation distance of the target patch
is below the one of the |ast nmenorized negative patch
{
mem+1; // increnent the counter of nenorized patches with negative distance
Pat chArray[ k- n] =observedPatch; // add the observed patch in the array
d[ k-m [ k- mt1l] =dc[ k-m+1]; // menorize its relative elevation distance with
respect to the previous nenorized patch with negative distance

}

#find in the patches array the index | corresponding to the nenorized patch
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that is the closest to the observed one
i mgePat chRef erence = PatchArray[l|]; //uptade the inmage tenplate reference
used by the in-plane notions tracking algorithm

Listing 2: Estimation of the target patch signed elevation distance and patchgsipdating

This method is used to estimate independently the signed elevation distancé phsatbelonging to the
target plane. The signed elevation distancand the out-of-plane angles ;5 of the target planét} with
respect to the intermediate plafig are then computed from equations (20)-(22).

3 Visual servoing

Now that the complete position of the B-scan target can be estimated, wattheseontrol scheme used to
control a medical robot holding the ultrasound probe in order to reagistaibilize a moving B-scan target.
We propose a hybrid visual servoing approach that consists of indepdly controlling the in-plane 3-

DOF and out-of-plane 3-DOF motions of the US probe, respectively,2iy emage-based visual servoing
algorithm and a 3D visual servoing algorithm.

3.1 Out-of-plane motion control

The out-of-plane motion stabilization is performed by a 3D visual servo acbnt¥e chose as the visual
featuress; = (a b c t,)” the 3 components of the normal vectoof the estimated target plane and its
elevation distance, with respect to the observed B-scan. The desired visual featurervectzhieve
issi = (00 10)T which means that the final position of the normal vector of the target planeoeill
orthogonal to the observed image and that relative elevation distance willlb&he variation of the visual
informations; to the out-of-plane velocity; = (v, w, w,)? of the probe is given by:

0 0 —c

) 0 c 0

Sl - LSlvl - O *b a Vl (31)
-1 0 0

wherev, is the probe translational velocity along the orthogafiaixes of the observed image frafye}
(attached to the center of the image) and w, are respectively the rotational velocities around hand
Y axis. In visual servoind.g, is called the interaction matrix (see [Espietwal., 1992]) and is determined
from the geometrical model of the considered system. In our case itdepaty on the components of the
normal vectori of the target plane. The visual servoing task can then be expresaed@dation to zero of
the task functior; = s; —s7. Usually, the control law is defined such as the @sklecreases exponentially
in order to behave like a first order system by using a proportional @tertfEspiauet al., 1992]. In this
work we apply rather the second-order minimization technique introducedahs, 2004] which uses the
following control law to improve the trajectory for large displacement:

vi = 2\ (Lg; + Ls¥) Tey with gainA; > 0 (32)
wherefs\l is the interaction matrix estimated at each control iteration agidis the one at the desired

location (witha = b = 0 andc = 1).
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3.2 In-plane motion control

To control the in-plane motion of the probe we implement an image-based s&waling algorithm where
the visual features, = (¢, t, v)T are directly the translation,, ¢, and the rotationy extracted and

expressed in the observed image by using the method described in sectidm@ dorresponding desired
feature vector to reach is = (00 0)” and the interaction matrik, related tos, such thag, = Lgyvo,

is simply a3 x 3 identity matrix. The control velocity, = (v, v, w.)T to apply to the probe in order to
obtain an exponentially decreasing visual e9E= sy — s3 is then obtained by:

vo = —A2(Lsy) “Lez with gainy > 0 (33)

wherev,, v, are the translational velocities of the probe alongxhandY axis of the reference framig}
attached to the observed image, ands the rotational velocity around it8 axes.

The 6-DOF control needed to track the full motion of the target B-scanadlyffiperformed by apply-
ing to the probe the screw velocity = (v, vy v, Wy wy w.)T whose components are given by the two
independent control laws (32) and (33).

4 Simulation results

4.1 Ultrasound imagery simulator

We first apply the algorithms described above to simulated ground truth datelgre how the system
performs under ideal circumstances. We then gradually introduce sysdaachiandom errors into the data
and the tracking system, thereby gradually approaching realistic scertzafore an experimental validation
on real data (especially on human data) is attempted. To this end, we delelopdtrasound simulator
software which allows us to position and move a 2D virtual probe and simulatevimgn®D US volume.
We composed an US volume from 100 parallel real B-mode US imagks)of 210 pixels resolution with

a pixel size 0f0.2 x 0.2 mm, captured from an ultrasound speckle phantom at elevation interval2®f O
mm.

The simulator was built with the Visualization ToolKit (VTK) software systemH®ederet al., n.d.]
and the Visual Servoing Platform (ViSP) [Marchaeadal., 2005], both freely available as open source
resources, implemented as C++ routines and libraries. We use VTK torrdr@l@D view of the US
volume, as shown in Fig. 10 and to generate the observed 2D US image withrtebpolation, as if was
generated by a virtual US probe. We also use ViSP to implement the targetrBysotion extraction from
the resliced US volume and to compute the visual servo control law applied podbe.

4.2 Stabilization robotic task results

We simulated the 6-DOF motion of the volume by applying 6 sinusoidal signals witle geeriod of 5
seconds to the position of a Cartesian frame {o} attached to the volume and irstigdgrposed to the ul-
trasound plane framgp} such thato(t = 0)} = {p(t = 0)}. The translational magnitudes were set to 10
mm along theX, Y and 12 mm along th& axes of{o} and the rotational magnitudes were set to 10 deg
around theX, Y axis and 8 deg around thie axes. We used a grid of 25 patches & 25 pixels for each
patch) and a threshold elevation distan@d 0.1 mm to extract the out-of-plane motion. A patctbofx 50
pixels centered in the grid was employed to extract the in-plane motion.
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virtual

probe plane |
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volume

Figure 10: Ultrasound simulator: 3D view of the ultrasound volume and the initi@sound image ob-
served by the virtual probe with the 25 speckle patches (grid) and thianme-pracking region of interest
(biggest box)

First, we tested the motion stabilization task using the out-of-plane small motion estimagtbod de-
scribed in section 2.2.2.1 and the decoupled control scheme proposetiam $e The gain of the control
laws (32) and (33) were both fixed iq = Ay = 10.

Fig. 11 shows the time responses of the out-of-plane and in-plane pogitiemors during the full motion
stabilization task. The components of the out-of-plane error corresjpaihe « and 5 angles and the ele-
vation distance, of the target B-scan plane with respect to the observed B-scan. &heasvare linked to
the visual feature; by the relation (22) whereas the in-plane error corresponds directly tosthal feature
vectors,. Fig. 11 also shows the evolution of the volume position and probe positionegfect to a fixed
base frame. We can see that the task is performed well since only trackang lwer than 0.8 mm for
the translation and 0.6 deg for rotation components are measured. Figovi2 thke control velocity screw
applied to the probe and the evolution of the inter-patch speckle correlaloasvbetween the observed
and target B-scan images. The figure also presents the evolution of tieegdtimation least-squares error
norm and the cycle of the state-transition graph performed to track theieledistance sign. As we can
see, correlation values are decreasing due to the tracking erroraofdthe minimal value of 0.25.

In a second simulation we test the motion stabilization task using the out-of-plgeentation estima-
tion method presented in section 2.2.2.2 with a sliding window set to 7 intermediatepatach that = 3.
Fig. 13 and 14 shows the results when the same decoupled control schesee iwith\; = Ay = 10.
We can note that the tracking errors are the same than the first simulatiorvetothie speckle correlation
values between the patches of the observed image and the patches ofrthedidée plane, which is fixed
at the center of the sliding window, do not go below the minimal valug®&s we can see on Fig. 14. This
means that the out-of-plane large motion estimation method will be more robusgedaiacking error. To
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Figure 11: (top) Out-of-plane and in-plane tracking positioning errg¢bottom) Position and orientation
(ud representation) of the volume and the ultrasound probe with respect edebfrse frame
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Figure 12: (top) Velocity control screw applied to the virtual ultrasourmdbprand speckle correlation values
of the patches between the observed and target image plane - (bottoet)dlarge least-squares error norm
and state value of the state-transition graph use to extract the elevation sign
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Figure 13: (top) Out-of-plane and in-plane tracking positioning err¢b®ttom) Position and orientation
(ud representation) of the volume and the ultrasound probe with respect edebfise frame
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Figure 14: (left) Velocity control screw applied to the virtual ultrasounobr- (right) speckle correlation

values of the patches between the observed image plane and the imagexpldaéthie center of the sliding
window
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Figure 15: (top) Out-of-plane and in-plane tracking positioning errgbottom) Position and orientation
(ud representation) of the volume and the ultrasound probe with respect &debfrse frame

demonstrate this, we purposely increased the tracking error by rediherggins of the decoupled control
scheme to\; = Ay = 1. As we can see from Fig. 15 and 16 a tracking failure occurs due to afack
speckle correlation when we use the out-of-plane small motion estimation méthisds not the case when
the out-of-plane large motion estimation is applied as shown in Fig. 17 and 18 wigathe law control
gains. This demonstrates the robustness of the latter method to large erkorgras expected. Note that
when the volume stops to move at tihe- 10 s then the static error decreases to zero.

From these simulation results we can notice that the out-of-plane small motion testimmethod fails
when the elevation tracking error exceeds the value of the Gaussian padeieter = 0.72 mm which
is of the same order than the US beam width. That means that in practice, thenaalack of the first
method is the need of a fast and accurate robotic system using a high @& $teene rate to work. That
is the reason why we developed the second method which has the adviantegebust to large tracking
error and which is consequently better adapted for real robotic apphesatio
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Figure 16: (top) Velocity control screw applied to the virtual ultrasourmdbprand speckle correlation values
of the patches between the observed and target image plane - (bottoet)dlarge least-squares error norm
and state value of the state-transition graph use to extract the elevation sign
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Figure 17: (top) Out-of-plane and in-plane tracking positioning err¢b®ttom) Position and orientation
(ud representation) of the volume and the ultrasound probe with respect edebfise frame
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Figure 18: (left) Velocity control screw applied to the virtual ultrasounobr- (right) speckle correlation
values of the patches between the observed image plane and the imagexpldaéthie center of the sliding
window

26



phantom
- US probe
s

robot 2

Figure 19: Experimental setup for 2-DOF motions compensation

5 Experimental results

5.1 2-DOF motions compensation

In a first step, we tested the motion stabilization method on 2-DOF motions combitiagséation along
the image X axis (in-plane translation) and elevation Z axis (out-of-plansl&iion). The experimental,
setup, shown in Fig. 19, consists of two X-Z Cartesian robots fixed andealign an optical table. The
first robot provides a ground truth displacement for an US specklatpima The second robot holds a
transrectal 6.5 Mhz US transducter and is controlled as described tbstabilize a moving B-scan target.
The US image ist40 x 320 pixels with resolution of 0.125 mm/pixel. A laptop computer (Pentium IV
2 Ghz) captures the US stream at 10 fps, extracts the target plane pbsitiming a grid of 25 patches
(25 x 25 pixels size) and computes the velocity control vector applied to the probagatobot. For this
experiment we implemented the out-of-plane large motion estimation method intcbidusection 2.2.2.2.
The plots in Fig. 20 show the evolution of the robots positions and the tracking when sinusoidal
motions (magnitude of 30 mm on each axis) were applied to the phantom. Theidyinacking error was
below 3 mm for in-plane translation and 3.5 mm for the elevation translation. Tiwsis attributed the
dynamics of the target motion, time delays in the control scheme, and the dynantiesprobe holding
robot. In order to determine the static accuracy of the tracking roboticuasipplied a set of 140 random
positions to the phantom by using ramp trajectories while tracking the target piathe robotized probe.
When the probe stabilized at a position, the phantom was held motionlessdooni2ds and the locations of
the two robots were recorded. We recorded a static error of 0020% mm (meant standard deviation)
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Figure 20: (left) Evolution of the robots positions - (right) Tracking error

for the in-plane positioning and 0.0288.05 mm for the out-of-plane positioning, which is close to the
positioning accuracy of the robots (0.05 mm).

5.2 6-DOF motions compensation

In a second step, we tested our motion stabilization approach by consideb@f rigid motions that
were manually applied to the ultrasound phantom. The experimental setumis shbBig. 21. It consists
of a 6-DOF medical robot equiped with a force sensor, similar to the Hipposyastem [14], that holds
a broadband 5-2 MHz curved array usually used for general ab@bnmraging. In order to keep the
transducer in contact with the phantom, the probe velocity component aleny #xis of the observed
image was directly constrained by a classical closed-loop force cominehse in such a way to keep a
contact force of 2N along the Y axis direction. The remaining 5 DOFs of theeginclude 2 in-plane
motions (1 translation along the X axis and 1 rotation around the Z axis of trervaosimage), and 3
out-of-plane motions (1 translation along the Z axis and 2 translations atbend and Y axes of the
observed image). These 5 DOFs were actuated by our motion stabilizatimaappsing only the speckle
information. Since the 6-DOF motions are applied manually (from hands) tolttasaund phantom, we
have no accurate ground truth related to its 3D pose in opposite to the fiestreental setup where 2 robots
were used. Nevertheless, a ground truth can be provided by usingeanad vision system that measures
the phantom and the object respective 3D poses. In our case, weanseta calibrated camera that observes
2 patterns of visual dots that are attached respectively on the phantbtheanltrasound probe as shown
in Fig. 21 and perform pose computation by using the Dementhon appreaiejthon and Davis, 1995].
The US image stream &84 x 288 pixels with resolution of 0.58 mm/pixel was captured at 12 fps and
the out-of-plane motion of the target B-scan image was estimated by using af g@igatchesZ5 x 25
pixels size). In a first experiment we tested the out-of-plane small motion estmmaethod introduced in
section 2.2.2.1. Unfortunately, the motion stabilization failed few time after we dt@rtaove manually the
ultrasound phantom. This was due to the phantom jerky motion whose frggeem@onent induced by the
hands tremor was too high in comparison to the low bandwidth (12 Hz) of tlwticatystem. Therefore it
resulted a large tracking error with a loss of speckle correlation betweab#erved and target B-scan. Ina
second experiment we tested the out-of-plane large motion estimation methaligg&doin section 2.2.2.2
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Figure 21: Experimental setup for 6-DOF motions compensation

which is based on the use of memory array of intermediate patches. The pkags iB2 present the time
evolution of the 3D poses of the US phantom and US probe both expriestsedremote camera frame and
the positioning error of the probe with respect to the phantom during théNestan see that the US probe
automatically follows the motions of the phantom with tracking errors lower thaorf.for the translation
and 3 deg for rotation components. Note that this error also combines taesgtm®ation error inherent to
the camera localisation system. These results validate the concept of omatiatstabilisation approach
in the case of a rigid motion including both translations and rotations. The tgaekior could be reduced
if a prediction of its variation is introduced into the control law by some methods as Kalman filter or
generalized predictive controller [Ginhoekal., 2005]. Adopting recent methods [Rivatzal., 2006] for
more accurate and efficient identification of fully developed speckle patsiould also improve on tracking
performance and may allow estimation of relative motion between differentissiie elements.

6 Conclusion

This paper has presented an estimation and control method to automatically etigilezDOF motion of
a conventional 2D ultrasound probe with respect to a moving 3D ultrasenindhe by tracking the dis-
placement of a B-scan image relative to a reference target. The oldstd-motion was extracted from
the speckle information contained in the ultrasound image, and an image regikim¢y method was used
to extract the in-plane motion. Two approaches were considered to estiraatattbf-plane motion and
compared from simulation and experimental results. A hybrid visual costtieme was proposed to au-
tomatically move the probe in order to stabilize the full motion of the target B-stha.method was first
validated in simulation by controlling a virtual probe interacting with a static ultnagawwlume acquired
from a medical phantom.
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The approach was then demonstrated on two different experimentas s&tupfirst one consisted of an
ultrasound speckle phantom, a 2-DOF robot for simulating tissue motion, 24 robot controlling the
ultrasound probe directly from the speckle information. The results danadasn a first step the validity
of our approach for 2-DOF motions combining a translation along the imagas{iaxplane translation)
and elevation Z axis (out-of-plane translation). In a second experimerais® demonstrated the approach
for both translational and rotational motions by using an experimental sehgisting of a 6-DOF medical
robot actuating the probe and an ultrasound speckle phantom that wallganaved.

In the introduction, we identified prostate brachytherapy as a clinical apiglicof this work. We are
currently addressing several challenges in adapting our work to fedstchytherapy. First and foremost,
we must not alter clinical setup and workflow. In current practice, tbbgis moved in 2-DOF by the me-
chanical stepper under manual actuation, but our motion tracking will waikdl 6-DOF. We can encode
and actuate existing DOF-s of the stepper, but further modifications ahébfiive. To this end, several
extensions will be necessary to our current tracking and servoingiteas. Most contemporary TRUS
probes have two perpendicularly arranged transducers: onelgyatades a transverse image perpendic-
ular to the transition axis and a second crystal gives a sagittal image #doeossation axis. In essence,
the transverse crystal maps the prostate in Cartesian space while the saggtallworks in a cylindrical
frame of reference. Therefore we will adapt our automatic stabilizatipnoagh to the mixed Cartesian-
cylindrical scheme used in TRUS imaging. Second, we will attempt to track tettand needle at the
same time with a single TRUS probe. We expect that some target and needleshwatinibe compensated
for, and the remaining misalignments will have to be represented visually. &oiked scheme will un-
doubtedly lead to an extensive investigation of human machine interfacadaeebras well. Finally, in a
later phase, we will integrate the resulting 6-DOF motion tracking and 2-DOBSTiage stabilization
with an existing needle placement robotic system ([Fichtimgal., 2008]). Altogether, the work presented
here has launched us on a challenging and clinically important trajectoegeérch.
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