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Abstract

This paper proposes a real-time, robust and efficient 3D Huaked tracking algorithm for visual servoing.
A virtual visual servoing approach is used for 3D trackinghisTmethod is similar to more classical non-
linear pose computation techniques. Robustness is obtainmtegrating an M-estimator into the virtual visual
control law via an iteratively re-weighted least squareglémentation. The presented approach is also extended
to the use of multiple cameras. Results show the method tothest to occlusion, changes in illumination and

miss-tracking.

1 Introduction

This paper presents a vision-based tracker for visual seg\applications. This study focuses on the registra-
tion techniques that allow alignment of real and virtual Mierusing images acquired in real-time by moving
cameras. In the related computer vision literature gedmptimitives considered for the estimation are often
points [8, 4, 12], contours or points on the contours [11] 3s&ments, straight lines, conics, cylindrical objects,
or a combination of these different features [14]. Anotmepadrtant issue is the registration problefurely
geometrideg, [5]), ornumerical and iterativg4] approaches may be consideréchear approachesse a least-
squares method to estimate the pdadl-scale non-linear optimisation techniqugsg., [8, 11, 6, 3, 16]) consist
of minimising the error between the observation and the &odaprojection of the model. In this case, minimi-
sation is handled using numerical iterative algorithmshsag Newton-Raphson or Levenberg-Marquardt. The
main advantage of these approaches are their accuracy. dihednawback is that they may be subject to local
minima and, worse, divergence.

In this paper, pose computation is formulated in terms ofllssfiale non-linear optimisatior¥irtual Visual
Servoing(VVS). In this way the pose computation problem is consideas similar to 2D visual servoing as
proposed in [17, 14, 3]. Assuming that the low level dataaoterd from the image are likely to be corrupted,
we use a statistically robust camera pose estimation pggbesed on the widely accepted statistical techniques
of robust M-estimation [9]). This outlier rejection proeds directly introduced in the control law leading to an

iterated reweighted least squares problem [3]. This fraonkvs used to create an image feature based system



which is capable of treating complex scenes in real-time.oAgnother advantages demonstrated in previous
work [3] (notably the accuracy, efficiency, stability, arabustness) the framework scales to the use of multiple
cameras with small or wide baselines. Previous work has Heaa to consider pose computation with stereo

systems [16]. Although the goal is very similar, the modgliri the cost function, the visual feature considered

and then the Jacobian, as well as the minimization issug ithft6], does not integrate robust estimation are

different from the method presented in this paper.

The context of this work is the development of robust and 3&tracking algorithms for visual servoing
applications in a space context. The goal is to develop atrddmonstrator able to grasp complex objects by
visual servoing in space environment. The considered risbiite ESA's three-armed Eurobot (see Figure 1)
whose purpose is to prepare and assist extra vehiculaitestion the International Space Station (ISS). The
fact that this robot is equipped with one camera mounted oh aan end effector and one stereovision system
mounted on its base allows to consider tracking and visuabg® tasks using various camera configuration:
one, two or more cameras, with short or wide baseline, inieyreand or eye-to-hand control schemes [10].

We also want to insist on the fact that the presented trackiggrithm has to tackle several space specific
problems. In particular we tried to simulate in experimeh&ssevere and abruptly changing lighting conditions
due to direct sunlight and celestial mechanics that makectdpppear very bright while important cast shadows
are moving. The algorithm have therefore to be highly roliusipite of another major space problem which
is the lack of computing power. Indeed, resource (i.e. gnergjume, mass) and environmental (i.e. thermal

dissipation, radiation compatibility) constraints lirpgrformance of computers that may be used in space.

2 Multi-Cameras Robust visual tracking

2.1 Overview and motivation

As already stated, the fundamental principle of the progpagproach is to define the pose computation problem
as the dual problem of 2D visual servoing [7, 10]. In visuaWe#g, the goal is to move a camera in order to
observe an object at a given position in the image. An expiamé now given as to why the pose computation

problem is very similar.

2.1.1 Caseof monocular system

To illustrate the principle, consider the case of an objeatit warious 3D featuresS (for instance?S are the 3D
coordinates of these features in the object frame). A Vidamera is defined whose position in the object frame
is defined by the homogeneous matiM,,. The approach consists of estimating the real pose by nsinignthe
error A between the observed data (usually the position of a set of features in the image) aredpisitions

of the same features computed by forward-projection of hiead 3D model in the image plane according to the

current pose,
k
A= (pre((Mo,S;) — 57)7, (1)

=1



where pg() is the projection model according to the intrinsic paramegeand wherek is the number of con-
sidered features. It is supposed here that intrinsic paesgare available but it is possible, using the same
approach, to also estimate these parameters.

In this formulation, a virtual camera initially &M, is moved using a visual servoing control law in order to
minimise the error\. At convergence, the virtual camera reaches the pdsk, which minimises the error and

is considered as the real camera’s pose).

2.1.2 Caseof stereo system

Now consider a more general system with two cameras. We dassoime a rigid system but we consider that

their relative positions with respect to each other are knmow

]Cl k2
A= (pre, (“Mo2S:) —57)" + 3 (pre, (2M,,,° ;) =2 s5)7, )
j=1

1=1
where subscripted, andc, refers to observations in images 1 and 2.
Solving for*M, and“2M,, is equivalent to consider two independent systems and i® dfiterest here.

Since the calibration of the stereo systé ., is assumed to be known, equation (2) is equivalent to

k}] k2
A= (pr (M2 8) = 57)" + D (Pre, (M, "M, S;) = 57)°, (3)

i=1 j=1
so that only 6 parameters have to be estimated, as for theegtis®tion problem. In any case, assuming that
is a vector representation of the poSk/A, in (1) or<* M, in (3)), this remains to minimise a residualdefined

as
k

A= (silr) — 57)" = [s(r) - s 4)

=1
Dealing with the specific system presented in this paper ¢fiaitions ofs(r) ands* are given in section 2.4.

2.1.3 Outliersrejection

An important assumption is to consider thgtis computed from the image with sufficient precision. In vi-
sual servoing, the control law that performs the minim@abf A is usually handled using a least squares ap-
proach [7][10]. However, when outliers are present in thasoees, a robust estimation is required. M-estimators
can be considered as a more general form of maximum liketiestimators [9]. They are more general because
they permit the use of different minimisation functions netessarily corresponding to normally distributed data.
Many functions have been proposed in the literature whilkdwalincertain measures to be less likely considered
and in some cases completely rejected. In other words, fleetdke function is modified to reduce the sensitivity
to outliers. The robust optimisation problem is then givgn b
k
Ar =Y p(sir) - 7). (5)
=1
wherep(u) is a robust function [9] that grows sub-quadratically andhisnotonically non decreasing with in-
creasingul|. Iteratively Re-weighted Least Squares (IRLS) is a commethird of applying the M-estimator. It

converts the M-estimation problem into an equivalent widheast-squares problem.



This objective function may be minimized using a virtualuasservoing scheme [17, 14, 3]. A control law
that is robust to outlier has to be built in order to minimizggiation (5). The duality between visual servoing and

non-linear pose estimation is used to compute the curresitipo of the multi-cameras system.

2.2 Robust minimization

The objective of the control scheme is to minimise the objedtinction given in equation (5). Thus, the error to
be regulated to O is defined as
e =D(s(r) —s%), (6)

whereD is a diagonal weighting matrix given 9 = diag(ws, ..., wy). Each element aD is a weight which
is a measure of the confidence that a pointis an inlier. Thepctation of weightsy; is described in appendix A
and in [3].

A simple control law that allows to move a virtual camera cardesigned to try and ensure an exponential

decoupled decrease efaround the desired positiari. It is given by
v = —A(DLs)"D(s(r) —s*), (7)

wherev is the virtual camera velocity,s is called the interaction matrix (or image Jacobian) arkklithe motion

of the feature in the image to the camera velocity<( Lsv) and\ is a gain that tunes the convergence fate
More details about the interaction matrix is given in sato4. Let us point out that it is necessary to ensure that
a sufficient number of features will not be rejected so ID&t is always of full rank (6 to estimate the pose). Let
us note that when no robust minimization is considered {De= I) this process is similar to a Gauss-Newton

minimization approach.

2.3 Considering multiple cameras
Considering the minimisation of equation (2) with two indedent cameras leads to

Sl . L1 0 Vi (8)

SQ 0 L2 Vo

Nevertheless, in the case of a calibrated multiple camgisters, if2M,, is known and it is then possible to
expressv with respect tév,
v =V, v (9)
with
c C
m‘fc2 — 1RC2 [ ltcz]X (10)
0 “R,,

where1V, is the twist transformation matrix. The feature velocityrimage 2 can then be related to the motion
of camera 1 by

SQ = L2V2 = LQC2V611V (11)

1A+ denotes the pseudo-inverse of the matix



and

S L
S S (12)
S2 L2V,

Finally we get the following control law, with only only 6 pamneters to estimate,

1y ) D, L, : Dy | [s1(r1) —si . (13)
DyLs, 2V, Dy | |s2(r2) — s}
Let us note that in equation (13), two diagonal matribgsandD, have to be computed (see [3]) from residuals
s1(r1) — s§ andsa(rz) — s computed from each images. Since the position of the two rasmweith respect to
the object may be very different, the two residual vectoesaso different and the median value of each residual
that is mainly considered in the computatioriaf andD, has to be computed according to each data set.

The pose* M, is then updated using the exponential map«B) (see [13] p.33 for detalls)
ML = MEel'] (14)

while the pose of the other camera is updated using the systemmeters' M.,: ©2M, = ©2M,, “*M,, and can

then be used in equation (13) to compsiéra).

2.4 Visual feature and inter action matrices

Any kind of geometrical features can be considered withenghoposed control law as soon as it is possible to
compute its corresponding interaction mafkixin [7], a general framework to compukeis proposed. Indeed, it

is possible to compute the pose from a large set of imagermdtion (points, lines, circles, quadratics, distances,
etc.) within the same framework. The combination of différeatures is achieved by adding features to vector
s and by stacking each feature’s corresponding interactiatnixinto a large interaction matrix of sizel x 6

wheren corresponds to the number of features drideir dimension,

S1 Ly
= :|wv (15)
Sn L,

The redundancy yields a more accurate result with the caatipatof the pseudo-inverse &f as given in
equation (7). Furthermore if the number or the nature ofali$eatures is modified over time, the interaction
matrix L and the vector erros is easily modified consequently. In this work, we consideeto§ distances
between local point features obtained from a fast imagegssing step and the contours of a global 3D model.
In this case the desired value of the distance is equal to hereigure 2,p is the tracked point feature position
andl(r) is the projection of a 3D model line in the image plane accurdi poser.

From a low level image processing point of view, normal disgiments are evaluated along the projection of
the object model contours using the spatio-temporal Mofadges algorithm (ME) [1]. It consists in finding the
nearest intensity discontinuity along the edge normalguaipre-computed mask function of the orientation of
the contour. The derivation of the interaction matrix rethto the distance between a fixed point and a moving

straight line or moving cylinder to the virtual camera matis given in [3].



Let us note that [16, 6] the tracked poimtare projected in the direction of the contour normal so agpe r
resent different rigid motion parameters as componentsiidtance [6]. This leads to a very different Jacobian.

Difference between the two approaches from a theoretidgat pbview is given in [2]

3 Experimental results

As already mentioned, this research has been carried ouat fwoject supported by European Space Agency
(ESA). The goal of the WANCO project is to achieve grasping and maintenance tasks omntbenhtional
Space Station (ISS). The solution proposed by thi@ANCO consortium is to achieve these tasks using visual
servoing techniques.

Any visual servoing control law can be implemented usingitfesented tracker (image-based, position-based
or hybrid scheme) because all 3D pose information has bemagsd. In the following experiments the classical
3D visual servoing approach is used [18]. Knowing currenédtpose M, and desired oné M, the goal of
this approach is then to minimize the erfdvi... The complete control law is implemented using the VISP
(Visual servoing platform) software [15].

The presented approach is different from a classical loakmaave method where the object is localized in
the image and where the robot is moved using only this inftiomaSuch approach is not robust to calibration
errors or to modification of the environment. In visual sémgosince visual features and then the control law
are computed for each new image acquired by the camera, fbet sbnot necessarily motionless and the robot
may overcome partial modification of the environment duthmgexecution of the task. This is not the case with
a look and move approach. A coarse camera and eye-handatialibis sufficient in the case where the task is
specified as a particular position of the object in the iméig@ractice, this is obtained using an off-line teaching
by showing step where the end-effector is moved once at ggetbposition with respect to the object and the
corresponding image is stored. In that case, the data ¢xtf&om the vision sensor will be biased due to the
calibration errors, but the robustness of the visual saryeiith respect to calibration errors will allow to move
accurately the arm so that the final image corresponds todhieedl one, ensuring a correct realization of the

task.

3.1 Resultsobtained at IRl SA and discussion

The tracking and visual servoing capabilities have bededest IRISA-INRIA Rennes using a classical 6-axis
robot. Within this paper, we consider first an object calleticulated Portable Foot RestraifAPFR). This is a
quite complex non-polyhedric object as can be seen in Figure

The first experiments consists in positioning tasks of tietend effector with respect to the APFR by using
a 3D visual servoing control law [18].

The robust model-based tracking method described in titisrda used to compute the current podé&,., of
the camera 1 mounted on the end effector with respect to oipggoe, the goal being to move this camera to a

desired poséM.:. In each experiment, the initialisation phase consistsifimihg the desiredM... and initial



OMC‘31 poses.

To validate the robustness of the proposed algorithm, thERARas placed in a textured environment as
shown in Figures 4, 5 6. Moreover, partial auto-occlusiorsaxcaused due to complex geometry of this object.
Indeed, due to computational cost, the considered CAD misdehly partial and quite simplified. Shadow
projections and reflexion artifacts were also appearingplte of all these sources of perturbation, tracking and
positioning tasks were successfully achieved for each cagmnfiguration.

The following experiments consist in a positioning taskiaf tobot end effector with respect to the APFR by

using a 3D visual servoing for different CCD camera setups:

e Monocular systemrThe first experiment (see Figure 4a) was carried out by usisiggle camera mounted

on the robot end effector. Results are shown by Figure 7.

e Small base-line stereoscopic systéfhe second experiment (see Figure 5b) was carried out byg tsio

cameras mounted on the end effector. Results are shown byeRgg

e Wide base-line stereoscopic systefhne third experiment (see Figure 6¢) was carried out bygueime
camera mounted on the robot end effector and one fixed depoat@era resulting in a wide baseline

stereo system. Results are shown by Figure 9.

Plotting results of the three previously described expernits are presented respectively in Figures 7, 8 and 9
which respect the following organisation.

Figures 6-7-8(a) show the variation of the object pose vagipect to the main camera (rotations are expressed
using Euler’s angles). This is the direct output of the roknagking algorithm and the input of the visual servoing
control law used to control the manipulator. As expectednfithe real-time graphical display including the
forward model projection, the tracking is smooth and conset]y suitable for visual servoing applications.

The residuals of the pose computation are shown by Figuie8@) which underlines the interest of con-
sidering robust M-estimation within the minimization pess. The low level of the weighted residuals shows
the efficiency of the convergence of the virtual visual sargo The higher level of unweighted residuals shows
that the pose would not be as accurate if a classical comnolnere used instead of a robust one. Moreover,
unweighted residuals are computed at each iteration frerpttévious estimated pose which is robustly obtained.
Without robust tracking we may observe a divergence andezprently the failure of the 3D visual servoing.

The efficiency of the robust tracking algorithm can also kedysed by comparing the trajectory of the camera
during the positioning task computed from tracking dataronfrobot odometry (position calculated using the
encoders in the joints) as done in Figures 6-7-8(c). In batie¢he camera displacement is computed in the same
frame that corresponds to the initial camera location. &the odometry of this particular robot is very precise
we can consider it as a ground truth.

Indeed, there are two ways of estimating the ma’i?iMci giving the pose of the camera 1 with respect to
its initial pose,

e’ M,°M_:, according to tracking
' (16)

Cﬁ“MffMCtl, according to odometry



where subscriptedr denotes the robot reference frame. The differences olddr®veen the two measures
can be explained by camera calibration errors. Indeed tirersystem is only roughly calibrated. As already
pointed although the pose is biased this as no effect on thitéigouing task since the final and desired image
corresponds.

Finally, Figure (d) shows the success of the global posiigtask through the convergence of the 6 residuals
of the 3D visual servoing control scheme.

Main advantage of the stereo tracker is that it is more rotugiartial occlusion and more reliable in an
operational context (especially with a large baselineestifferent aspect of the target are observed). In terms of
time consumption (on a 2.4 GHz pentium 4), it is obvious thatadlgorithm in configurations with two cameras
is slower due to the fact that two images have to be processadtaneously. Assuming simple objects, the
proposed algorithm can easily acquire and process one iatdhe video rate of 50 Hz. In the case of the APFR,
the algorithm needs to track a quite high number of sampletpgaround 250 in each image), the processing
rate is then 20 Hz for a monocular system and 10 Hz in the st&iea case. Nevertheless, this is not really a
strong limitation in the context described in this papecsislow motions (0.5cm/s in translation) are absolutely
required in on-board or extra-vehicular space operatifamsgafety issues).

Another considered object is a handrail. Handrails aretémtall around the Columbus laboratory as shown in
Figure 11. A similar experiment has been done using the ladlrzohd is reported in Figure 10. Here we wanted to
test the robustness wrt. illumination changes and ocahgsidhe sequences feature cast shadows, severe lighting

variations, modification of the position of the lights, gatiion, various occlusions, etc.

3.2 Resultson the Eurobot Testbeds

Further tests using the Eurobot have be done at ESA-ESTBEM@ndwijck, the Netherlands) on the ISS testbed
composed by the Columbus laboratory 1:1 mockup. As can be@eé&igure 11 the Eurobot prototype made
by Galileo Avionica (It.) while the integration of our traicly and visual servoing software on Eurobot has been
done by Trasys (Be.). The robot itself is made of three mishiPA-10. A complete set of experiment has been
done on this testbed (see Figure 12).

A second prototype Eurobot, the Eurobot wetmodel (see fit)yds located at (and has been built by) Thales
Alenia Space in Torino (TAS-I). Experiments have been edrdut on this robot (see figure 14) and extensive
tests (reported in this section) have been done on the WeeMod

The experiments at TAS-I using the Eurobot wetmodel dennatest the application of Visual Servoing using
VIMANCO. Two experiments have reported here, In the firstexikpent, at the desired position, the arm is
“parallel” to the handrail (see Figure 2 3b) and thereforly the top face is visible. The initial position is the one
illustrated in Figure 14a. In the second experiment the fiaition is not parallel to the handrail (see desired
position in Figure 14b and Figure 14c). The main differerscthat two more faces of the handrail are viewed
from the camera.

The Visual Servoing experiments are performed as follows:

e The robot arm is driven to a selected position close to theltzain



e Based on the Eurobot wetmodel controller (GNC) informatioa position of the end-effector w.r.t. the

world frame is computed (this position is referred as degiesition).

e At the desired position an image is acquired. Using this ie#étue position of the handrail wrt the camera

is computed (final position) in an interactive way.

e The arm is moved using the GNC at an arbitrary initial positiét this position the Visual Servoing is

applied in order to move the camera at the previously defimad fiosition wrt the handrail.

¢ At the final position the GNC provides the end-effector positwrt the World frame. This position is
indicated as test reached position. A set of positioninkstasive been carried out toward the same desired
position. Each positioning task has been repeated a certember of times in order to evaluate visual

servoing accuracy and repeatability.

e The accuracy of the positioning task using visual servoigvialuated by the mean absolute difference

between the desired position and the test result position.

e The repeatability is evaluated by computing the standaviatien of the test result position of consecutive

tests towards the same desired position.

Let us finally note that the a very poor camera and hand-eyeratibn has been considered.
Tables 1 and 4 presents the desired and reached positiohefdwd experiment ; Tables 2 and 5 presents
presents the absolute difference between each test resutha desired position ; Tables 3 and 6 presents the

mean absolute error per direction and the standard dewib&tween the test results.

Rx(rad) Ry(rad) Rz(rad) Tx(m) Ty(m) Tz(m)
Desired position -0,2662 -1,4468 -0,2061 -5,127 0,0476 3026
Test 1 reached position -0,2718 -1,4557 -0,1715 -5,1257408,0 -0,3075
Test 2 reached position  -0,269 -1,4527 -0,2136 -5,1254 02,05-0,3034
Test 3 reached position -0,2675 -1,448 -0,2119 -5,1268 98,04-0,3027
Test 4 reached position -0,2697 -1,453 -0,2105 -5,1254 9804-0,3032

Table 1: Experiment 1: raw results

Rx(rad) Ry(rad) Rz(rad) Tx(m) Ty(m) Tz(m)
Testl 0,0056 0,0089 0,0346 0,0013 0,0072 0,0049
Test2 0,0028 0,0059 0,0075 0,0016 0,0026 0,0008
Test3 0,0013 0,0012 0,0058 0,0002 0,0022 0,0001
Test4 0,0035 0,0062 0,0044 0,0016 0,0022 0,0006

Table 2: Experiment 1. Absolute error per test

From the experimental results we can draw the following tusions:



Rx(rad) Ry(rad) Rz(rad) Tx (m) Ty(m) Tz(m)
Mean error 0,0033 0,00555 0,013075 0,001175 0,00355 0,0016
Standard deviation 0,001787 0,003198 0,014406 0,00066802041 0,00222

Table 3: Experiment 1: mean error and standard deviatiodipection

Rx(rad) Ry(rad) Rz(rad) Tx(m) Ty(m) Tz(m)
Desired position -0,0069 -1,5661 -0,223 -5,1024 -0,0037 ,3361
Test 1 reached position -0,0079 -1,5612 -0,2153 -5,104 0520 -0,3351
Test 2 reached position  -0,012 -1,5877 -0,2149 -5,0962 051,0,338
Test 3 reached position -0,0107 -1,5851 -0,2119 -5,0971 0061, -0,338
Test 4 reached position -0,0122 -1,5892 -0,226 -5,0959 0230  -0,3386
Test 5 reached position -0,0017 -1,5531 -0,1819 -5,1058 0148 -0,3361
Test 6 reached position -0,0009 -1,5531 -0,1655 -5,1065 019, -0,3373

Table 4: Experiment 2: raw results

Rx(rad) Ry(rad) Rz(rad) Tx(m) Ty(m) Tz(m)
Testl1 0,001 0,0049 0,0077 0,0016 0,0015 0,001
Test2 0,0051 0,0216 0,0081 0,0062 0,0014 0,0019
Test3 0,0038 0,019 0,0111 0,0053 0,0024 0,0019
Test4 0,0053 0,0231 0,003 0,0065 0,0014 0,0025
Test5 0,0052 0,013 0,0411 0,0034 0,0109 0
Test6 0,006 0,013 0,0575 0,0041 0,0153 0,0012

Table 5: Experiment 2: absolute error per test

Rx(rad) Ry(rad) Rz(rad) Tx (m) Ty(m) Tz(m)
Mean error 0,0044 0,015767 0,021417 0,004517 0,005483 10100
Standard deviation 0,001812 0,006807 0,022363 0,00186006073 0,00088

Table 6: Experiment 2: mean error and standard deviatiodipection

¢ Visual Servoing using the eye-in-hand configuration (thee@ attached on the end-effector can be applied

with a very poor camera and hand-eye calibration.

e The accuracy of the positioning tasks has been identifiecetm bhe expected ranges (wrt to European
Space Agency requirements) for the particular object. @lpi, mean accuracy error is around 5 millime-
tres. Worst values have been identified to be 1 centimeteawpadrticular direction in 3 measured tests
in a sequence of 17 measured tests. Indeed, the shape ofjéut isksuch that a small rotation around
the x axes (camera frame) compensated by a translation #leng axes does not modify significantly

the position of the object in the image. But the computed 3Bitfum of the camera will be different. In

10



addition, the rotation around the longitudinal axis of tlaadrail is difficult to estimate contributing there-
fore to the positioning errors. Possible approaches thatldme considered to handle this particularity of
the handrail are to take into account the a priori knowledge orientation around this axis or to use

additional exteroceptive information.

e The repeatability of the positioning task using Visual $éng is very good considering the nature of the
object. For example, in the first experiment, the standavihtlen is 0.655, 2.441 and 2.222 millimetres

for the translation.

e Forthe particular object, the final desired position of tamera wrt the object is important since a different
number of faces of the object can be seen from different tiines. Typical example is top view of the

handrail where few 3D visual information is available.

4 Conclusion

We have presented a robust model-based tracking algoritient@ consider information provided by multiple
cameras. The efficiency of the approach has been demoulstratbe integration of the proposed tracker in a
visual servoing system. The presented method allows fakaecurate positioning of a eye-in-hand robot with
respect to real objects (without any landmarks) in compiesatons. The algorithm has been tested in the space
context on various real visual servoing scenarios dematirsty a real usability of this approach under nominal

and extreme lighting conditions.

A Weights computation for robust estimation

The weightaw;, which represent the different elements of Ihenatrix and reflect the confidence of each feature,

are given by [9]:

(17)

wherey (u) = a,;(;) is the influence function and} is the normalized residue given by = A; — Med(A)
(whereMed(A) is the median operator) andis the standard deviation of the inliers data computinggittie
Median Absolute Deviation [9].

Ofthe various loss and corresponding influence functioatsgkist in the literature, Tukey’s hard re-descending
function has been chosen. Tukey’s function completelyctsjeutliers and gives them a zero weight. This is of in-
terest in tracking applications so that a detected outhsrrio effect on the virtual camera motion. This influence
function is given by:

uw(C? —u?)? if jul <C
P(u) = (18)
0 ,else
where the proportionality factor for Tukey’s functionis= 4.6851 and represents 95% efficiency in the case of

Gaussian noise.
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Figure 1: ESA's three-armed Eurobot (a) artist view (b) datavalking on the ISS (image courtesy of ESA).
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Figure 2: Distance of a point to a line
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b
Figure 3: Articulated Portable Foot Restraint (APFR) usethe International Space Station by ESA astronauts:
(a-b) real view of the object, (c) CAD model used for track{imgage (a) courtesy of ESA)
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Figure 4: First configuration: monocular system. Snapséxdimcted from experimental resultgéen forward

projected CAD model after pose calculatibiye user defined desired position)
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Second configuration: small base-line stereoscopic system

Figure 5: Second configuration: small base-line stereds®ystem. Snapshots extracted from experimental
results green forward projected CAD model after pose calculatiblue user defined desired position). Each

row shows images acquired by the two cameras.
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Figure 6: Third configuration: wide base-line stereoscepstem. Snapshots extracted from experimental results
(green forward projected CAD model after pose calculatibiye user defined desired position). Each row

shows images acquired by the two cameras.
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Figure 7: First experiment results: 3D visual servoing gsobust model-based tracking for a monocular system

setup
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Figure 8: Second experiment results: 3D visual servoinggusibust model-based tracking for a small base-line

system setup
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Figure 9: Third experiment results: 3D visual servoing ggiobust model-based tracking for a wide base-line

system setup
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Figure 10: Tracking the handrail. As can be noted the seqiatures large occlusions, important lighting vari-
ation, modification of the position of the lights,.gréen forward projected CAD model after pose calculation,

blue user defined desired position)
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Figure 11: Eurobot prototype at ESA/ESTEC with the ESA Cdlusl:1 mockup.
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Figure 12: External view of a visual servoing experiment onhandrail at ESA/ESTEC using the Eurobot
prototype. The APFR used in the other experiment is alsclatdito the mockup behind the robot. First image
shows the robot at its initial position. In the second imdgerbbot is parallel to the handrail. In the last image

the robot is in grasping position.
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Figure 13: Eurobot wet model built by Thales Alenia Spacednirio (TAS-1) (a) Eurobot in a pool (image
courtesy of ESA) (b) Eurobot in the configuration used forW&ANCO experiments
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Figure 14: External view of a visual servoing experiment nrhandrail at Thales Alenia Space on the Eurobot
wet model. On the back is the the ESA Jules Verne module. ifieje shows the robot at its initial position. In

the second image the robot is in grasping position. On thengkw is a the view of the camera
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