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Abstract: The purpose of this paper is to describe a new algorithm for the pure
eulerian interface capturing method FVCF-NIP. In this method, the interface is
sharp and piecewise linear. In a cell containing two materials, termed as mixed
cell, each one is pure at both sides of the interface and no diffusion is allowed
through it. A conservative scheme is written on each material volume using
the condensate formalism which allows in particular sliding of materials on each
others. However, material volumes in mixed cells can be tiny and therefore the
condition on the time step can be too much restrictive. The conservative scheme
is then written with a time step only calculated considering pure cells. In mixed
cells, a control procedure is built to ensure a stable evolution in small materials
volumes. This new algorithm enhances the robustness of the method and allows
to simulate a wider range of flow regimes.
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FVCF-NIP method for multi-material
compressible fluid flows:

some improvements in the computation of
condensates evolution.

Résumé : Dans ce rapport, nous présentons des améliorations dans la méthode
de reconstruction d’interfaces purement Eulérienne FVCF-NIP par Braeunig et
al [1] [2]. L’interface est précisemment localisée et représentée par une courbe
linéaire par morceaux. Dans une maille contenant deux matériaux, dite alors
mixte, chacun est pur de part et d’autre de l’interface car aucune diffusion n’est
possible à travers elle. Un schéma conservatif est écrit pour chaque volume en
utilisant le formalisme des "condensats", qui permet en particulier le glissement
des matériaux les uns par rapport aux autres. Cependant, les volumes partiels
dans les mailles mixtes peuvent être extrêmement petits et donc mener à des
pas de temps bien trop restrictifs. Le schéma conservatif est donc plutôt écrit
en utilisant un pas de temps calculé uniquement avec les mailles pures. Dans
les mailles mixtes, une procédure de contrôle est construite pour assurer une
évolution stable des petits volumes partiels où la contrainte sur le pas de temps
n’est pas satisfaite.

Mots-clés : simulation numérique, écoulements multi-matériaux, hydrody-
namique compressible, equations d’Euler, capture d’interface
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1 Introduction
The numerical simulation of fluid material interfaces encompasses a wide range
of numerical methods, depending on the various physical situations, in particular
the relevant space and time scales involved. In the case where the diffusion scale
between materials can be neglected with respect to macroscopic hydrodynamic
structures, then interface evolution may be represented with a sharp interface
as introduced for instance by Noh-Woodward [9] or Youngs [13] for compresible
flows. The physical assumptions of this work are the following: the multi-
material fluid flow is assumed to be compressible, laminar, subject to large
and transient deformations. The fluid model addressed here is the compressible
Euler equations, in a flow regime such that molecular viscosity within materials
is neglected: materials are considered as immiscible and separated by sharp
interfaces, with perfect sliding of materials on each others. Each material is
characterized by its own equation of state.

Multi-material fluid flows computation may be treated with many different
numerical strategies. Lagrangian methods are very natural to capture inter-
face motion and contact between materials. The Lagrangian evolution of nodes
at materials boundaries naturally defines the interface motion. However, La-
grangian schemes are limited in our context of flows with large deformations
by large mesh distortions, for instance in the case of vortical flows. Eulerian
methods can be designed with high space discretization orders and can deal with
flows with large deformations. The finite volume methods can be very accurate
for hydrodynamic shock waves, because of the similarity between numerical
treatment and Mechanics. The extension of Eulerian schemes to multi-material
fluid flows can be obtained by various techniques. One is to introduce the mass
fraction cα of material α and to let it evolve according to material velocity. The
drawback here is the interface numerical diffusion, which prevents sharp inter-
face capturing. However, very accurate methods exist that limit this diffusion,
see for instance Després and Lagoutière [4]. In another family of methods, called
Level Set Methods [11], a signed distance function φ is defined instead of mass
fractions, advected by the material velocity. The materials position is deter-
mined according to the sign of this distance function. Mixed cells are defined
by the set where the function φ vanishes. This method gives smooth curves of a
sharp interface between materials, dealing with complex or singular geometry.
Nevertheless the interface is sharp, the quantities are averaged in the mixed
cells to write the scheme fluxes. For both methods using mass fractions or level
set functions, a consequence of quantities diffusion through interfaces is that a
mixing model is necessary to define an EOS for the materials mixture, which
might be difficult in the context of real materials EOS. The quantities sharp-
ness and conservation at interfaces may be obtained using a subgrid interface
reconstruction. In mixed cells, the interface is approximated by straight lines
by most authors. A famous method using sharp interface reconstruction is the
Lagrange-Remap Finite Volume scheme, developed by Noh-Woodward [9] and
improved by D.L. Youngs [13] or methods in the same spirit for incompressible
flows by Zaleski et al [8], all belonging to the family of so called Volume of Fluid
(VOF) methods.
A novel finite volume method for compressible multi-material fluid flows called
FVCF-NIP has been designed by Braeunig, Desjardins, Ghidaglia [1] [2]. The
method uses a single-material finite volume scheme FVCF (Finite Volume with
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4 J.-P. Braeunig

Characteristic Fluxes, Ghidaglia et al [5]) in single-material regions of the do-
main. The interface capturing method in d > 1 dimensions of space called NIP
(Natural Interface Positioning) is obtained through a directional splitting on
orthogonal structured meshes. Each 1D step uses the so called "condensate"
formalism that has been introduced to compute interfaces evolution.

The compressible Euler equations in d dimensions of space writes in a con-
servative form as follows: ∂tρ+ div (ρu) = 0,

∂t(ρu) + div (ρu⊗ u) +∇p = 0,
∂t(ρE) + div ((ρE + p)u) = 0,

(1)

with space coordinates x ∈ Rd and t the time, where ρ denotes the density, the
velocity field vector u(x, t) ∈ Rd , e the specific internal energy, p the pressure,
and E = e + |u|2/2 the specific total energy. An equation of state of the form
EOS(ρ, e, p) = 0 is provided in order to close the system.
The system of conservation laws (1) can be written in a generic conservative
form: let V = (ρ, ρu, ρE)t be the unknown vector of conservative variables and
let the flux F be a matrix valued function defined as:

F : Rd+2 −→ Rd+2 × Rd
V 7−→ F (V ).

For all normal unit vector n ∈ Rd, F (V ) · n is given in terms of V by:

F (V ) · n = (ρ(u · n), ρu(u · n) + pn, (ρE + p)(u · n)). (2)

The compressible Euler equations (1) can then be rewritten as follows:

∂tV + div (F (V )) = 0. (3)

For instance, by introducing (ei)i=1,...,d the canonical orthonormal basis, this
system reads:

∂tV +
d∑
i=1

∂xiF
i(V ) = 0, where F i(V ) = F (V ) · ei.

The FVCF-NIP method computes the evolution of sharp interfaces between
materials, approximated by a piecewise-linear curve on the mesh, in such a way
no diffusion of materials mass fraction happens. Let us define pure and mixed
cells as follows: a cell C of volume V olC may contain nm materials. If nm = 1
then C is called a pure cell. If nm > 1 then C is called a mixed cell and materials
are separated with sharp interfaces. The interface is thus a piece of line in mixed
cells separating two materials and each of them is pure at both sides of it. Each
material k among these materials in cell C is filling a so called partial volume
V olkC included in V olC in such a way:

nm∑
k=1

V olkC = V olC .

A centered variable vector Vk = (ρk, ρkuk, ρkEk)t and an equation of state
EOSk(ρk, ek, pk) = 0 is associated with each material k of partial volume V olkC
in cell C.

INRIA



Some improvements in the computation of condensates evolution. 5

The main idea of the NIP method is to let interfaces evolve through a di-
rectional splitting scheme, without modifying the FVCF scheme in the bulk of
materials, see Ghidaglia et al [5]. This scheme is thus restricted to structured
orthogonal meshes. The NIP interface capturing method uses 2D/3D infor-
mations in partial volumes for each step of the directional splitting, in such a
way a sliding boundary condition between materials is settled at the interface.
This method preserves local conservation of mass, momentum and total energy
by writing a conservative scheme of these variables even on partial volumes in
mixed cells.
Let us consider the system (3) in 1D, which reads:

∂tv + ∂xf(v) = 0

with v = (ρ, ρu, ρE)t the variables vector and f(v) = (ρu, ρu2 + p, ρuE + pu)t

the flux vector of variables v. An explicit first order in time conservative scheme
for these equations is defined as follows:

vn+1
i − vni

∆t
+
fni,i+1 − fni−1,i

∆xi
= 0, (4)

where ∆t = tn+1 − tn is the time step, ∆xi the space step of cell i, vni variable
v value in cell i a time tn, fni,i+1 the flux of variable v from cell i to cell i+ 1 at
time tn.
The explicit FVCF finite volume scheme is submitted to a CFL like condition
to be stable of the form:

∆t ≤ min
i∈mesh

(
∆xi
|ui|+ ci

)
. (5)

with ci the speed of sound in cell i.
The FVCF-NIP method consists in writing, for each step of the directional split-
ting, explicit 1D conservation laws of the kind of equations (4) even on partial
volumes in mixed cells. This is made possible by the introduction of a data
structure we called "condensate" in previous papers [1] [2]. Condensates in-
clude small volume layers corresponding to the small partial volumes, that can
be as small as the volume fraction of a material can be in a mixed cell. Those
should be taken into account in the time step constraint (5) for the scheme to
be stable. However, this would drastically reduce the time step compare to a
single-phase time step and it is actually not acceptable for a numerical method.
The choice we made to cure this problem is to compute the time step only con-
sidering pure cells and excluding mixed cells. This lead inevitably to an unstable
scheme in small partial volumes in mixed cells where the time step condition
is not fulfilled. This paper is about an enhanced and more properly justified
pressure control algorithm, compare to the former one proposed in Braeunig
PhD thesis [1], to recover a stability of the scheme in these partial volumes.
This new algorithm has made possible a lot of computations that were hardly
performed because of a lack of robustness of the old one.

Section 2 of this paper is a short description of the FVCF-NIP method to
introduce the concept of "condensate" and the numerical scheme written to
compute its evolution in time. In section 3, we calculate constraints on the

RR n° 7121



6 J.-P. Braeunig

numerical scheme to control the pressure evolution in condensates. In section
4, we describe a correction algorithm of the condensate variables in such a way
eulerian quantities are conserved and pressure control constraints are satisfied.
The paper ends with examples of computations that are made feasible with this
pressure control algorithm.

2 Description of the FVCF-NIP Method

2.1 Single material FVCF finite volume scheme
The so called FVCF scheme, that stands for "Finite Volume with Characteristic
Fluxes", due to Ghidaglia et al [5] in 2001, is a finite volume scheme with cell
centered variables V . Even the velocity vector is cell centred as the Roe scheme
[10] for instance, instead of other schemes defining it on nodes [13] or on edges
[3]. In a single material cell, each variable of vector V is constant in space and
represents the cell average value of the solution.
We consider the system of partial differential equations:

∂tV + div (F (V )) = 0.

The system is integrated over a volume Ω, set with an outgoing normal unit
vector n on its boundary surface Γ.∫

Ω

(∂tV + div (F (V ))) dτ =
d

∆t

∫
Ω

V dτ +
∫

Γ

F · n ds.

The volume Ω is set, then the finite volume scheme can be written on a cell Ωi
bounded by Fi planar edges in this way:

|Ωi|
V n+1
i − V ni

∆t
+

Fi∑
f=1

|Af |φf = 0, with V ni =
1
|Ωi|

∫
Ωi

V ndτ

denoting the averaged value of the solution at time tn in Ωi, ∆t the time step,
Af the edge f area and

φf =
1
|Af |

∫
Γf

F · nf ds

the flux through edge f in the direction of its outward normal vector nf .
The robustness and accuracy of a finite volume scheme depends on the flux

approximation φf (V`, Vr) through the common edge Γf , between left and right
neighboring cells C` and Cr of variable vectors V` and Vr. This scheme has a
conservative form and the variables V evolution is conservative if and only if we
have: φf (V`, Vr) = −φf (Vr, V`).

The FVCF flux φf is expressed in function of cell centred physical fluxes F ,
instead of cell centred variables V in Roe [10] or Van Leer [12] schemes. The
one and only hypothesis to use this scheme is that the system is hyperbolic, i.e.
the jacobian matrix J(V, n) can be diagonalized with real eigenvalues, where
J(V, n) is defined as a function of the direction n ∈ Sd:

J(V, n) =
∂(F (V ) · n)

∂V
. (6)

INRIA
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Let us define averaged values VΓ on face Γ between neighbouring cells C` and
Cr of variables vectors V` and Vr and of volumes V ol` and V olr. One may take
a 1D linear interpolation which leads to:

VΓ =
V olrV` + V ol`Vr
V olr + V ol`

.

The jacobian matrix can be diagonalized in Rd with variable vector VΓ accord-
ing to the hyperbolicity hypothesis, thus eigenvalues λk(VΓ, n), left and right
eigenvectors `k(VΓ, n) and rk(VΓ, n) can be calculated:

tJ(VΓ, n) · `k(VΓ, n) = λk(VΓ, n) `k(VΓ, n),
J(VΓ, n) · rk(VΓ, n) = λk(VΓ, n) rk(VΓ, n),
diag(λ(VΓ, n)) = L(VΓ, n) J(VΓ, n) R(VΓ, n).

(7)

Therefore the FVCF flux through face Γ of normal unit vector n` r from cell C`
to Cr is written in the following form as a function of cell centred fluxes :

φ(Γ, n` r) =
(
F (V`) + F (Vr)

2
− sign(J(VΓ, n` r))

F (Vr)− F (V`)
2

)
· n` r, (8)

where the sign matrix is given by

sign(J(VΓ, n` r)) = R(VΓ, n) diag(sign(λ(VΓ, n))) L(VΓ, n).

The time step ∆t is given by the scheme stability CFL like condition (Courant-
Friedrichs-Levy):

∆t ≤ min
i

 V oli
Ai max

k
|(λi)k|

 (9)

with Ai = max
Γj∈V oli

(|Γj |) the largest face area of cell i. It defines a local space

step ∆xi = V oli/Ai.

2.2 Directional splitting
The interface capturing method NIP uses a directional splitting on cartesian
structured mesh. The method is thus detailed for only one generic direction
denoted by x. In d dimensions of space, the algorithm described in direction x
has to be replicated d times, one for each direction. However, this directional
splitting does not modify at all the underlying single fluid scheme FVCF for
pure cells. In 2D :

- variables and interface positions at tnx are calculated from those at tn by
the x direction step,

- variables and interfaces positions at tn+1 are calculated from those at tnx
by the y direction step.

V oli
V nxi − V ni

∆t
+Ax(φn` + φnr ) = 0,

V oli
V n+1
i − V nxi

∆t
+Ay(φnd + φnu) = 0,

(10)

RR n° 7121



8 J.-P. Braeunig

with time step ∆t, the cell volume V oli, the cell faces areas Ax and Ay respec-
tively normal to x and y directions, up, down, right and left direction fluxes φnu,
φnd , φ

n
r , φn` calculated with respect of the outgoing normal direction ndir of cell

face Γdir in direction dir = u, d, r, ` using variables at time tn, i.e.

φndir =
1

Adir

∫
Γdir

(F (V n) · ndir)dS.

Of course, results obtained for V n+1 by using two steps (10) and by adding fluxes
in all directions in one step are strictly identical, when fluxes are calculated using
variables at time tn.

2.3 Definition of a condensate

The multi-material treatment in 2D/3D with interface reconstruction on a fixed
mesh requires to take into account three main constraints:

- to write conservation laws in a robust way without any restriction on the
time step from mixed cells,

- to allow interface motion from one cell to another,

- to allow two or more neighboring mixed cells.

Figure 1: Extraction of neighboring mixed cells from the grid to become a
condensate during x direction step.

The numerical strategy developed here consists in condensating neighboring
mixed cells in one direction of the cartesian mesh, see Figure 1. The algorithm
considers that interfaces between materials are 1D, namely the interfaces are
considered vertical in x direction step. They move independently from the fixed

INRIA



Some improvements in the computation of condensates evolution. 9

Figure 2: Treatment of neighboring mixed cells by using a condensate.

mesh, see Figure 2. A condensate then contains layers of materials that are
separated by vertical interfaces and the thickness of these layers is calculated
by volume conservation.

Definition: A condensate is a 1D data structure constituted of nc layers of dif-
ferent materials, separated by nc-1 Lagrangian interfaces. The boundaries of
the condensate are Eulerian edges, where a flux go through, see figure 2 third
line. Each layer is associated with layer centered variables and each interface is
associated with a 2D/3D normal unit vector.

The ordering of material layers is known by the 2D/3D description at the
previous time step. It is determined by volume fractions in neighboring cells,
see detailed description in Braeunig et al [1] [2]. Their evolution is calculated
in a Lagrangian point of view and the scheme is written as described in Section
2.5.1. Obviously, layers can be as thin as partial volumes are small. Once
quantities and interface positions inside the condensate are known at time tn+1,
they are remapped on the original fixed mesh, see Figure 2. It consists in a mesh
intersection between the condensate in its new state at time tn+1, which layers
can be seen as a lagrangian mesh, and the fixed mesh of the computation. This
remap will lead to new volume fractions in mixed cells, or even will change the
nature of some cells from pure to mixed (or the contrary) if the position of an
interface has moved from one cell to another during the condensate evolution.
It is the combination of the lagrangian motion of interfaces in the condensate
with the remap step that permits the free evolution of the numerical interface
through the fixed mesh.

2.4 Construction of a condensate

The mesh is scanned line by line in x direction step and a condensate is cre-
ated if a mixed cell is detected. The number of successive mixed cells is then

RR n° 7121



10 J.-P. Braeunig

determined, and they are associated with the previous and next pure cells of
these mixed cells. The evolution of this set of cells is calculated independently
of the mesh as a condensate. The condensate is constructed with the following
procedure:

- each volume in these mixed and pure cells becomes a layer of the con-
densate, separated by a vertical interface, in x direction step, which the
abscissa is determined by volume conservation. Materials ordering in each
direction is known in each mixed cell. If two successive layers are filled of
the same material, then these two are merged in one layer and variables
are averaged in a conservative way. Thus the condensate is constituted of
nc layers of different successive materials,

- variables such as volume, density, velocity, internal energy, pressure are
volume centred and known for each partial volume in mixed cells, thus
they are known for each layer of the condensate,

- border interfaces abscissas are known for each layer by construction,

- the interface normal vector is calculated in 2D/3D and is associated with
each 1D interface of the condensate. If an interface of the condensate is
created from a cell edge and not from an interface in a mixed cell, then
the associated 2D/3D normal vector is naturally taken as the cell edge
normal vector,

- the condensate description is completed by two outgoing fluxes, at left
and right boundaries. These fluxes are single fluid FVCF fluxes calculated
before the condensate generation. At this stage, information related to the
initial fixed mesh are no longer necessary to update condensate variables
values at next time step.

2.5 Numerical scheme in the condensate
In this section, the way we compute the evolution of Eulerian variables in a
condensate is described. The scheme is taking into account interface motion
and Eulerian fluxes at the condensate boundaries. Moreover, fluxes through
Lagrangian interfaces are written in such a way the perfect sliding condition
between materials is settled.

2.5.1 Evolution in a condensate

The evolution of condensate variables is 1D, but using 2D/3D information.
Three types of layers exist in the condensate:

- the first layer (k = 1) has an interface on the left side that does not move
and where a single fluid outgoing flux is imposed. The interface on the
right side is moving,

- internal layers (1 < k < nc) have moving interfaces on left and right sides,

- the last layer (k = nc) has an interface on the right side that does not
move and where a single fluid outgoing flux is imposed. The interface on
the left side is moving.

INRIA



Some improvements in the computation of condensates evolution. 11

Figure 3: Numbering of layers and fluxes in a condensate.

Let us describe the computation of condensate variables at time tnx from
those at time tn in x direction. Superscript n+ 1 denotes generically the result
at the end of each directional step:

- first layer k = 1:

V oln+1
1 V n+1

1 − V oln1V n1
∆t

+A
(
φ1+1/2 + φ`

)
= 0, (11)

- internal layers 1 < k < nc:

V oln+1
k V n+1

k − V olnkV nk
∆t

+A
(
φk+1/2 − φk−1/2

)
= 0, (12)

- last layer k = nc:

V oln+1
nc V n+1

nc − V olnncV nnc
∆t

+A
(
φr − φnc−1/2

)
= 0, (13)

where ∆t is the time step, A is the transversal section area of the condensate
in x direction which is constant since the mesh is orthogonal, V olnk denotes
the volume, V nk = (ρnk , ρ

n
k unk , ρ

n
k Enk )t the variable vector in layer k at time

tn. Fluxes φ` and φr are the prescribed outgoing finite volume FVCF fluxes
at the condensate boundaries, whose components stand generically in 2D for
φ(1...4) = (ρ(u ·n, ρu(u ·n) + pn, (ρE+ p)(u ·n))t with the condensate outgoing
normal unit vector n ∈ R2.
The flux through a Lagrangian interface from layer k to layer k + 1 is

φk+1/2 =
(
0, pk+1/2 ex, pk+1/2 uk+1/2,x

)t
,

with pk+1/2 the interface pressure and uk+1/2,x the 1D x direction interface
velocity, ex ∈ R2 the x axis unit vector, all in x direction step. This form of
flux is obtained for the condensate Lagrangian interfaces, see [1] [2] for details.
In next sections, detailed calculations are provided for each Eulerian variable
according to relations (11), (12) and (13).

Computation of layer masses Masses mn+1 at time tn+1 are known inde-
pendently of layers volumes. They only depend on mass fluxes at left and right
boundaries of the condensate: mn+1

1 = mn
1 −∆tA φ`(1),

mn+1
k = mn

k ,
mn+1
nc = mn

nc − ∆tAφr(1).
(14)

with φ(1) the outgoing FVCF mass flux at condensate boundaries, which cor-
responds to an approximation of φ(1) ≈ ρ(u · n).

RR n° 7121



12 J.-P. Braeunig

Computation of layer volumes Layer volume evolution in the condensate
is given by interface velocities: V oln+1

1 = V oln1 + ∆t A (u1+1/2,x),
V oln+1

k = V olnk + ∆t A (uk+1/2,x − uk−1/2,x),
V oln+1

nc = V olnnc + ∆t A (−unc−1/2,x).
(15)

Computation of layer velocities and total energies Let us introduce
some notations associated with each layer k:

θk =
mn
k

mn+1
k

and κk =
V olnk
∆tA

. (16)

Extracting equations for the velocity uk in x direction, for the velocity vk in y
direction and for the total energy Ek in equations (11), (12) and (13), we obtain:

un+1
1 = θ1

(
un1 −

p1+1/2,x + φ`(2)
ρn1κ1

)
un+1
k = unk −

pk+1/2,x − pk−1/2,x

ρnkκk

un+1
nc = θnc

(
unnc −

φr(2)− pnc−1/2,x

ρnncκnc

) (17)


vn+1

1 = θ1

(
vn1 −

φ`(3)
ρn1κ1

)
vn+1
k = vnk

vn+1
nc = θnc

(
vnnc −

φr(3)
ρnncκnc

) (18)



En+1
1 = θ1

(
En1 −

p1+1/2u1+1/2,x + φ`(4)
ρn1κ1

)
En+1
k = Enk −

pk+1/2uk+1/2,x − pk−1/2uk−1/2,x

ρnkκk

En+1
nc = θnc

(
Ennc −

φr(4)− pnc−1/2unc−1/2,x

ρnncκnc

)
.

(19)

2.5.2 Computation of interface pressure and velocity

Interface pressure and velocity in 2D/3D The scheme to compute inter-
faces pressure and velocity in condensates is equivalent to settle how to compute
the flux in finite volumes methods. It is therefore not a unique choice, but we
decided in Braeunig et al [1] [2] to impose a sliding boundary condition at the
interface. It came the following formula:

pi+1/2 =
αi+1p

n
i + αip

n
i+1

αi + αi+1
+
(
αiαi+1

uni − uni+1

αi + αi+1
· ni+1/2

)
ni+1/2,x

ui+1/2,x =
αiu

n
i,x + αi+1u

n
i+1,x

αi + αi+1
+
pni − pni+1

αi + αi+1
ni+1/2,x

(20)
with coefficients αi = ρni c

n
i , the density ρni and the speed of sound cni in layer

i at time tn. Subscript i and i + 1 denotes respectively left and right layers of
the considered condensate interface i + 1/2, ui is the velocity vector in layer i

INRIA
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and ui,x is its component in x direction, ni+1/2 is the normal unit vector at the
interface i+ 1/2 and ni+1/2,x is its component in x direction.
It is shown in [1] [2] that in 1D computations, formula (20) have good properties
of stability and lead to an entropic behaviour in condensates. They are similar
in 1D to the Godunov acoustic solver [7]. In 2D/3D computations, this formula
allows sliding of materials on each others at the interface, but it is shown in the
same references that when the CFL condition is not satisfied or when interfaces
have an arbitrary position, the stability of the computation is not granted.
Therefore, we will exhibit in section 3 stability conditions.

3 Control of pressure evolution
Pressure is a quantity which has to be particularly controled. Experimentally,
we observe that when pressure has monotonic variations, other quantities such as
density, velocity or internal energy are also monotonic. When using an equation
of state of the form p = P (ρ, e), with density ρ and specific internal energy e, no
evolution equation for p is available. Pressure evolution in time is then controled
through the evolution of ρ and e by using the function p = P (ρ, e) differential.

Let us introduce the Grüneisen coefficient Γ =
1
ρ

(
∂p

∂e

)
ρ

and the sound speed

c2 =
(
∂p

∂ρ

)
s

.

The differential of p as a function of ρ and e then reads:

dp

p
=
(
ρeΓ
p

)
de

e
+
(
ρc2

p
− Γ

)
dρ

ρ
. (21)

3.1 Discrete control of pressure evolution
At the discrete level, the only quantities that can be modified without loosing
conservation of Eulerian quantities are interfaces fluxes, which only depend on
pressure pi+1/2 and velocity ui+1/2. The purpose of this section is to find con-
straints on these variables that ensure a "reasonable" variation of pressure pi in
layer i during one time step. It is defined as follows:∣∣∣∣pn+1

i − pni
pni

∣∣∣∣ ≤ 2ε (22)

with ε = 0.1 for instance. This approach is very usual in compressible hydro-
dynamics computation, in particular to limit density’s evolution in such a way
that pressure evolution is controled. In other words, it may be interpreted as a
control of the compression rate from one time step to the next one.
For computational efficiency, the discrete control of pressure pi in layer i between
tn and tn+1 will be achieved using a time explicit approximation of expression
(21), omitting subscript i:

pn+1 − pn

pn
≈
(
ρnenΓn

pn

)
en+1 − en

en
+
(
ρn(cn)2

pn
− Γn

)
ρn+1 − ρn

ρn+1
. (23)

We have exhibited the dependency of each term of this equation to interfaces
pressure and velocity by using the scheme definitions (14), (15), (16), (17), (18),
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14 J.-P. Braeunig

(19). We have managed with those expressions to exhibit constraints on interface
pressures and velocities such that:∣∣∣∣pn+1 − pn

pn

∣∣∣∣ ≈ ∣∣∣∣(ρnenΓn

pn

)
en+1 − en

en
+
(
ρn(cn)2

pn
− Γn

)
ρn+1 − ρn

ρn+1

∣∣∣∣ ≤ 2ε.

(24)
These constraints involves averages and differences of interface pressures and

velocities, see the Annex section for calculation details:

∣∣∣∣∆(u)i
κi

∣∣∣∣ ≤ ε(
ρni (cni )2

pni
+ Γni ε

)
∣∣∣∣∆(p)i
ρni κ

n
i

∣∣∣∣ ≤√ 2pni ε
ρni Γni

|ui − uni | ≤
√

2pni ε
ρni Γni

|pi − pni | ≤ εpni

(25)

with ui = (ui+1/2 +ui−1/2)/2, ∆(u)i = ui+1/2−ui−1/2, pi = (pi+1/2 +pi−1/2)/2,
∆(p)i = pi+1/2 − pi−1/2 and κi = V olni /∆tA with the layer i volume V olni at
time tn, the time step ∆t, the cells transversal section area A.

Remark 1. First two relations on ∆(u)i and ∆(p)i prevent the scheme to
impose strong gradients on a small layer. Last two relations impose that the
average of interfaces values ui = ((u)i+1/2) + (u)i−1/2)/2, respectively pi, is
close enough from layer value uni , respectively pni . The values of velocities and
pressures defined on interfaces i+ 1/2 should not vary too much from those on
layers i. It behaves like a monotonicity constraint on velocities and pressure
profiles.

3.2 Control of density evolution
For any layer of the condensate, including first and last layers, density evolution
can be expressed as follows using (14) and (15):

ρn+1
i − ρni
ρn+1
i

=
θiV ol

n+1
i − V olni
V olni

= θi − 1 + θi
∆(u)i
κi

(26)

with
ρn+1
i = mn+1

i /V oln+1
i

V oln+1
i = V olni

(
1 +

∆(u)i
κi

)
θi = mn

i /m
n+1
i

mn+1
i = mn

i −∆tAφ(1)

(27)

withmn
i the mass of layer i at time tn, ∆(u)i = ui+1/2−ui−1/2 the neighbouring

interfaces velocity difference in layer i, κi = V olni /∆tA, φ(1) the mass flux
through the cell face of area A when dealing with first or last layer.
For internal layers, thus except first and last one, φ(1) = 0 then θi = 1 and the
control relation on density is directly given using (25):∣∣∣∣ρn+1

i − ρni
ρn+1
i

∣∣∣∣ =
∣∣∣∣∆(u)i
κi

∣∣∣∣ ≤ ε(
ρni (cni )2

pni
+ Γni ε

) .
(28)
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Some improvements in the computation of condensates evolution. 15

For first or last layer, one needs to take into account the mass flux at the
condensate boundary cell face. We choose to control the density in such a way
the maximum density evolution is controlled consistently with internal layers,
i.e. (28). Moreover, this choice is obviously preserving constant states when
ρn+1
i = ρni . Thus we have:∣∣∣∣ρn+1

i − ρni
ρn+1
i

∣∣∣∣ =
∣∣∣∣θi − 1 + θi

∆(u)i
κi

∣∣∣∣ ≤ ε(
ρni (cni )2

pni
+ Γni ε

) .
(29)

Therefore for all layers, using relation (26), one can enforce the density evolution
constraint equivalently with a volume evolution constraint using (27), which will
be used in the control algorithm in section 4:∣∣∣∣θiV oln+1

i − V olni
V olni

∣∣∣∣ =
∣∣∣∣ρn+1
i − ρni
ρn+1
i

∣∣∣∣ ≤ ε(
ρni (cni )2

pni
+ Γni ε

) .
(30)

3.3 Control of velocity evolution
For any layer of the condensate, including first and last layer, velocity evolution
can be expressed as follows by using (17):

un+1
i − uni = (θi − 1)uni − θi

∆(p)i
ρni κi

(31)

with
un+1
i = θi

(
uni −

∆(p)i
ρni κi

)
θi = mn

i /m
n+1
i

mn+1
i = mn

i −∆tAφ(1)

(32)

with mi the mass of layer i, ∆(p)i = pi+1/2−pi−1/2 the neighbouring interfaces
velocity difference in layer i, κi = V olni /∆tA, φ(1) the mass flux through the
cell face when dealing with first or last layer.
For internal layers, thus except first and last one, φ(1) = 0 then θi = 1 and the
control relation on velocity is directly given using (25):

∣∣un+1
i − uni

∣∣ =
∣∣∣∣∆(p)i
ρni κi

∣∣∣∣ ≤√ 2pni ε
ρni Γni

. (33)

For first or last layer, one needs to take into account the mass flux at the
condensate boundary cell face. We choose to control the velocity in such a way
the maximum velocity evolution is controlled consistently with internal layers,
i.e. (33). Moreover, this choice is obviously preserving constant states when
un+1
i = uni . Thus we have:

∣∣un+1
i − uni

∣∣ =
∣∣∣∣(θi − 1)uni − θi

∆(p)i
ρni κi

∣∣∣∣ ≤√ 2pni ε
ρni Γni

. (34)

This relation will be used in the control algorithm in section 4.
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16 J.-P. Braeunig

3.4 Control of interfaces pressure and velocity averages
The set of constraints (25) contains conditions on interfaces averages in a layer
i of pressures and velocities: |ui − uni | ≤

√
2pni ε
ρni Γni

|pi − pni | ≤ εpni
(35)

with ui = (ui+1/2 + ui−1/2)/2, pi = (pi+1/2 + pi−1/2)/2.
For sake of simplifying the algorithm, these conditions will be satisfied on

dual values in space, i.e. on the average of layers values at interface i + 1/2
instead of on average at layer i (35):

∣∣ũi+1/2 − ui+1/2

∣∣ ≤ min

(√
2pni ε
ρni Γni

,

√
2pni+1ε

ρni+1Γni+1

)
∣∣p̃i+1/2 − pi+1/2

∣∣ ≤ ε min
(
pni , p

n
i+1

) (36)

with interface averages of layers values p̃i+1/2 = (pni + pni+1)/2 and ũi+1/2 =
(uni + uni+1)/2.

One can show that (35) and (36) are equivalent at order two in space on a
regular mesh. Let us consider the form of the interfaces velocity and pressure
given by equations (20):

pi+1/2 =
αi+1p

n
i + αip

n
i+1

αi + αi+1
+
(
αiαi+1

uni − uni+1

αi + αi+1
· ni+1/2

)
n
i+1/2
x

ui+1/2 =
αiu

n
i,x + αi+1u

n
i+1,x

αi + αi+1
+
pni − pni+1

αi + αi+1
n
i+1/2
x .

One can see that each of these equations are a sum of two terms of the form:

pi+1/2 =< p >i+1/2 +σpi+1/2

ui+1/2 =< u >i+1/2 +σui+1/2

with < p >i+1/2 an average of pni and pni+1 and with < u >i+1/2 an average
of uni,x and uni+1,x and σpi+1/2 and σui+1/2 decentrating terms. We then decide
to approximate the averages p̃i+1/2 and ũi+1/2 respectively by < p >i+1/2 and
< u >i+1/2 in (36) and thus finally we use the following control condition instead
of (35):

∣∣< u >i+1/2 −ui+1/2

∣∣ =
∣∣∣σpi+1/2

∣∣∣ ≤ min

(√
2pni ε
ρni Γni

,

√
2pni+1ε

ρni+1Γni+1

)
∣∣< p >i+1/2 −pi+1/2

∣∣ =
∣∣∣σpi+1/2

∣∣∣ ≤ ε min
(
pni , p

n
i+1

)
.

(37)

This approximated way for achieving relations (35) is very convenient because
it just consists in a limitation of the decentrating terms σp,ui+1/2.
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Some improvements in the computation of condensates evolution. 17

4 Control algorithm
In this section, we give an algorithm that corrects computed condensate variable
values at time tn+1 in such a way constraint relations (30) and (34) are satisfied
for each layer:

∣∣un+1
i − uni

∣∣ =
∣∣∣∣(θi − 1)uni − θi

∆(p)i
ρni κi

∣∣∣∣ ≤√ 2pni ε
ρni Γni

. (38)

∣∣∣∣θiV oln+1
i − V olni
V olni

∣∣∣∣ =
∣∣∣∣θi − 1 + θi

∆(u)i
κi

∣∣∣∣ ≤ ε(
ρni (cni )2

pni
+ Γni ε

) .
(39)

with ∆(u)i = ui+1/2 − ui−1/2 and ∆(p)i = pi+1/2 − pi−1/2.
We want to correct values without loosing conservation of any variable. Thus

the algorithm will first correct values that are direct functions of quantities at
interfaces. With the algorithm section 4.2, layers volume are controlled and
are direct functions of interfaces velocity (39). With the algorithm section 4.3,
layers velocity are controlled and are direct functions of interfaces pressure (38).
With this new corrected values of layers volume V ol∗∗i and velocity u∗∗i , we have
the corrected values ∆(u)∗∗i and ∆(p)∗∗i . Thus we obtain by recurrence formula
the interfaces corrected values of velocity u∗∗i+1/2 and pressure p∗∗i+1/2:

u∗∗1+1/2 = (V ol∗∗1 − V oln1 )/∆t A and u∗∗k+1/2 = u∗∗k−1/2 + ∆(u)∗∗k ,

p∗∗1+1/2 = −ρn1κ1(u∗∗1 /θ1 − un1 )− φ`(2) and p∗∗k+1/2 = p∗∗k−1/2 + ∆(p)∗∗k ,

by using layers volume and velocity schemes (15) (17).
These values, that ensure that the pressure evolution is controlled, are used to
compute the corrected states ρ∗∗i , E∗∗i by the scheme equations (15) (19) that
ensure conservation of mass and total energy in each condensate layer.

4.1 Conservation of mass, volume and momentum
In all following paragraphs, ∆t = tn+1− tn is the time step, A is the transversal
area of the condensate, mn

i is the mass at time tn in layer i.
Moreover θi = mn

i /m
n+1
i and κi = V olni /∆t A.

Layer volume evolution in the condensate between time tn and tn+1 is given
according to interfaces velocities: V oln+1

1 = V oln1 + ∆t A (u1+1/2,x),
V oln+1

k = V olnk + ∆t A (uk+1/2,x − uk−1/2,x) for 1 < k < nc,
V oln+1

nc = V olnnc + ∆t A (−unc−1/2,x).
(40)

with uk+1/2,x the velocity of the interface between layers k and k+1 in direction
x phase of the directional splitting.
Thus we have conservation of the condensate volume:

nc∑
i=1

V oln+1
i =

nc∑
i=1

V olni . (41)
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18 J.-P. Braeunig

Layer mass evolution in the condensate between time tn and tn+1 is given ac-
cording to eulerian fluxes at boundaries: mn+1

1 = mn
1 −∆tAφ`(1),

mn+1
k = mn

k for 1 < k < nc,
mn+1
nc = mn

nc −∆tAφr(1).
(42)

with φ`(1) and φr(1) numerical mass fluxes at left and right boundaries standing
for an approximation of φ(1) ≈ ρ(u · n).
Thus we have a conservation relation on total mass evolution in the condensate:

nc∑
i=1

mn+1
i =

nc∑
i=1

mn
i −∆tA (φ`(1) + φr(1)) (43)

Layer momentum evolution in the condensate between time tn and tn+1 is given
according to all interfaces fluxes: mn+1

1 un+1
1 = mn

1u
n
1 −∆t A(p1+1/2,x + φ`(2)),

mn+1
k un+1

k = mn
ku

n
k −∆t A(pk+1/2,x − pk−1/2,x) for 1 < k < nc,

mn+1
nc un+1

nc = mn
ncu

n
nc −∆t A(φr(2)− pnc−1/2,x).

(44)
with φ`(2) and φr(2) x momentum numerical fluxes at left and right boundaries
standing for an approximation of φ(2) ≈ ρu (u · n) + p n.
Thus we have a conservation relation on the total momentum evolution in the
condensate:

nc∑
i=1

mn+1
i un+1

i =
nc∑
i=1

mn
i u

n
i −∆tA (φ`(2) + φr(2)) . (45)

Using (42), it comes:

nc∑
i=1

(mn+1
i un+1

i −mn
i u

n
i ) =

nc∑
i=1

(
mn+1
i (un+1

i − uni )− (mn+1
i −mn

i )uni
)

=
nc∑
i=1

mn+1
i (un+1

i − uni )

−(mn+1
1 −mn

1 )un1
−(mn+1

nc −mn
nc)u

n
nc.

(46)
Therefore, using (46) and (42) (44) it comes:

nc∑
i=1

mn+1
i (un+1

i − uni ) = −ϕ (47)

with
ϕ = ∆tA (φ`(2) + φr(2)− φ`(1)un1 − φr(1)unnc) . (48)

4.2 Control algorithm for volumes
In (30) we had obtained the following relation:∣∣∣∣θiV oln+1

i − V olni
θiV olni

∣∣∣∣ ≤ ε

θi

(
ρni (cni )2

pni
+ Γni ε

) . (49)
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Moreover:
nc∑
i=1

(
V oln+1

i − V olni
)

= 0. (50)

Let us set:
- V ol∗i = V oln+1

i when relation (49) is satisfied.
- V ol∗i the maximum or minimum value in such a way relation (49) is satisfied
if not.

The problem here is that these new values V ol∗i are not satisfying the volume
conservation relation (50).

Proposition 2. If we have the hypothesis:∣∣∣∣θiV ol∗i − V olniθiV olni

∣∣∣∣ ≤ ε

θi

(
ρni (cni )2

pni
+ Γni ε

) = εvol, (51)

∣∣∣∣θi − 1
θi

∣∣∣∣ =
∣∣∣∣mn+1

i −mn
i

mn
i

∣∣∣∣ ≤ ε

θi

(
ρni (cni )2

pni
+ Γni ε

) = εvol, (52)

and
0 ≤ Ki ≤ 1,

therefore the following algorithm provides values V ol∗∗i that satisfy constraint
(51) (with V ol∗∗i replacing V ol∗i ) as well as exact total volume conservation:

nc∑
i=1

V ol∗∗i =
nc∑
i=1

V olni . (53)

Algorithm: We need to find Ki and thus V ol∗∗i defined by the relation:

V ol∗∗i − V olni = Ki (V ol∗i − V olni ) , (54)

in such a way that:

nc∑
i=1

(V ol∗∗i − V olni ) =
nc∑
i=1

Ki (V ol∗i − V olni ) = 0. (55)

Let us set:
q∗i = V ol∗i − V olni (56)

and
nc∑
i=1

Kiq
∗
i =

nc∑
i=1,q∗i >0

K+q∗i +
nc∑

i=1,q∗i <0

K−q∗i

= K+S+ −K−S− = 0

(57)

with

Ki = K+ if q∗i > 0,

Ki = K− if q∗i < 0,
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S+ =
nc∑

i=1,q∗i >0

q∗i ≥ 0,

S− = −
nc∑

i=1,q∗i <0

q∗i ≥ 0.

We choose 0 ≤ K± ≤ 1 and the closest values of K± to 1 to change the less
possible the values V ol∗∗i compare to V ol∗i , see equation (54).
It then comes:

if
S+

S−
< 1 then K+ = 1 and K− =

S+

S−
,

if
S−

S+
< 1 then K− = 1 and K+ =

S−

S+
,

if S± = 0 then K± = 1 and K∓ = 0.

Proof. Conservation relation (53) is satisfied by definition of V ol∗∗i .
By definition (54) of Ki we have:

(V ol∗∗i − V olni ) = Ki (V ol∗i − V olni ) (58)

It then comes:

θiV ol
∗∗
i − V olni = Ki(θiV ol∗i − V olni ) + (1−Ki)(θi − 1)V olni (59)

Therefore we obtain∣∣∣∣θiV ol∗∗i − V olniθiV olni

∣∣∣∣ ≤ Ki

∣∣∣∣θiV ol∗i − V olniθiV olni

∣∣∣∣+ (1−Ki)
∣∣∣∣θi − 1

θi

∣∣∣∣ ≤ εvol (60)

because of relations (51) and (52) and 0 ≤ Ki ≤ 1.

4.3 Control algorithm for velocities
In (34) we had obtained following relations:

∣∣un+1
i − uni

∣∣ ≤√ 2εpni
ρni Γni

= εu. (61)

Moreover:
nc∑
i=1

mn+1
i (un+1

i − uni ) = −ϕ (62)

with
ϕ = ∆tA (φ`(2) + φr(2)− φ`(1)un1 − φr(1)unnc) (63)

with φ`(1) and φr(1) numerical mass fluxes at left and right boundaries stand-
ing for an approximation of φ(1) = ρ(u · n) and φ`(2) and φr(2) numerical x
momentum fluxes at left and right boundaries standing for an approximation of
φ(2) = ρu (u · n) + p n.

Remark 3. Since φ are numerical fluxes, ϕ stands for an approximation of
ϕ ≈ ∆t A (pr − p`), the pressure gradient between the condensate boundaries.
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Let us set:
- u∗i = un+1

i when relation (61) is satisfied.
- u∗i the maximum or minimum value in such a way relation (61) is satisfied if
not.

The problem here is that these new values u∗i are not satisfying the momen-
tum conservation relation (62).

Proposition 4. If we have the hypothesis

|u∗i − uni | ≤ εu, (64)

∣∣∣∣ ϕmC

∣∣∣∣ ≤ εu, (65)

therefore the following algorithm provides values u∗∗i still satisfying constraint
(64) (with u∗∗i replacing u∗i ) as well as exact total momentum conservation (62).

Algorithm Relation (62) is equivalent to

nc∑
i=1

mn+1
i

(
un+1
i − uni +

ϕ

mC

)
= 0 (66)

with

mC =
nc∑
i=1

mn+1
i

We need to find Ki, thus u∗∗i in such a way that(
u∗∗i − uni +

ϕ

mC

)
= Ki

(
u∗i − uni +

ϕ

mC

)
(67)

and
nc∑
i=1

mn+1
i

(
u∗∗i − uni +

ϕ

mC

)
=

nc∑
i=1

Kim
n+1
i

(
u∗i − uni +

ϕ

mC

)
= 0. (68)

Let us set:
q∗i = mn+1

i

(
u∗i − uni +

ϕ

mC

)
, (69)

then equation (68) becomes:

nc∑
i=1

Kiq
∗
i =

nc∑
i=1,q∗i >0

K+q∗i +
nc∑

i=1,q∗i <0

K−q∗i

= K+S+ −K−S− = 0

(70)

with

Ki = K+ if q∗i > 0,

Ki = K− if q∗i < 0,
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S+ =
nc∑

i=1,q∗i >0

q∗i ≥ 0,

S− = −
nc∑

i=1,q∗i <0

q∗i ≥ 0.

We choose 0 ≤ K± ≤ 1 and the closest values of K± to 1 to change the less
possible the values u∗i compare to u∗∗i , see equation (68).
It then comes:

if
S+

S−
< 1 then K+ = 1 and K− =

S+

S−
,

if
S−

S+
< 1 then K− = 1 and K+ =

S−

S+
,

if S± = 0 then K± = 1 and K∓ = 0.

Proof. Conservation relation (62) is satisfied by definition of u∗∗i .
By definition of Ki we have:(

u∗∗i − uni +
ϕ

mC

)
= Ki

(
u∗i − uni +

ϕ

mC

)
(71)

which is equivalent to:

u∗∗i − uni = Ki (u∗i − uni ) + (1−Ki)
−ϕ
mC

. (72)

Thus we obtain:

|u∗∗i − uni | ≤ Ki |u∗i − uni |+ (1−Ki)
∣∣∣∣ ϕmC

∣∣∣∣ ≤ εu. (73)

Remark 5. We have to take care of the constraint∣∣∣∣ ϕmC

∣∣∣∣ ≤ εu.
The value εu should be adapted to satisfy this constraint if it is not the case.

5 Numerical test results
In this section, three benchmark tests will be presented that were hardly pos-
sible to compute with the former control procedure method described in [1]
because of robustness problems which did make crash the computations. With
the new control algorithm described in this present paper, they have been easy
to perform. They are of three quite different flow regimes. First is the rise of a
gas bubble in a liquid by gravity, thus at low Mach Number (Mach ≈ 5 10−3).
Second is the simulation of the growth of a Rayleigh-Taylor instability between
two gases, which leads to an interface of complex shape. Third is the simu-
lation of the growth of a Richtmyer-Meshkov instability, which consists in the
interaction of a shock wave, here at Mach = 2.5, with an interface between two
different fluids.
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5.1 Gas bubble in a liquid
The geometry is initially a square gas bubble inside the liquid in a tank of
dimensions 1 m×1 m. There is also gas above the liquid in the tank. The bubble
will rise in the liquid because of the vertical gravity field g = −9, 81 m/s2, until
reaching the surface. The mesh grid is made of 100 × 100 cells. Boundary
conditions are all of type wall. The initial state is the reference state defined
for both fluids as follows:

• a perfect gas EOS P = (γ − 1)ρe is given for the gas which is assumed to
have a γ = 1.16 constant and a density ρ0 = 4 kg/m3 at reference pressure
P0 = 101325 Pa, which leads to a speed of sound of c0 = (γP0/ρ0)1/2 ≈
171 m/s.

• a stiffened gas EOS P = (N − 1)ρe − Π is given for the liquid which is
assumed to have N = 7 and Π = 159290725 Pa constants and a density
ρ0 = 1000 kg/m3 at reference pressure P0 = 101325 Pa, which leads to a
speed of sound of c0 = ((γP0 + Π)/ρ0)1/2 ≈ 400 m/s.

Results are displayed figure 4.

5.2 Rayleigh-Taylor instability
The domain geometry is a tube of dimensions 1 m × 6 m. The heavy fluid is
above the light fluid and the interface between them is oblic with a slope of 1/2
positioned at the middle height of the tube. The mesh grid is made of 50× 300
cells. Boundary conditions are all of type wall.
Both heavy and light fluids have the same virtual stiffened gas EOS:

• a stiffened gas EOS P = (N − 1)ρe−Π which is assumed to have N = 1.5
and Π = −20000 Pa constants.

Initial states of the fluids are defined as follows:

• the heavy fluid has a density ρH = 6000 kg/m3, which leads to a speed
of sound of cH0 = ((γP0 + Π)/ρH)1/2 ≈ 4, 65 m/s at reference pressure
P0 = 100000 Pa.

• the light fluid has a density ρL = 5000 kg/m3, which leads to a speed
of sound of cL0 = ((γP0 + Π)/ρL)1/2 ≈ 5, 1 m/s at reference pressure
P0 = 100000 Pa.

• the pressure follows an approximated hydrostatic profile P = P0+1/2 (ρH+
ρL) |g| (6−Y ) with the reference pressure P0 = 100000 Pa, Y ∈ [0, 6] the
vertical space coordinate and the vertical gravity field g = −9, 81 m/s2.

Results are displayed figure 5.

5.3 Richtmyer-Meshkov instability
The domain geometry is a tube of dimensions 0.1 m × 1 m. The tube is filled
up with two fluids, a liquid above the interface and a gas below. The interface
between the fluids is oblic with a slope of 1/2 positioned at vertical position
Y = 0.8 m in the tube. A shock wave at Mach = 2.5 is coming downward

RR n° 7121



24 J.-P. Braeunig

from the top of the tube and will interact with the oblic interface where the
Richtmyer-Meshkov instability will develop. The mesh grid is made of 50× 500
cells. Boundary conditions are for left and right boundaries of type wall (or
symmetry) and for up and down boundaries of type free in/out condition.
Fluids EOS are of two kinds:

• a perfect gas EOS P = (γ − 1)ρe is given for the gas which is assumed
to have a γ = 1.3 constant and a density ρG0 = 10 kg/m3 at ref-
erence pressure P0 = 100000 Pa, which leads to a speed of sound of
c0 = (γP0/ρ0)1/2 ≈ 114 m/s.

• a stiffened gas EOS P = (N − 1)ρe − Π is given for the liquid which
is assumed to have N = 3 and Π = 108 Pa constants and a density
ρL0 = 500 kg/m3 at reference pressure P0 = 100000 Pa, which leads to a
speed of sound of c0 = ((γP0 + Π)/ρL0)1/2 ≈ 450 m/s.

We define three domains in the tube: (1) between the tube bottom and the
interface is the gas at the reference state domain, (2) between the interface and
the shock wave is the liquid at the reference state domain and (3) between the
shock wave and the top of the tube is the liquid in the post-shock conditions
domain.
Initial states of the fluids are defined as follows:

1. the reference state for the gas is (ρ = 10 kg/m3, uX = 0 m/s, uY =
514.9772 m/s, P = 105 Pa).

2. the reference state for the liquid is (ρ = 500 kg/m3, uX = 0 m/s, uY =
514.9772 m/s, P = 105 Pa).

3. the post-shock state for the liquid is (ρ = 925.78 kg/m3, uX = 0m/s, uY =
0 m/s, P = 2884.125 105 Pa).

Post-shock conditions have been computed according to Rankine-Hugoniot jump
conditions.
Results are displayed figure 6.

6 Conclusion
In this paper we have recalled the main features of the FVCF-NIP method.
The data structure named condensate is designed to compute the evolution
of the interface through the fixed mesh preserving the conservation of mass,
momentum and total energy. It also permits the sliding of materials on each
others. However, the scheme written in condensates is unstable for small volume
fractions, because the time step stability condition is not satisfied in those ones.
Constraint relations have been designed to recover a stability condition based
on the variation of pressure which has to be small during one time step in
each material volume. An algorithm is proposed as a correction of fluxes in
the condensate, thus computed values, which leads to new values satisfying at
the same time pressure stability relations and conservation of all quantities.
This method has been used to simulate different fluid flows regimes, with large
density and acoustic impedance (ρc2) ratios, and with quite different Mach
numbers, from Mach ≈ 10−3 to Mach ≈ 2.5 for shock wave interaction with
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liquid and gas interfaces. The new control algorithm presented in this paper
has improved robustness of the method in all regimes, because variation of
pressure control algorithm is better settled. Indeed, it is proved that corrected
values are satisfying control relations in all layers of the condensate, instead of
the former algorithm [1] which does not.
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Annex
In this section, we will exhibit constraints on pressure and velocity at the con-
densate interfaces that imply the control of pressure in each layer i in the sense
of the following inequality:∣∣∣∣pn+1

i − pni
pni

∣∣∣∣ ≈ ∣∣∣∣(ρni eni Γni
pni

)
en+1
i − eni
eni

+
(
ρni (cni )2

pni
− Γni

)
ρn+1
i − ρni
ρn+1
i

∣∣∣∣ ≤ 2ε.

(74)
We consider the case of a layer i between two moving interfaces, i + 1/2

denotes the right one and i − 1/2 denotes the left one. We denote layer i
quantities at time tn by (.)ni and interface i + 1/2 quantities at time tn by
(.)i+1/2. Quantities at interfaces are fluxes quantities at time tn computed to
write the scheme and obtain quantities at time tn+1.
According to the scheme formulation (14), (15), (16), (17), (18), (19), we have:

ρn+1
i = mn+1

i /V oln+1
i

mn+1
i = mn

i

V oln+1
i = V olni

(
1 +

∆(u)i
κi

) (75)



un+1
i = uni −

∆(p)i
ρni κi

vn+1
i = vni

En+1
i = Eni −

∆(pu)i
ρni κi

en+1
i = En+1

i − 1
2
(
(un+1
i )2 + (vn+1

i )
)

(76)

with ∆(.)i = (.)i+1/2 − (.)i−1/2 the neighbouring interfaces velocity difference
in layer i, κi = V olni /∆tA with ∆t the time step and A the transversal section
area of the condensate.

Equation (74) can thus be rewritten using the explicit formula of ρn+1 and
en+1 given by the scheme:∣∣∣∣−(ρni (cni )2

pni
− Γni

)
∆(u)i
κi

+
ρni e

n
i Γni
pni

(
−∆(pu)i − uni ∆(p)i

ρni κ
n
i e
n
i

− 1
2eni

(
∆(p)i
ρni κ

n
i

)2
)∣∣∣∣∣ ≤ 2ε.

(77)

Using the averages pi = (pi+1/2 + pi−1/2)/2 and ui = (ui+1/2 + ui−1/2)/2, it
comes:∣∣∣∣−(ρni (cni )2

pni
− Γni

)
∆(u)i
κi

+
ρni Γni
pni

(
−pi∆(u)i

ρni κ
n
i

− (ui − uni )
(

∆(p)i
ρni κ

n
i

)
− 1

2

(
∆(p)i
ρni κ

n
i

)2
)∣∣∣∣∣ ≤ 2ε,

(78)

thus ∣∣∣∣(ρni (cni )2

pni
− Γni

(
1− pi

pni

))
∆(u)i
κi

+
ρni Γni
2pni

(
2(ui − uni )

(
∆(p)i
ρni κ

n
i

)
+
(

∆(p)i
ρni κ

n
i

)2
)∣∣∣∣∣ ≤ 2ε.

(79)
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Figure 4: Initial gas volume fraction (above) and at time t ≈ 3 s (below). The
result shows a good symmetry with respect to the central vertical axis. This
benchmark test was impossible to perform with the former algorithm described
in Braeunig’s Phd report [1].
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Figure 5: Initial light fluid volume fraction distribution (left) and at time
t ≈ 4 s (center), density profile at time t ≈ 4 s (right). The Rayleigh-Taylor
instability is developing and leads to a complex interface between fluids, with
small structures and bubbles.
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Figure 6: Initial density profile (left), liquid volume fraction distribution at time
t ≈ 1.2 10−3 s (center) and density profile at time t ≈ 1.2 10−3s (right). This
benchmark test is severe because it presents two highly different phases: the
shock wave interaction with the interface which strongly tests the condensate
scheme stability for compressible flows and the growth of the instability which
is almost an incompressible flow.
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Relation (79) can be interpreted as a polynomial function of variable:

X =
(

∆(p)i
ρni κ

n
i

)
,

which values should be bounded for any X. This inequality is invariant by any
translation as a change of variable Y = X + α. Using this variable change with
α = (ui − uni ) such that:

2(ui − uni )X +X2 = Y 2 − (ui − uni )2,

we obtain the following equivalent to (79) inequality:∣∣∣∣(ρni (cni )2

pni
− Γni

(
1− pi

pni

))
∆(u)i
κi

+
ρni Γni
2pni

((
∆(p)i
ρni κ

n
i

)2

− (ui − uni )2

)∣∣∣∣∣ ≤ 2ε.
(80)

No approximations has been made until now, relation (80) is just a refor-
mulation using explicit relations of quantities in (74). We have to find con-
straints on independent variables pi±1/2 and ui±1/2 through independent vari-
ables pi, ui,∆(p)i and ∆(u)i (with (.)i = ((.)i+1/2 + (.)i−1/2)/2 and ∆(.)i =
(.)i+1/2− (.)i−1/2) to satisfy relation (80). The choice is made to settle indepen-
dent and explicit constraints on each variable pi, ui,∆(p)i and ∆(u)i implying
the pressure constraint relation (80), even if losing the equivalence.
First approximation: relation (80) is he sum of two terms which will be sepa-
rated leading to two relations by using the inequality |a + b| ≤ |a| + |b| ≤ 2ε:∣∣∣∣(ρni (cni )2

pni
− Γni

(
1− pi

pni

))
∆(u)i
κi

∣∣∣∣ ≤ ε, (81)

∣∣∣∣∣ρni Γni
2pni

((
∆(p)i
ρni κ

n
i

)2

− (ui − uni )2

)∣∣∣∣∣ ≤ ε. (82)

First relation (81) will be satisfied with the following choice of constraint for pi:∣∣∣∣(1− pi
pni

)∣∣∣∣ ≤ ε, (83)

that yields to the following uncoupled constraint relation on ∆(u)i:∣∣∣∣(ρni (cni )2

pni
− Γni

(
1− pi

pni

))
∆(u)i
κi

∣∣∣∣
≤
∣∣∣∣(ρni (cni )2

pni
+ Γni ε

)∣∣∣∣ ∣∣∣∣∆(u)i
κi

∣∣∣∣ ≤ ε (84)

because ρni , (cni )2, pni and Γni are positive quantities.
Second relation (82) will be satisfied using the inequality:

|a2 − b2| ≤ max(a2, b2) ≤ ε.
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It then comes two uncoupled constraint relations on ui and ∆(p)i:∣∣∣∣∣
(

∆(p)i
ρni κ

n
i

)2
∣∣∣∣∣ ≤ 2pni ε

ρni Γni
, (85)

∣∣(ui − uni )2
∣∣ ≤ 2pni ε

ρni Γni
. (86)

Let us summarise the complete set of constraints we choose:

∣∣∣∣∆(u)i
κi

∣∣∣∣ ≤ ε(
ρni (cni )2

pni
+ Γni ε

)
∣∣∣∣∆(p)i
ρni κ

n
i

∣∣∣∣ ≤√ 2pni ε
ρni Γni

|ui − uni | ≤
√

2pni ε
ρni Γni

|pi − pni | ≤ εpni

(87)

with (.)i = ((.)i+1/2)+(.)i−1/2)/2, ∆(.)i = (.)i+1/2)−(.)i−1/2 and κi = V olni /∆tA.

Remark 6. First two relations on ∆(u)i and ∆(p)i prevent the scheme to
impose strong gradients on a small layer. Last two relations impose that the
average of interfaces values ui = ((u)i+1/2) + (u)i−1/2)/2, respectively pi, is
close enough from layer value uni , respectively pni . It behaves like a monotonicity
constraint on velocity and pressure profiles on both layer and interface centred
values .
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