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A A4MM synchronization model and event-B specification

Abstract: Agent and Artefact for Multiple Models coordination (AA4MM)|I|1S a framework developed
by Julien Siebert during its PhD. It is is intended to make the design and the implementation of
complex systems simulation modular and decentralized. The main goal is to reuse existing models and
simulators and to make them interact in order to simulate different levels of abstraction. The main
constraint is that people involved into the design process do not have to care about anything else
but modelling. Coordination challenges remain to the framework. This report presents the event-B
specification of the synchronization model proposed in [SCCI0]. Its goal is to check that the system
is never blocked (no deadlock): no simulator is waiting for another indefinitely.

Key-words: Models interactions, coevolution, formal specifiaction, event-b, synchronization

T http://www.loria.fr/~siebertj/aadmm/aa4mm.html



AAJMM synchronization model and specification 3

1 Introduction

This document describes and corresponds to the proof of properties of the AA4MM coordination
model. It is not intended to argue this model. For these aspects see [SCC10].

1.1 Brief description of AA4MM

The Agent and Artefact for Multiple Models and simulators co-evolution (AA4MM) framework is
a meta-model based upon the Agent and Artefact paradigm [RVOO07]. It has been developed in order
to couple heterogeneous models and simulators. Its implementation purpose is to build a society of
interacting and co-evolving (existing) models and simulators. Since this society is composed by already
existing modeling and simulation tools, some constraints and issues appear [SCC10]. The purpose of
this report is not to present all of them. However, for the sake of understanding, some of the issues
are presented hereafter.

1.2 Issues

1. Data coherence between models Scales or dimensions in which a piece of data is represented
could be different from a model to another. For example, a position pos; = < z,y,z > (with
z, y and z expressed in meters) in a first model can be represented only in two dimensions in a
second one : posy = < ',y > (with 2’ and 3’ expressed in kilometers). A solution proposed
in [BRCOQ7] is to define operations (projection, discretisation, reduction) in order to achieve this
coherence.

2. Data compatibility between simulators Each simulator could implement a single piece of
data in its own way (integer, float...) or some simulators may not implement all aspects of a given
model. These challenges are discussed in [RAFT04]. A solution is to add an entity (a program)
between the simulators. Its role is to translate the data in order to respect the compatibility
between simulation tools.

3. Time coherence between models Each model could have its own time representation. We
need to assure, for example, that a time value t; € RT in a first model correspond to a time
value to € N in a second one. A possible solution is to express an operation that makes the
correspondence between both time values.

4. Coordination Each simulator process its own time execution (discrete events, time steps). We
must beware of coordination between them. That is, if a simulator needs some data from another
one, they must be synchronized in order to respect simulation time consistency.

We choose to use Agent and Artefacts paradigm in order to deal with coherence and compatibility
issues (as in [BRCOT]). The coordination process can either be done by a central scheduler or by a
decentralized protocol. The originality of our model is its decentralized coordination. This raises the
question to ensure the synchronization and to respect the causality constraint.

2 Coordination of multiple simulators

The goal of time management in distributed simulation is to ensure that local causality constraint is
respected [FujO1]. The next sections present the causality issues and the solution adopted by AA4MM
approach.

2.1 Introduction

Let S C N be the finite set representing the indices of simulators. Let s; (i € S) be the simulator
in charge of the model m; (we assume that one simulator s; is in charge of only one model m;). Let
m; have X; input ports and Y; output ports.
2.2 Model execution process

Let d; be the data produced by an execution of m;. When a model m; is executed, the simulator
s; reads input data d; form other simulators (j € S) and sets them into the input ports X;. Then

RR n° 7081
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Input ports X; MOdel Output ports Y;

— *—>
m;

F1a. 1: Model representation, as defined in [ZPKO0]

s; executes the model m;, increases its local simulation time from (current) ¢; to (next) t; + At; and
finally proposes output data d; to other simulators (d; come from the output ports Y;).

Remark 2.2.1 Note that At; is not fized and depends on the execution policy (discrete events or
step-by-step).

The data d; produced by the execution of m; at simulation time ¢; are timestamped with a time
value t;. A timestamped data is denoted dfl However, since this notation is quite heavy, in this
document, it is sometimes simplified in d; for the sake of clarity.

2.3 Coordination issues

The goal of time management in distributed simulation is to ensure that all the models are executed
in the correct order and that the causality constraint is respected [Fuj01]. It means that, if a simulator
s; depends on output data d; produced by s;, s; cannot execute its model m; until s; has produced
valid data (see definition [2.3.1).

Definition 2.3.1 Data are said to be valid (in the point of view of s; at simulation time t;) on two
conditions. On the one hand, d;j are produced by s; at a simulation time t; < t;. On the other hand,

next
the next data d;j produced by s; are produced at a simulation time value t7°"* = (t; + At;) > t;.

When all the input data for the model m; are valid in the sense of s;, the model execution is said to
be safe and its execution will not provoke causality constraint violation (see definition [2.3.2] citation

and figure .

Definition 2.3.2 For a simulator s; (i € S), a model execution associated with the current simulation
time t; is said to be safe to process if all the input data d; (j € S) received after this event execution
are timestamped with a time value > t;.

Citation 2.3.1 [...] if a process contains an unprocessed event Eqy with a time stamp Tio (and no
other with smaller time stampﬂ and that process can determine that it is impossible for it to later
receive another event with time stamp smaller than Tig, then Eig is said to be safe because one
can guarantee that processing the event will not later result in violation of local causality constraint.
(Section 3.1 in [FujO1])

Tt means s; is going to executes m; at simulation time t; = 10

RR n° 7081
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Current simulation time
for s;: t; = 7.

8§ 9 10 11 12 13 14

U t;

-+

-+

0 1 2.7 5.8 8 9 115 14 b
9.6 12

(a) At start : s; at simulation time ¢; = 7.

Current simulation time
for s;: t; =17.

9 10 11 12 13 14

Data dj-’
where t; > 7

(b) Data that do not fulfil the first condition to be valid ¢; < t; (see definition [2.3.T).

FiG. 2: Valid data example. Simulator s; (upper time line) is waiting for valid data d;j produced by
the simulator s; (lower time line)
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Current simulation time
for s;: t; =17.

9 10 11 12 13 14

+

Data d_f,}'-’
where t; <7

(c) Data that fulfil the first condition to be valid ¢; < t; (see definition [2.3.1)).

Current simulation time
for s;: t; = 7.

0 1 2 3 9 10 11 12 13 14
— ——
o 2 8 8 9 115 14 1t
9.6 12
Data d{/"/

not valid
ata that fu the first condition to be valid (¢; < t;) but not the second t” = (t; + At;) > t; (see defin
d)D hat fulfil the fi diti b lid )b h d ;‘e“ i+ At;) > defi

Current simulation time
for s;: t; =1T7.

8 9 10 11 12 13 14

+

Valid data:
Jj

(e) Data d;"s is valid in the sense of s; for the simulation time ¢; = 7.

F1a. 2: Valid data example. Simulator s; (upper time line) is waiting for valid data d;j produced by
the simulator s; (lower time line)
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2.4 Validity time interval

In the previous example (figure , the problem for the simulator s; at simulation time ¢; = 7, is
to know that data d?.s is valid. In other sense, that no data are going to be produced between local
simulation time values t; = 5.8 and t; = 7. This useful information is only known by the simulator s;
as it executes its model m;.

The principle of our coordination model is to assign a validity interval (denoted by I';, Vj € .S)
to the exchanged data d;. This interval is proposed by the simulator s; that produces the data d;
to be exchanged. Consequently, when a simulator s; needs to read input data d; (j € S), it just has
to check I'; to know if d; is valid. Since s; knows that whether the input data it needs are valid or
not, s; can wait for valid data or process the model execution (if all input data d; are valid). A direct
consequence is that the simulators stay synchronized (see section and respect causality constraint.
The coordination model is said to be correct (see citation [2.4.1)).

Citation 2.4.1 From the standpoint of synchronization, "correctness” only goes so far as to say that
the parallel execution will produce identical results as a sequential execution of the same program. Also
it should be pointed out that the adherence of this constraint is sufficient, but not always necessary, to
guarranty that no causality errors occurs. (Section 3.1 in [FujO1])

2.4.1 Definition

The validity interval comes from the valid data definition (definition [2.3.1). It is defined, for every
simulator s; that executes a model m; and increments its local simulation time ¢; by a finite quantity
of simulation time A; > 0, by the equation [I] :

Vie S, T; :]ti;ti + Al] (1)

The validity interval I'; means that, when a piece of data is produced at simulation time t;, then
this piece of data is valid until the next time the model will be executed (i.e. at simulation time
t; + A;). In other words, the data df is not modified for the simulation time interval T'; =]t;;¢; + A;].

2.5 Simulation algorithm

The following algorithm (see algorithm [1)) represents one model execution step for s;. One model
execution step depends on the execution policy implemented by the simulator. That is, s; executes
m; for one simulation step (if step-by-step simulation) or one simulation event (if discrete event
simulation). The whole simulation process for s; is a loop on this algorithm until the simulation ends.

Remark 2.5.1 The process of waiting for valid input data (lines 2 to 8 in algom'thm can either be
implemented in a sequential or a concurrent manner.

RR n° 7081
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Algorithm 1: One model execution step

MODEL EXECUTION STEP(I, s;)

Description: s; executes its own model m; for one simulation step (if step-by-step
simulation) or one simulation event (if discrete event simulation). Let j € S represent
the indices of external simulators s; interacting with s;.

Input: A finite set of input data d;-j (associated with their validity interval I';) called I

Output: A finite set of output data O

s; executes m;
s; increases its local simulation time

1) ct; « CurrentSimulationTime(s;)
2) foreach input data (d;,T';) in I
3) if ct; € Fj
4) set d; to the right input port z; € X; of m;
5) else
6) wait for a new input data (d;,T;)
7) end if
8) end for
)
0
1

)
) nt; < CurrentSimulationTime(s;)
) Fi <—]Cti, nti]
13)  foreach output data d; in Y;

) 0 < add(0, (d;,I;))

)  end for

) return O

2.5.1 Remark on simultaneous simulation events

In discrete event simulation, in the case of simultaneous events, the simulation algorithm [I] can be
either applied as it is (the simulator s; executes events in a sequential manner) or the simulator s;
can execute all the simultaneous events during one step.

Indeed, it is worth noting that the lower boundary ct; in I'; is excluded. It means that at current
simulation time ¢;, the simulator s; can only read input data produced before that simulation time.
It is useful to avoid incoherence problems with simultaneous simulation events. For example, consider
one standalone simulator s;. Its input data d; correspond to its output data. Consider that it produces
a set of output data made of three different pieces of data : df = (o, 8,7) (as described in figure .

1. s; reads input data di = («, 3,7)
2. s; executes m;

3. s; produces output data dﬁﬁAi = (Qnew, Bnew, Ynew) associated with T; =|ct;, nt;] =]t;, t; + A]

F1a. 3: Execution process

RR n° 7081
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Assume that, each piece of data «, 3,~ is produced by one simultaneous simulation event e,, eg
and e,. Furthermore, each simulation event e, eg and e, needs the three pieces of data values o, 3,y
to be executed. In this case, the expected execution process is the following (see figure [4)) :

1. at t;, s; reads df = (o, 5,7),
2. s; executes e, eg and e,
3. s; increases t; by A;,
4

ti+A;
di

. 8; produces output data = (Cnews Brews Ynew)

F1G. 4: Expected execution process (concurrent) : each event depends on the original value «, 3,

However, a problem can happen if, instead of executing all the simultaneous simulation events
together in one simulation step, they are executed sequentially. That is (see figure 5] :

1. at t;, s; reads d'' = (a, 8,7),
(a) s; executes ey,
(b) s; produces output data d'* = (anew, 3,7)
2. Then, s; reads input data di = (new, 5,7),
(a) s; executes eg,
(b) si produces output data d’' = (Cnew, Bews Y)
3. Finally, s; reads input data dfi = (new Bows V)5
(a) s; executes e,
(b) s; increases t; by A;

ti+A;
di

(c) s; produces output data = (Qnew, Bhews Virew)-

ea(a,ﬁ, ’Y) —  Opew
€g (aneun ﬁv 7) - ﬁ;ew
e’y(anew’ ﬂ:eun ’Y) - F)/:Lew

F1a. 5: Execution process to avoid (sequential) : each event does not depend on the original value
«, 3,7 but on the intermediate values

Whatever the execution policy chosen, the previously defined validity interval I'; avoids this kind of
problem. Indeed, in the second case example, the data d; = (apew, 3,7y) cannot be read by s; because
it is associated with a validity interval T'; =]¢;,t;] = @. As a consequence, s; always reads input data
di* = (a, 3,7) before executing the simultaneous events e,, €3 and e..

2.6 Example

The figure [6] describes the execution of the model ezecution step algorithm [I] for one model m;.
In this example, the exchanged data (d;,I';) are symbolized by colored rectangles (the green, blue,
orange and red ones). The horizontal axis (denoted ¢;) represents the simulation time axis of simulator
s; (graduations are only present for the sake of the visibility).

RR n° 7081
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Input data sets
{<d;;I; >} (GE€S)

ct; t;
Simulation Input ports
time origin l
Model
m;
Output data sets l

<d;, 'y >
{ oot } Output ports

__ 4 4 4 4 4 4 4 .
>

t;
Simulation
time origin
(a) At start.
Input data sets
{<d;,T; >} (G €9)
———— ’ti

Input ports

Simulation
time origin

Reads input data
where ct; € I';

Model
m;

Output data sets

<di, ;>
{ oot } Output ports

__ 4 4 4 4 4 4 4 y
T T T T T T T >

Simulation
time origin

(b) Read input data.

FiG. 6: Algorithmby the example : from the starting state (6al), input data are read (algorithm
lines 2 to 8). The model is then executed (algorithm [1]lines 9 to 11). Finally, output data are

posted (algorithm [1]lines 13 to 15).
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Input data sets
{<d;,T; >} (G €9)

t t t t t t >
t;
Simulation : Input ports
time origin l
Executes model m; Model
myg
Output data sets : I

<di, T >
{ (Rl } Output ports

Simulation
time origin

(c) s; executes the model m;.

Input data sets

{<d;T5 >} (G €S)

t;
Simulation : Input ports
time origin l
Model
m;
Output data sets Posts output data I
{< di’ Fi >} < di’Fi :]Cti7 nti} > Output ports

Simulation
time origin

(d) Post output data O = {(d;,;)}.

F1G. 6: Algorithm [1| by the example : from the starting state @ input data are read (algorithm
lines 2 to 8). Then, the model is executed |6¢| (algorithm |1 lines 9 to 11). Finally, output data are

posted [6d] (algorithm [1] lines 13 to 15).
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2.7 Formalisation : no deadlock

We have developed a formal specification in event-B of this coordination model (see section .
The goal of this formalisation is to ensure that synchronization always occurs between simulators.
That is, the system is alive and deadlock free with n simulators (n € N). A sketch of the proof, using
reductio ad absurdum is presented in the next section.

2.7.1 Notations

Let S C N be the finite set representing the indices of the simulators. Let s; (i € S) be the
simulator in charge of the model m;. Let B C S be the finite set representing the indices of the
blocked simulators. That is, simulators that cannot execute their own models because some input
data are missing.

2.7.2 Hypothesis

Consider that the set of blocked simulators B # @. Le. there exists at least one simulator that is
blocked : simulator s; (i € B) is stopped at time t; = ;' (see figure . Our initial hypothesis is
that s; has executed m; and produced output data (d;,T';) (the red rectangles in figure until it is
stopped (t; = t5°P).

Considering our coordination model (see algorithm [1{ and figure @, there exists a partial order
relation between the time values of every blocked simulators (see an example in section [2.8.1). As
a consequence, we propose the following lemma (used to derive the examples in sections% and
2.8.3) :

Lemma 2.7.1 A simulator s; is said to be blocked (i € B) if and only if :
1. it depends of data d; provided by a finite subset of simulators j € S* C S,
2. there ewxists at least one simulator sy blocked : Ik € (S* N B) # @,
stop stop
3. 1517 < 3107

2.7.3 No simulator can be blocked

In the finite set of blocked simulators s;(¢ € B), the partial order relation between the time values
£ implies that there exists one blocked simulator s; with a minimum time value :

Vi € B,3j € B such as t;tOp = min(tft"p)
1

The contradiction appears with the blocked simulator s; described previously. Indeed, considering
the lemmaif s; is blocked, then there must exist a simulator s, that is blocked and that possesses
a time value ¢;' " < t;mp , which is not possible (t?t()p being the minimum value). It means that, if s,
is blocked, then s; is stop at time t‘;wp = 0. Either s; is not running at all (maybe, it has not been
initiated properly), or s; is currently proccessing its first execution step and as a consequence, is not
blocked.

We can reconsider this reasonning for all the blocked simulators and come to the same conclusion
that in this coordination model, simulators cannot be blocked by waiting for each other (there is no
deadlock). Next section give, as an example, a sketch of this proof.

2.8 Sketch of proof
2.8.1 Simulator s; is blocked
It is waiting for input data (d;,I';) from another simulator s; (where ¢ # j and 4,j € S). This
simulator cannot send data because it is also stopped but at a time t; < t; (see figure .
2.8.2 First case : simulator s; is blocked but is waiting for s;

s; also waits for input data. Two cases appear. Either the simulator s; is waiting for input data
from s;. This is impossible since our first assumption was that s; is blocked at simulation time ¢; = tft"p

and has produced all output data d; until then. As a consequence, applying our coordination model
means that s; must be able to process the execution of m; until t; = ' (see figure .

RR n° 7081
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s; is blocked
< di, I >

m‘ | | | | |
t t t t >

tsto%p

(a) Starting assumption : s; is blocked at simulation time ¢; =

s; is blocked
< di, I >

A,

tsto%p ti
s; is waiting
: for d; from s;
< d;, T >\
J— @@
| tj

(b) s; waiting for intput data d; from another simulator s;.

FiG. 7: Sketch of proof

2.8.3 Second case : simulator s; is blocked and is waiting for s,

In the second case, the simulator s; is waiting for input data (di,T'x) from another simulator sy
at time ¢, < t; <t; (where i # j # k and 4,5,k € S. see figure . It is worth noticing that this case
is similar to the very state where s; is blocked. So we can have the same reasoning to know why s is
blocked, and by iteration on every simulator.

2.8.4 Conclusion

Since the number of simulator n is finite and since the number of exchanged data (d;,T';)(Vi € S)
(i.e. the number of blue, red, green and yellow rectangles in figure [7)) is also finite, we can conclude
that if s; is blocked, it implies two distinct cases. On the one hand, one simulator is waiting for data
d; that has already been produced (like in our first case in section and figure . This leads to a
contradiction and is not possible. On the other hand, every simulator is blocked. And as a consequence,
the simulation process has never begun which is also a contradiction.

We can say that if the simulation process is properly instanciated (see deﬁnition, no deadlock
could happen because of the coordination mode]ﬂ

2.9 Intialisation process

In the previous section, it has been demonstrated that simulators cannot wait for each other
indefinitively unless the initialization has not been set properly.

Definition 2.9.1 Vi € S, at the origin of simulation time, every simulator s; has been parametrized
and possessed all the input data in order to execute its own model m; once.

The initialization process depends mainly on the models interactions network. For example, if all
simulators begin at simulation time t; = 0 (Vi € S) one way to initialize the whole simulation process
is that every simulator s; has to post its initial data d) associated with the validity time interval

20f course it can exist deadlocks caused by a concurent implementation but this is not the scope of this part.
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s; is blocked
< d1’7 I >

N

T T T T T Ll
t;
5; is waiting s; is waiting
for d; from s; ‘ for d; from s;
<dj Ty >\
.,
5 £
t]' <t;
(c) Simulator s; cannot be blocked at simulation time t; < t;.
s; is blocked
<d; T >\
RN
tsf,oﬁp tz
s; is waiting
: for d; from s;
< d]‘, F]' >\
e
t]' J
tj <t; :
s; is waiting
; for dj, from sp
< dg, 'y, >\
. . th x
Simulation :

time origin

(d) Simulator s; is waiting for another simulator sy where t < t5°°.

s
J

Fi1a. 7: Sketch of proof

I'; =]x,0] (with z < 0). This condition allows every simulator to read its input data set and then, to
process the simulation.
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3 Coordination model specification

We develop a formal specification of the coordination model mentioned before. This specification
has been written in Event-B. Its purpose is to check that, implementing the coordination model, no
simulator stay blocked.

3.1 Variables and constants used

Each simulator s; holds a simulation time value : the current simulation time value ct; € N. We
define a constant np which is the number of interacting simulators : np = card(S).

In order to know if a simulator is running or waiting, we define a boolean r; for each simulator
s; which takes the value TRUE if the simulator is running and FALSE if the simulator is waiting for
some input data.

CONSTANTS

np  The number of simulator (or processes )
VARIABLES

t Current Simulation Time

r is a process Running?
INVARIANTS

invli: t€el..np—N
Current simulation time

inv2: re 1..np— BOOL

3.2 Initialisation

The initialization process is the following : every simulator s; begin with a current simulation time
equal to zero.
VieN,e<np:t;, =0

At the beginning of the simulation, every simulator is waiting for input data.
Vi e N,i < np:r; =FALSE

EVENTS
Initialisation
begin
actl: t:=1..np x {0}
act2: r:=1..np x {FALSE}

end

3.3 Actions

The actions describe the sequence of event for each simulator s;. It can be broke into two distinct
actions. In the first one, called begin_ p, the simulator s; is waiting for input events from the other
simulators s; which satisfy the guard condition enunciated in section |2|:

Vj#i:ct; €Ty (see grd3)

Since we only focus on deadlock, we only cares about the current simulation time values. Once all the
input events have been read, the simulator can execute the model for one simulation event (or step) :
r; < TRUE (actl).

EVENTS
Event begin_p =

any
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where
grdl: €1 ..np
grd2: r(i) = FALSE

grd3: Vj-j €1 ..np\{i}=t(i) <t(y)
A process i can be proceed if every other processes have a current time value t(j) greater
or equal than its own current time value t(i)

then
actl: r(i) := TRUE
end

In the second action, called end_ p, the simulator s; has processed its model (r; = TRUFE (grd2)) and
updates its simulation time values t;.
ti — ti + ) (act2)

Finally, s, send the output data to the other simulators (through the artefacts see [SCC10]) and s;
now start to wait for new input events r; — FALSE (see actl).
EVENTS
Event end p =
any
1
delta
where
grdl: 1€ 1..np
grd?2 : delta > 0
grd3: r(i) = TRUE
then
actl: r(i):= FALSE
act2: t(i) := t(i) + delta

end

3.4 Theorem

In event-B, a theorem is a predicate which has been demonstrated from the invariants. In our case,
the theorem shows that either the action begin_p or the action end_p can always start. It means that
no simulator stay blocked and that they synchronized themselves.

THEOREMS

thml: (Fi-i € 1 ..np Ar(i) = FALSE A (Vj-5 € 1..np\{i}=t(i) < t(j)))
V (3k, delta-k € 1 ..np A r(k) = TRUE A delta > 0)

The first part of the theorem means that it always exists a simulator s; that can go from the event
begin_p from the event end_p because all the guards in event begin_ p are valid.

thml (left part): Ji-i € I ..np Ar(i) = FALSEA (Vj-j €1 ..np\{i} = t(i) < t(j))

The second part of the theorem (after the Or statement : V) means that there always exists a
simulator s; that can go from the event end p to the event begin _p because all the in event end_p
guards are valid.

thml (right part): 3k, delta-k € 1 ..np A r(k) = TRUE A delta > 0
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4 Specification

An Event-B Specification of machine0
Generated Date: 23 Mar 2010 @ 03 :00 :05 PM

MACHINE machine0
SEES context0
VARIABLES

t

r
INVARIANTS

invli: t€e1..np—N
Current simulation time

inv2: re 1..np — BOOL
thml: (Ji-i €1 ..np Ar(i) = FALSEA (Vj-j €1 ..np\{i}=t(i) < t())))
V (3k, delta-k € 1..np A r(k) = TRUE A delta > 0)
EVENTS
Initialisation
begin
actl: t:=1..npx {0}
act3: r:=1..np x {FALSE}
end
Event begin p =
any
1
where
grdl: €1 ..np
grd2: r(i) = FALSE
grd3: Vj-j€1..np\{i}=1t(i) < ()

A process i can be proceed if every other processes have a current time value t(j) greater

or equal than its own current time value t(i)
then
actl: r(i) := TRUE
end
Event end p =

any

delta
where

grdl: 1€ 1..np

grd2 : delta > 0

grd3: r(i) = TRUE
then

actl: r(i):= FALSE

act2: t(i) := t(i) + delta
end

END
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