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An Efficient and Scalable Approach for
Implementing Fault-Tolerant DSM Architectures

Christine Morin, Member, IEEE Computer Society, Anne-Marie Kermarrec,
Michel Banatre, and Alain Gefflaut

Abstract—Distributed Shared Memory (DSM) architectures are attractive to execute high performance parallel applications. Made up
of a large number of components, these architectures have however a high probability of failure. We propose a protocol to tolerate
node failures in cache-based DSM architectures. The proposed solution is based on backward error recovery and consists of an
extension to the existing coherence protocol to manage data used by processors for the computation and recovery data used for fault
tolerance. This approach can be applied to both Cache Only Memory Architectures (COMA) and Shared Virtual Memory (SVM)
systems. The implementation of the protocol in a COMA architecture has been evaluated by simulation. The protocol has also been
implemented in an SVM system on a network of workstations. Both simulation results and measurements show that our solution is

efficient and scalable.

Index Terms—Distributed shared memory, fault tolerance, coherence protocol, backward error recovery, scalability, performance,

COMA, SVM.

1 INTRODUCTION

DISTRIBUTED Shared Memory (DSM) architectures are
attractive for the execution of high performance
parallel applications since they provide the simple shared
memory paradigm in a scalable way. Scalability of DSM
architectures relies on their physically distributed memory
and their high bandwidth interconnect, enabling their
shared memory to support the bandwidth demand of a
large number of processors. In this paper, we consider
cache-based DSMs. Such architectures rely on the automatic
migration and replication of data so that the data is local to
the processors using it for computation in order to execute
parallel applications at maximum speed. Scalable shared
memory architectures and software-based DSMs implemen-
ted on multicomputers or networks of workstations (NOW)
are examples of such architectures. These architectures
implement a coherence protocol to manage the multiple
copies of a data in different node memories. Due to their
large number of components, and despite a significant
increase in hardware reliability, these architectures may
experience hardware failures. Thus, tolerating node failures
becomes essential if such architectures are to execute long-
running applications whose execution time is longer than
the architecture Mean Time Between Failures (MTBF).
Backward Error Recovery (BER) [1] is part of a fault
tolerance strategy which restores a previous consistent
system state after a failure has been detected. To achieve
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this goal, a consistent system state, made up of a set of
recovery data, has to be periodically saved on stable
storage. A stable storage ensures that 1) data is not altered
(permanence property) and remains accessible (accessibility
property) despite a failure, and that 2) data is updated
atomically in presence of failures (atomicity property). Using
BER to provide fault tolerance in DSM architectures is more
attractive than using static hardware replication [1] because
BER limits the hardware cost. In contrast with active
replication schemes [1], it allows the use of all the
processors for computation.

Our goal is to allow parallel applications executing on a
DSM architecture to continue their execution despite the
occurrence of a node failure. In this paper, we propose a
low overhead and scalable error recovery approach based
on BER to tolerate transient and single permanent node
failures in cache-based DSM architectures exemplified by
Cache Only Memory Architectures (COMA) and Shared
Virtual Memory (SVM) architectures. We have simply
extended the standard coherence protocol of a DSM. Our
extended coherence protocol is designed to manage both
data accessed by processors for computation (active data)
and that required for recovery. Our approach has lots of
advantages. First, both types of data are stored in the node
volatile memories so no specific hardware needs to be
developed. Implementing the protocol in a COMA only
requires slight modifications to the existing cache controller,
but no new functionality needs to be added. Another
significant advantage of our scheme is that, on one hand, it
takes benefit of the replication inherent to the DSM by using
active data already replicated to avoid the need to create
additional recovery data. On the other hand, recovery data
can be used for normal computation until the correspond-
ing active data is modified for the first time after a recovery
point. Thus, the replication required for providing fault
tolerance can be exploited during failure-free executions.

0018-9340/00/$10.00 © 2000 IEEE
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Fig. 1. Generic DSM model.

Performance results obtained by simulation in COMAs
and measured in SVM architectures implementing the
proposed protocol show that our approach is both efficient
and scalable. It is efficient as it limits the disturbance caused
by the fault tolerance scheme on failure-free executions. Our
approach also preserves the scalability of DSM architectures
for the following reasons. First, when increasing the
number of nodes in a DSM architecture, more memory is
available and, thus, the presence of recovery data in volatile
memories has less impact on the memory behavior. Second,
the creation of recovery data can be processed more
efficiently when recovery points are established as the
number of processors processing recovery data concur-
rently increases with the number of nodes. Moreover, node
to node data transfers can be dealt with very efficiently by
the scalable interconnect of DSM architectures.

The remainder of this paper is organized as follows.
Section 2 presents a common generic model of cache-based
DSM architectures in which COMAs and SVM systems fit. It
also introduces fault tolerance assumptions and the design
guidelines of our approach to provide error recovery in
DSM architectures. In Section 3, we describe our extended
coherence protocol, which implements an efficient back-
ward error recovery strategy in DSM architectures. Issues
raised by the implementation of the coherence protocol in
COMA and SVM architectures are discussed in Section 4.
Results of the performance evaluation for the considered
architectures are provided in Section 5, where we also point
out the advantages of our approach. Section 6 concludes.

2 DESIGN GUIDELINES

2.1 System Model

DSM systems are composed of a set of processing nodes
interconnected through a scalable interconnection net-
work. Each node is composed of one or more processors,
their associated caches, and a memory. A DSM system
provides a single shared address space despite distrib-
uted memories. Thus, it is particularly attractive from the
programmers’ point of view since it provides a simple
way of programming.

In this paper, we focus on DSM architectures imple-
menting a dynamic address space, for which a generic
model is depicted in Fig. 1. Both COMAs such as DDM [2]
or the KSR1 machine [3], in which the shared address
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Fig. 2. Basic write-invalidate protocol.

space is implemented by specialized hardware, called
attractive memories, and SVM systems, which are imple-
mented by software on multicomputers such as the Intel
Paragon [4] or NOWs [5] are based on a dynamic address
space, that is to say that the memory of a node is used as
a large cache for the node’s processors. In such systems,
data is automatically replicated or migrated on demand
to the memory of the node of the processor that uses the
data in a computation, in order to exploit both spatial
and temporal locality and to decrease memory latencies.
These transfers are managed transparently from the
application’s point of view.

The main characteristics of such architectures are that,
first, there is no fixed physical location for data and, second,
since replication of an item is allowed in several memory
modules for efficiency, a coherence protocol is required to
maintain consistency between the multiple copies. In write-
update protocols [6], on each write on a memory item, all
the nodes having a copy of the same item also perform the
update. In contrast, in write-invalidate protocols [7], an
invalidation of all existing copies of a replicated item is
required when it is modified by a processor. Write-
invalidate coherence protocols are preferred to write-
update ones since a coherence operation is not required at
each write. In this paper, we consider DSM systems
implementing a directory-based write-invalidate coherence
protocol. In directory-based protocols, a directory contains
one entry for each memory item, maintaining the list of
nodes holding a copy of the item. The node holding the
directory entry for an item is called its manager. When a
data not present in local memory is referenced, the
directory is first read to forward the request to the node
that is able to deal with it. Directories may be static or
dynamic. In the former case, each node manages a statically
defined portion of the directory. In the latter, a directory
entry has no static location but is associated with the current
owner of the item.

A standard write-invalidate protocol is shown by the
transition diagram in Fig. 2. Such a protocol is implemented
on each node. A node induced transition represents a read
or write request issued by a local node processor. Externally
induced transitions are related to requests from remote
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node processors concerning data for which the local node
holds a copy in its memory. A read (resp. write) miss occurs
when a processor issues a read (resp. write) request related
to a data which is not present in the local memory. A read
(resp. write) request which can be satisfied locally is called a
read (resp. write) hit.

We assume the concept of unique ownership [7], the
owner of the item being the unique processor allowed to
serve write misses. A memory item b of the shared address
space may be in one of the following states in a node
memory:

e Modified exclusive: The memory of node n contains
the unique copy of item b. It can be read or written.

e  Nonexclusive owner: The memory of n contains a copy
of b which can only be read. Other copies may exist
in the system in state Shared.

e  Shared: The memory of n contains a read-only copy
of b. One copy in state Nonexclusive owner must exist
in the system.

e  [nvalid: The memory of n does not contain an up-to-
date copy of b.

A node whose memory contains an item in Modified
exclusive or Nonexclusive owner state is its owner.

A detailed knowledge of COMAs and SVM systems is not
required to understand the design of the error recovery
approach that we propose for DSM architectures. However,
the specific characteristics of each of these architectures
have a significant impact on the implementation and the
efficiency of our approach. A precise description of COMA
and SVM systems is delayed to Section 4.

2.2 Fault Tolerance Assumptions

Our goal is to tolerate multiple concurrent transient node
failures, which do not involve loss of memory contents, and
a single permanent one in DSM architectures. The unit of
failure is the node: The permanent failure of a node
component leads to the unavailability of the whole node.
Nodes are failure-independent. It is assumed that nodes
operate in a fail-silent fashion. They are connected by a high
throughput low latency interconnection network. For SVM
systems implemented on top of NOWSs, high-speed net-
works based on technologies, such as Ethernet 100 Mb/s,
ATM, or Myrinet are assumed. The network is assumed to
be reliable.

2.3 Exploitation of DSM Features for Backward
Error Recovery

In this section, we consider the DSM architecture depicted in
Fig. 1. We propose a new approach for implementing BER in
such architectures, other aspects of fault tolerance such as
error detection and confinement being beyond the scope of
this paper. BER is a well-known fault tolerance technique
[1]. One way to implement BER consists of periodically
saving a global consistent state of the system on stable
storage and restoring it if a failure occurs.

For the sake of simplicity, we assume in this paper a
global checkpointing approach [1] where all processors
synchronize their execution for the establishment of a
recovery point in order to ensure that the set of recovery
data forms a global consistent snapshot of the entire system.

IEEE TRANSACTIONS ON COMPUTERS, VOL. 49, NO.5, MAY 2000
Moreover, the implemented scheme is incremental. New
recovery data is created only for data that has been
modified since the last recovery point.

Several methods have been proposed in the literature for
implementing a stable storage. A stable storage ensures the
permanence, accessibility, and atomic update of recovery
data and provides a way to identify and localize it. Stable
storage can be implemented with dedicated hardware. For
instance, a stable memory, implemented with two memory
banks, is used in the FASST architecture [8] and MEMSY [9].
Recovery data is stored in the stable memory and localizing
and identifying it is particularly easy. Such an approach is
expensive in hardware development, but allows low latency
accesses to the stable storage. Another solution is to exploit
the organization of a memory hierarchy by storing current
and recovery data at two different levels. The fault-tolerant
shared memory multiprocessor SEQUOIA [10] uses the
cache/memory hierarchy to store and identify recovery
data. Memories contain recovery data, whereas caches
contain modified data items. The permanence of recovery
data is ensured by replicating it on two memory modules.
The recoverable SVM systems proposed in [11] uses the
memory/disk hierarchy to store recovery data. Recovery
data is stored exclusively on the disks, and so is easy to
localize, and is identified by its state on the disk.

An alternative to these solutions is to store recovery data
in volatile memories. This solution is adopted in the
recoverable SVM systems proposed in [12], [13], and [14].
The feature of our approach is to take advantage of the
considered DSM architectures’ properties to implement an
efficient stable storage at a low cost. We thus chose this
latter solution, as explained in the remainder of this section.
As two nodes are failure-independent in a DSM system,
according to our failure assumptions, their memories can be
used to implement stable storage. The permanence of data
is ensured by its replication in the memories of two distinct
sites. With such an approach, the system scalability is
preserved. Moreover, it ensures a fast recovery point
establishment as data is transfered between low latency
high throughput volatile memories through a high-speed
and low latency network. This solution to implement a
stable storage is more efficient than the use of disks and less
expensive than dedicated hardware.

Moreover, in the DSM architectures we consider, memory
items have no fixed physical location and are automatically
migrated or replicated in local memories. Our approach
takes advantage of these two features for the management
of recovery data which is stored in the node local memories.

As node memories are failure-independent, a DSM
architecture gives the opportunity to store both active and
recovery data in node memories while still ensuring the
recovery data permanence property. Because a memory
item has no fixed location in memory, the current copy of an
item can be stored in one node memory, whereas its
recovery copies can be kept in the memory of any other
nodes. The atomic update of recovery data can be ensured
by a traditional two-phase commit protocol similar to the
one used in [15]. The implementation of this protocol is
simplified by the fact that DSM replication mechanisms
allow the creation of as many copies of a memory item as
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needed. The absence of fixed physical locations also greatly
simplifies the reconfiguration step necessary after a failure.
Lost memory items can indeed be reallocated on any valid
node of the architecture without any address modification.

Finally, as items in node memories are managed with the
states of the coherence protocol, identification of recovery
data can be ensured by adding new states to the coherence
protocol. Localization of recovery items is dealt with as for
active data.

This approach is both low cost and efficient. The
hardware development is limited as no specific device is
required to store recovery data. Fault tolerance is imple-
mented in an efficient way since the number of recovery
points is not constrained by an application’s access pattern
and architectural characteristics [16]. Moreover, recovery
data is stored in the node memories. This ensures a fast
access and a high throughput when a recovery point has to
be established. Another advantage is that already existing
copies of memory items can be used to avoid data transfers
during the establishment of a new recovery point. Finally,
as recovery copies are stored in the node memories, they
can still be accessed by the processors as long as they are
identical to the active ones and the creation of recovery
copies can be delayed until the first modification of the
item. This ensures an optimal use of the memory support
since unaccessible recovery copies of an item are only
created after the first modification of the item.

3 A NEw APPROACH FOR IMPLEMENTING
BACKWARD ERROR RECOVERY IN DSM
ARCHITECTURES

Implementing the previous ideas in a DSM architecture can
be realized by extending the coherence protocol of the
architecture to transparently combine the management of
active and recovery data. Two new states are added to the
basic coherence protocol depicted in Fig. 2 to identify
recovery data. The Shared-CK' state identifies the two
recovery copies of an item that has not been modified since
the last recovery point. Such a copy can be read by the local
processor and may serve read misses. The Invalid-CK (Inv-
CK) state identifies the two recovery copies of an item that
has been modified since the last recovery point. Such a copy
cannot be accessed by the processors and is only kept for a
possible recovery. Hence, read and write hits on an Inv-CK
copy must be treated as misses.

To avoid any coherence violation (multiple owners), two
different Shared-CK states (Shared-CK1, Shared-CK2) must be
distinguished so that only one of them (the Shared-CK1
copy) can deliver exclusive access rights to a given item. As
Inv-CK copies are likely to be restored as Shared-CK copies,
the Inv-CK state must also be split into two distinct states. In
the presentation of the protocol, the Shared-CK (respectively
Inv-CK) state is meant to represent the two Shared-CK1 and
Shared-CK2 (respectively Inv-CK1 and Inv-CK2) copies.

Two new transitions, Establish (create/commit) and Recov-
ery, represent the establishment and restoration of a
recovery point. The resulting protocol, illustrated in Fig. 3,
is called the Extended Coherence Protocol (ECP) in the

1. CK = Checkpointed.

remainder of this paper. It ensures that, at any time after the
first recovery point establishment, every item has exactly
either two Shared-CK copies or two Inv-CK copies in two
distinct memories.

As the protocol remains similar to a standard protocol,
we detail here just the situations related to the new states of
the protocol. After a recovery point establishment, only two
Shared-CK and possibly other Shared copies of an item exist
in the architecture.

When a read miss occurs, the Shared-CK1 copy, as
reflecting the ownership, is used to serve the request. The
requesting node receives a copy of the item and sets its local
state to Shared. On a write hit on a Shared-CK item, meaning
that a node attempts to write a read-only item present in its
local memory, the two Shared-CK copies change their state
into Inv-CK and all possible Shared copies change their state
into Invalid. Moreover, a copy is created locally from the
local Shared-CK one in state Modified exclusive. A write miss
on an item not modified since the last recovery point is
handled in an almost identical way as a write miss in the
standard protocol. Invalidation messages are sent to all
nodes with a copy of the item and the node having the
Shared-CK1 copy sends a copy of the item to the requesting
node. As a result, the two Shared-CK copies change their
state into [nv-CK and all possible Shared copies change their
state into Invalid. At the end of the transaction, the
requesting node owns the only valid active copy of the
item, in state Modified exclusive. The architecture now
contains an active copy of the item and exactly two
recovery copies in state Inv-CK. At this point, the standard
protocol is used for any request on this item and the Inv-CK
items are only kept for a possible recovery.

3.1 Establishing a Recovery Point

A traditional two-phase commit protocol [15] is executed on
each node to establish a new recovery point. As a global
checkpointing approach is used, all nodes are synchronized
to execute this protocol. One node is statically designed as
the coordinator and is responsible for initiating the
establishment of a recovery point and controlling each
phase. When the coordinator is faulty, a new one is defined.
The goal of the first phase, called the create phase, is to
create the new recovery point, while the second phase,
called the commit phase, aims at discarding the previous
recovery point and confirming the new one. Before starting
the create phase, each node first terminates all pending
requests. The use of an incremental scheme ensures that
two copies of new recovery data are created only for those
items that have been modified since the last recovery point
(those in state Modified exclusive or Nomexclusive owner)
during the create phase. Another transient state is added, the
Precommit state, to distinguish new recovery data from the
old one during this phase. The first recovery copy is
obtained by simply changing the state of Modified exclusive
and Nonexclusive owner copies to Precommit and the second
one by replicating the item in state Precommit to any other
node’s memory. For replicated Nonexclusive owner items
(that is to say, with existing Shared copies), an optimization
consists of choosing one of the already existing replicas to
become the second recovery copy (in state Precommit), thus
avoiding a data transfer and the creation of an additional
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Fig. 3. Extended coherence protocol state transition diagram.

copy. Once all nodes have terminated the create phase, the
commit phase, local to each node, can start. Each node scans
its memory and simply sets all its Inv-CK items into Invalid
and all its Precommit items into Shared-CK. After a successful
recovery point establishment, every item has two recovery
Shared-CK copies and possibly other read-only Shared copies
in the system.

It is important to note that any failure during the first or
second phase of the algorithm can be correctly handled.
During the create phase, the previous recovery point
(composed of all Inv-CK and Shared-CK copies) is still
unaltered and can be restored. During the commit phase, the
new recovery point (the set of all Precommit and Shared-CK
copies) is complete and persistent since all items are already
replicated. Since this phase is local, any failure occurring
during the phase can be treated at the end of the phase as if
the failure occurred during the computation after the
atomic update operation.

3.2 Restoring a Recovery Point

After a node failure has been detected, the purpose of the
restoration phase is to recover to the previous recovery
point consisting of all Shared-CK and Inv-CK items. All other
items must be invalidated. The recovery is global. As soon
as a failure is detected, a broadcast message informs the
nodes that recovery must be performed. Each node scans its
local memory and invalidates all active items (in state
Shared, Modified exclusive, or Nonexclusive owner) as well as
Precommit ones. Note that Shared items must be invalidated
because there is no way to know whether they correspond

to active or recovery items. Inv-CK items are restored to
Shared-CK since they belong to the consistent global system
state currently being restored. No action is required for
Shared-CK items since they belong to both active and
recovery data. At the end of the error recovery phase, only
two Shared-CK copies exist for each item of the shared
memory space.

In the event of a permanent node failure, a memory
reconfiguration must also be performed in order to again
tolerate new failures immediately. This reconfiguration
duplicates lost data which was located on the faulty node
so that the persistence property is satisfied again. After the
recovery phase, only Shared-CK items exist. To reconfigure
the architecture, each Shared-CK item has to check whether
its replica is still alive or not. If not, a new Shared-CK copy
has to be created on any other remaining node.

4 IMPLEMENTATION ISSUES

In this section, we discuss issues related to the implementa-
tion of the extended coherence protocol. In order to show
that our fault tolerance mechanism is a generic one for DSM
architectures, we have implemented it in two different
architectures: a nonhierarchical COMA and an SVM system
implemented on a network of workstations.

Although a generic architecture was sufficient to
describe our fault tolerance protocol, the distinction
between the two considered architectures becomes essen-
tial when implementation issues are addressed. Thus,
before describing the implementations, we briefly present
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the two architectures, in which way they differ, and the
impact of their differences on our fault tolerance protocol
implementation.

41 COMA versus SVM

Both COMA and SVM systems rely on the automatic
replication or migration of data to the local memory of the
node requesting it in order to exploit the locality of parallel
applications and to decrease access time latencies. The main
similarity between the two considered architectures is that
data has no fixed physical location. Such a characteristic is
essential for our fault tolerance scheme. However, COMA
and SVM architectures differ in several ways we detail
below.

4.1.1 Hardware versus Software Implementation

The main difference between the two considered architec-
tures is whether the implementation of the DSM is in
hardware or in software. This difference leads to a different
memory management and different computing times.
COMAs are organized as a set of processing nodes
connected by a high speed interconnection network. The
memory associated with each node is organized as a large
cache called an attractive memory. COMAs are implemen-
ted in hardware by extending the basic caching mechanisms
to attractive memories.

Coherence is usually maintained on a memory item (also
called a line) basis by a hardware coherence protocol,
typically a directory-based write-invalidate protocol [17].
The first COMA machines, such as the DDM [2] or the KSR1
[3], rely on a hierarchical network topology to locate items
on misses. Directories at each level of the hierarchy,
maintain information about item copies located in a sub-
hierarchy. A nonhierarchical organization was first pro-
posed in COMA-F [18] and more recent COMA proposals
[19] are based on general interconnection networks. From a
fault tolerance point of view, a nonhierarchical organization
is preferable as the loss of an intermediate node in a
hierarchy could cause the loss of the whole underlying
subsystem, resulting in multiple failures. COMA-F uses a
flat directory organization in which the directory entries are
statically distributed among the nodes. The coherence
protocol is close to the generic one depicted in Fig. 2.

7

In contrast, SVM (Fig. 4) systems are implemented in
software and rely on the virtual memory of the operating
system. SVM systems were introduced with IVY [20]. Since
then, several prototypes have been developed both on top
of multicomputers, such as Koan [21], implemented on the
IPSC/2 and on top of NOWs, such as TreadMarks [22]. In
contrast to the shared address space implemented in
dedicated hardware in a COMA, the shared memory in an
SVM exists only virtually, is implemented in software, and
relies on the standard address translation hardware
(Memory Management Unit). A software unit implemented
in the operating system of a node maps parts of the local
address space onto the global shared address space. As
interconnection networks of NOWs are not usually designed
to implement snooping, the coherence protocols in SVMs are
also usually directory-based. In order not to limit the
scalability of the system, distributed directories are pre-
ferred over centralized ones. The most frequent implemen-
tation of write-invalidate coherence protocol in an SVM is a
statically distributed directory scheme, similar to the one
presented in Fig. 2.

This different implementation between COMAs and SVM
systems has a large impact on the time needed to solve
misses. Software implementations have the advantage over
COMAs of using standard components, but COMAs are
much more efficient to transfer data from one node to
another and to implement coherence operations.

4.1.2 Memory Management

The second main difference concerns the memory manage-
ment which intrinsically depends on the hardware/soft-
ware implementation.

First, the granularity of sharing is different in the two
considered architectures. As COMAs are implemented in
hardware, they are managed at a granularity of a memory
line (hundreds of bytes). For instance, the size of a memory
line in the KSR1 is 128 bytes. It is larger than a cache line in
order to limit the amount of coherence information to keep.
In contrast, SVMs are implemented in software on top of the
operating system. Thus, the most frequent unit of sharing is
the page, whose size typically ranges from 1 to 8 KBytes to
fit in with the operating system memory management. Such
a large size is bound to induce some false sharing, which
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arises when several processors alternatively write in the
same page at different addresses. Conversely, spatial
locality may be better exploited in SVM systems than in
COMAs.

Because COMAs are implemented in hardware and rely
on a caching mechanism, memory is managed at two levels.
The operating system is responsible for allocating pages in
memory and the hardware distributed shared memory is
responsible for replicating or migrating items. Conse-
quently, replacements of items must be handled with care
in a COMA: No physical memory backs up the attractive
memories. The hardware replacement strategy of an
attractive memory must make sure that there is always at
least one valid copy of every item in the system. In the
COMA-F [18], exactly one copy of every item is marked
master for this purpose. The master copy must not be purged
from the system as it may be the last copy of an item. Master
copies that are replaced in an attractive memory generate an
injection which ensures that the item copy is first transferred
to another node’s attractive memory before being replaced.
We describe the injection mechanism in detail in the
following section. On the contrary, in an SVM, the
distributed shared memory and the allocation of pages are
both implemented at the operating system level. Such a
system does not require a similar injection mechanism.

The last difference between the two architectures is the
associativity degree of their memory. This has a large
impact on the implementation of the fault tolerance
protocol. Attractive memories in COMAs are generally
n-way associative. Such an organization speeds up the search
for a memory line which is faster in a set of the memory
than in the whole memory. This also means that an item
must be stored in a dedicated set statically defined based on
its address, which usually has a small size (typically four or
eight items). Such an implementation does not support the
presence of two copies, with different values but identical
addresses, of an item in the same memory because it would
be in the same set. This situation may arise when a write is
requested on a Shared-CK item. Then, the local Shared-CK
copy is transformed into an Inv-CK copy and a Modified
exclusive copy is created. In a COMA, these two copies of a
same item must not cohabit in an attractive memory. To
avoid this situation, which leads to a set of the memory
monopolized by two copies of a same item, one being a
recovery copy and thus useless during failure-free
execution, we take the benefit of the injection mechanism
already implemented in a COMA to inject the recovery
copy when a new copy of the item is created in a
memory where a former copy of the item exists. As
memories are fully associative in an SVM, two copies of
an item, a recovery one and the corresponding active one,
are allowed to be stored in the same memory. We study
the impact of the associativity during the performance
evaluation. Moreover, this implementation avoids miss
conflicts which may arise in a COMA.

4.2 COMA Implementation

As implementing the protocol within a COMA architecture
requires slight hardware modifications, we simulated a
COMA architecture. Nevertheless, we address implementa-
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TABLE 1
New Injections Causes Introduced by the Ecp
Cause Local copy state | Action
Replacement | Shared-CK Injection
Replacement | Inv-CK Injection
Read access | Inv-CK Injection + read miss
Write access | Inv-CK Injection + write miss
Write access | Shared-CK Injection + write miss

tion issues and describe how our fault tolerance mechanism
may be implemented within a real architecture.

We consider an architecture similar to the COMA-F [18].
Each computing node contains a processor, a cache, an
attractive memory, and a network interface. The intercon-
nection network connecting the nodes is a two-dimensional
mesh. The coherence protocol is similar to the one used in
the COMA-F.

On a node, all the hardware modifications introduced by
the ECP are related to the implementation of the attractive
memory and its associated controller implementing the
coherence protocol. The processor and its cache do not need
to be modified. Encoding the new states related to recovery
data requires additional bits per item. The coherence
protocol must be augmented to deal with read and writes
accesses to Shared-CK copies and with establishment and
restoration of a recovery point. The extended coherence
protocol must allow read accesses to Shared-CK copies. Read
and write requests on a Shared-CK1 copy are handled in a
similar way as read and write requests on a Nonexclusive
owner copy. The only difference is that, in the write request,
the Shared-CK1 copy changes its state into Invalid-CK1 and
an invalidation is also sent to the Shared-CK2 copy, which
changes its state into Invalid-CK2.

In a standard COMA, injections are used only when a
copy in state Modified exclusive or Nonexclusive owner has to
be replaced in the cache by a more recently accessed item
when there is not enough space to store the referenced item.
Our extended coherence protocol introduces five new cases
of potential injections (see Table 1). Two of them occur
when a copy in state Shared-CK or Inv-CK must be replaced
from an attractive memory. As these states represent
recovery data, copy in state Shared-CK or Inv-CK must not
be removed from the memory. Thus, these copies are
treated in the extended coherence protocol in a similar way
as Modified exclusive or Nonexclusive owner copies in the
standard coherence protocol. The others may occur when a
node wants to access an item already laying in a recovery
state in its local memory. In such cases, we choose to trigger
off injections in order to avoid two instances (recovery and
active) of an item in the same set of an attractive memory.
Injections of recovery data must be handled with care since
they could result in the loss of a recovery item copy. To
accept an injection, an attractive memory can only replace
one of its Invalid or Shared lines.” If the injection cannot be
accepted, the node forwards the injection to another node.
Injections are accomplished in two steps. In a first step, an

2. For injections of Shared-CK copies, a node waiting for a read copy of
the line can also accept the injection.
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injection message is sent to find a victim line on a remote
node. When the remote node replies, the data is sent. As
long as the injection is pending, the source node of the
injection cannot replace the injected line. Handling injec-
tions caused by fault tolerance represents the most complex
modification in the standard coherence protocol. As in
traditional COMAs, an architecture using the ECP must
guarantee that an injected copy of a line will always find a
place in the set of attractive memories. In the KSR1, this
problem is solved by allocating an irreplaceable page for
each page allocated in the architecture [3]. A similar
problem is raised by recovery lines at recovery point
establishment time. Four copies are necessary during the
create phase. In our study, four pages are statically allocated
as irreplaceable pages, instead of one, to ensure that there is
always enough memory space for establishing a new
recovery point.

The implementation of the create/commit and recovery
algorithms is quite simple. Memory item replication needed
for a recovery point establishment does not require any new
functionality since these requests are similar to item
injections, the only difference being that the injected item
copy is not replaced in the memory of the node performing
the injection.

We do not address in this paper the software issues
raised by the implementation of a BER strategy in a COMA.
There is, however, evidence that some modifications of the
operating system of the architecture would be necessary to
integrate the establishment and restoration of recovery
points.

4.3 SVM Implementation

We have implemented a recoverable SVM [23], based on the
ECP on the ASTROLAB platform. This platform consists of a
set of Pentium PC (133 MHz) running CHORUS microkernel
[24], interconnected through an ATM (155Mb) local area
network. Our recoverable SVM is implemented as an
extension of a basic SVM implementing Li and Hudak’s
statically distributed coherence protocol [20] apart from the
following difference. In our recoverable SVM, distributed
directories only contain the identity of the owner of each
page whereas, in Li and Hudak’s scheme, they contain all
the coherence information about pages. In our recoverable
SVM, coherence information (state and copysetlist) is left to
the owner of a page. This feature simplifies the establish-
ment of a recovery point. As the copysetlist is stored on the
owner node, no access to the manager is required to exploit
an already existing copy at checkpointing time. The
granularity is a CHORUS page of 4 KBytes. As the coherence
protocol is implemented in software in an SVM, the
introduction of new states is very easy and does not imply
any hardware modification.

Our recoverable SVM is implemented as a CHORUS actor
on each node and consists of five threads:

o  The user thread runs the application;

o  The mapper thread handles page faults generated by
the CHORUS microkernel and is in charge of solving
them;

o The communication thread is responsible for mana-
ging communication with other nodes;

e The fault tolerance thread is responsible for periodi-
cally establishing a recovery point;
o  The rollback thread is responsible for rolling processes
back to the last recovery point if a failure is detected.
Nodes are numbered and node 0 is chosen to initiate the
global recovery point establishment algorithm. As nodes
are synchronized to establish a recovery point, all user
threads are suspended at checkpoint time. The approach is
to wait for the completion of pending transactions before
proceeding to the establishment of the recovery point.

5 PERFORMANCE EVALUATION

Our extended coherence protocol has been evaluated for the
COMA and SVM architectures described in the previous
section. Performance results have been obtained by simula-
tion for COMA and by measurements performed on the
recoverable SVM described above. The reader will not find
in this section a detailed performance study nor a deep
analysis of the protocol behavior in a particular architec-
ture. These studies are reported in [25], [37], [27]. In this
paper, we mostly want to demonstrate that the ECP can be
implemented at a low cost and is efficient and scalable in
both COMA and SVM architectures. We first present the
context of evaluation for the two considered architectures.
Results are analyzed in Section 5.2.

5.1 Context of Performance Evaluation

5.1.1 Simulation Environment for Evaluating the ECP in
a COMA

Our simulator uses the SPAM simulation kernel [28] that
allows an efficient implementation of an execution-driven
simulation method [29]. The memory references are
generated by parallel applications instrumented with a
modified version of the Abstract Execution technique [30].
To ensure that the produced trace corresponds to the target
architecture, the architecture simulator can control the
execution of the traced processes. The architecture simu-
lator is implemented with a discrete event simulation
library, providing management, scheduling, and synchro-
nization of lightweight processes [31].

Most of the physical characteristics of the simulated
architecture (except network characteristics) come from the
KSR1 architecture (see [3] for more details). Each page is
subdivided in 128 items of 128 bytes. The data transfer unit
between nodes is an item and coherence is maintained on
an item basis. The implementation of the create phase
assumes that the time between two line injections is
sufficient for a memory to identify the next item to be
replicated.

In this evaluation, we use four parallel applications from
the SPLASH benchmark suite [32] representing a variety of
shared memory access patterns. Table 2 describes their
characteristics. For all these benchmarks, statistics are
collected during the parallel phase. As the size of the
attractive memory is large compared to the size of the
applications, no capacity replacement occurs during the
simulations.

As the recovery point establishment frequency is mainly
influenced by the number of operations coming from or



422 IEEE TRANSACTIONS ON COMPUTERS, VOL. 49, NO. 5,
TABLE 2
Simulated Applications Characteristics
Applications Parameters Instructions Reads Writes | Shared | Shared
(millions) (millions) | (millions) | Reads | Writes
Barnes-Hut 1536 bodies 190 49.5 28.7 11.1 0.27
11 iterations
Cholesky besstk 14 53.1 17.6 4.7 14.2 2.5
Mp3d 50 K molecules 48.3 10.6 6.3 8.6 54
8 steps
Water 120/144 molecules 78.6 26.8 7.8 4.9 0.58
2 iterations
TABLE 3

Memory Operations in Standard Execution

[ Application ]| Number of nodes | Read Miss || Write Miss | Invalidations | Writes on read-only items |

Matmul 256 2 192 384 0 0
4 480 384 0 0

Matmul 512 2 768 1536 0 0
4 1920 1536 0 0

MGS 2 512 512 0 0

4 1536 512 0 0

Radix 2 18 15176 15140 4

4 43 18859 18827 6

going to the outside world, different frequencies are used
for the simulations. All the simulations are sufficiently long
so that several recovery point establishments occur. The
frequencies range from 400 to 0 recovery points per second.
These frequencies may seem quite high compared to other
evaluations [15]. In the absence of real recovery point
frequencies, they give, however, the performance degrada-
tion for different computing environments and allow us to
evaluate our scheme at its limits.

5.1.2 Measurement Environment for Evaluating the ECP
in an SVM Architecture

In this experiment, we used four PCs®> with three applica-
tions, different from those used for COMA simulations:
Matmul, MGS, and Radix. This choice ensures a wide range
of behaviors from a memory point of view. Matmul is a
matrix multiplication algorithm; the two source matrices are
produced by a node and then read by all the others. Each
node is then responsible for writing a part of the result
matrix. We use two working set sizes, 256*256 and 512*512,
double float elements per matrix. The Modified Gram-
Schmidt (MGS) algorithm produces from a set of vectors an
orthonormal basis of the space generated by these vectors.
We consider a base of 512 vectors of 512 double float
elements. Radix is a SPLASH-2 [33] application. The integer
radix sort kernel is iterative and performs one iteration for
each radix r digit of the keys.

Table 3 depicts the memory operations generated by the
considered applications during standard execution, without
any fault tolerance. The chosen applications exhibit very
different behaviors from memory point of view. This

3. The relatively small configuration size is due to the fact that we had
only four workstations equipped with an ATM interface board in the
Astrolab platform.

feature is particularly interesting for the validation of the
ECP. Indeed, Matmul shares pages through read operations,
whereas Radix generates a lot of false sharing on a small
working set.

CHORUS 3.5 has been used for the implementation of the
recoverable SVM. This release suffers from a major draw-
back: The kernel manages only 8 MBytes out of the
32 MBytes available on each node. This feature explains
the small size of the applications.

Frequency of checkpointing in SVM systems ranges from
one recovery point per second to one recovery point every
150 seconds. The checkpoint frequency in SVM systems is
much lower than in COMAs since communications are
much more expensive and, consequently, the time in the
two kinds of architecture cannot be considered on the same
scale. We observe a difference of checkpoint frequencies
between applications executed in a SVM system as well.
This is due to the fact that the size and execution time
change considerably from one application to another.

5.2 Results

Two types of overhead are introduced by the ECP in both
architectures, resulting in longer* execution times than with
the standard architecture: a performance degradation due to
the establishment of recovery points and an impact on the
memory behavior due to changes in the state of memory
items. These two overheads give insight into the protocol
efficiency and cost. To identify the time overhead, we
compare results obtained by the architecture using the
standard coherence protocol and the same architecture
using our extended coherence protocol.

4. Lower execution times are observed in some cases for the recoverable
SVM.
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Fig. 5. Overhead for Water in a fault-tolerant COMA.

5.2.1 Performance Degradation

The time overhead can be divided into two separate effects:
1) The time required to establish new recovery points and
2) the change of memory behavior caused by the introduc-
tion of recovery data in volatile memory.

The execution time with the ECP can then be expressed
as the sum of three components,

TECP = Tstandard + Tcheckpoint + Tmemory>

where T,undwqa 1S the execution time on the standard
architecture. Tyjeckpoine is the time required to establish
recovery points. It is composed of the time needed to
synchronize nodes during the two-phase commit algorithm
and the time required to replicate items between nodes.
Tonemory is related to the impact of the extended coherence
protocol on the memory behavior. Tipeckpoine 1S measured
during simulations or experiments, whereas T},cmory iS
deduced from Tiiunaera and Tipeerpoint- Consequently, it is
possible to get negative memory overhead (T emory)-
Performance degradation in COMAs. In a COMA, the
memory overhead is caused by an increase of the number of
misses and injections. Figs. 5, 6, 7, and 8 depict the time
overhead compared to a standard architecture for various
applications and recovery point establishment frequencies.
Depending on the application and recovery point frequen-
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Fig. 6. Overhead for Mp3d in a fault-tolerant COMA.
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Fig. 7. Overhead for Barnes in a fault-tolerant COMA.

cies, this overhead varies from 1 or 2 percent in the best case
to 15 percent in the worst case (Mp3d with 400 recovery
points per second). Tipeckpoine principally depends on the
size of the recovery data that must be transferred which is
itself directly influenced by the recovery point frequency.
At low recovery point frequencies, Teneckpoint PECOMES VeEry
low for all applications since items can be modified several
times between two successive recovery points. With
Cholesky, for example, the amount of data replicated at
400 recovery points per second is 8 times the amount of data
replicated at five recovery points per second. The total
amount of data handled during recovery point establish-
ments then decreases from 10 to 1.2 MBytes.

Teheckpoint 15 also influenced by the applications character-
istics. As an example, Mp3d which exhibits a high write rate
(10 percent), shows a larger amount of data replicated
(4 Kbytes per processor for 10,000 memory references at
400 recovery points per second). Moreover, the larger the
application working set is, the more data may be modified.
For instance, the different 7\ tpoins Overheads of Mp3d and
Barnes, both of which have about the same modification
rate, may be explained by the different size of their working
set (Mp3d’s set is 9 times larger than that of Barnes). Finally,
locality of memory accesses also influences the amount of
recovery data treated.
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Fig. 8. Overhead for Cholesky in a fault-tolerant COMA.
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Fig. 9. Overhead for Matmul 256*256 on two nodes in our recoverable
DSM.

The low Tpeckpoint Overhead may be explained by the use
of a high bandwidth interconnection network to transfer
recovery data. For the simulated architecture, the replica-
tion throughput during recovery point establishments is
around 20 MB/s per node for all applications. Moreover, by
using the existing replication, the protocol avoids some data
transfers. Among the four studied applications, Barnes,
which uses many mostly read shared data, illustrates this
property. At five recovery points per second, 52 percent of
the items which have to be replicated during the create
phase are already replicated. The replication throughput
increases to 30 MB/s per node.

The processor and network are low-performance com-
pared to current multiprocessor architectures. Gefflaut [34]
reports results obtained with a 100 MHz processor and a
network similar to the one used in Flash [35] and shows that
the performance degradation decreases for all applications.

Performance degradation in SVM systems. Figs. 9, 10,
11, 12, 13, 14, 15, and 16 depict the time overhead in several
configurations for the three considered applications. RP/ys
means one recovery point established every y second. This
difference of recovery point frequency between COMA and
SVM is appropriate according to the hardware versus
software implementations.

14
12

10

a
: \/\
o T

Time overhead (%)

RP/5s RP/20s RP/30s RP/40s RP/60s
Recovery point frequency

overhead -Gl ing overhead overnead|

Fig. 10. Overhead for Matmul 512*512 on two nodes in our recoverable
DSM.
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Fig. 11. Overhead for MGS on two nodes in our recoverable DSM.

For Matmul, the largest overhead is the time needed to
synchronize nodes. Moreover, most pages are already
replicated after the first recovery point establishment (at
least the two source matrices). Thus, the global overhead
decreases with the recovery point frequency. For MGS
(Figs. 11 and 15) the time overhead becomes significantly
higher for higher recovery point frequency because of the
important memory overhead generated by the changes of
memory state. It is significantly better in the four-nodes
configuration than in the two-nodes one. Checkpointing
overhead decreases with the recovery point frequency.
The evolution of the replication overhead can be
explained by the fact that a fixed number of pages are
modified between two recovery points, whatever the
recovery point frequency.

However, results are particularly favorable for the two-
nodes configuration of Radix execution as the performance
gain for our recoverable SVM reaches 35 percent over the
basic SVM. This is due to the exploitation, during failure-
free executions, of pages replicated for the needs of fault
tolerance. This phenomenon is also observable on four-
nodes configuration with Matmul 256*256 and 512*512. In
the four-nodes configuration Radix execution, the time
overhead is not negative because the replication, needed for
fault tolerance, cannot be exploited for normal execution as
it is in the two-nodes one. Indeed, when pages are
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Fig. 12. Overhead for RADIX on two nodes in our recoverable DSM.
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Fig. 13. Overhead for Matmul 256*256 on four nodes in our recoverable
DSM.

replicated at checkpoint time in the two-nodes configura-
tion, it is equivalent to a broadcast of the whole working set.
Nevertheless, the performance degradation does not exceed
1 percent because, first, the working set is reduced and,
second, a small number of pages are modified between two
recovery points.

Except for Radix, which benefits from the fault tolerance
replication, a lower checkpointing frequency implies sig-
nificantly lower time overhead.

5.2.2 Impact on Memory Behavior

Impact on memory behavior in COMAs. The T,cnonry
overhead is induced by the ECP, which keeps the item
recovery copies in the memories. Storing recovery data in
the attractive memories of a COMA has two effects: 1) a
variation of cache and attractive memory misses, and 2) a
creation of new item injections.” Whatever the recovery
point establishment rate, this memory overhead appears to
be quite limited and ranges from approximately 10 percent
in the worst case to less than 2 percent. This limited
memory overhead is mainly the consequence of a limited
increase in the number of misses.

In some cases, the read miss rate may even decrease with
increasing recovery point frequencies if the application
exploits the replication created by the recovery point
establishments.

However, the slight write miss rate increase of the
attractive memories does not explain the memory overhead.
This effect is, in fact, due mainly to new items injections (see
Table 1). Fig. 17 shows the variation in the number of
injections per attractive memory for 10,000 memory refer-
ences for various recovery point frequencies. The total
number of injections is low, at most 20 for 10,000 references.
The number of injections on read accesses is roughly
independent of the recovery point frequency. As in the case
of the constant read miss rate, this is due to the fact that the
ECP allows processors to read unmodified recovery copies.
Most of the new injections are actually caused by write
accesses on recovery copies. Their number increases with
the recovery point frequency because current copies are

5. These two effects are combined for read and write accesses on Inv-CK
copies.
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Fig. 14. Overhead for Matmul 512*512 on four nodes in our recoverable
DSM.

frequently transformed into recovery ones. At 400 recovery
points per second, the number of injections caused by write
accesses on Shared-CK1 copies represents, depending on the
applications, 88 to 98 percent of the total number of
injections on write accesses for a node. These injections
are the principal cause of the memory overhead in a COMA.

Impact on memory behavior in SVM systems. The
establishment of a recovery point is likely to introduce three
particular situations: write on Shared-CK1, read on Shared-
CK2, and write on Shared-CK2. As in an SVM system, solving
a page fault is much more expensive than in COMA,
messages and, potentially, a page must transit over the
network, the impact of memory behavior is important to
consider.

e Write on Shared-CK1: This first situation has a
negative effect and reduces performance. It is related
to write hits to read-only pages. Indeed, pages which
were in state Modified-exclusive, therefore writable,
before the establishment of a recovery point are
changed to Shared-CK1 and become read-only. If
such pages are referenced again, which seems
reasonable due to the temporal locality of references,
this situation involves additional write hits to read-
only pages that would not have arisen in standard
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Fig. 15. Overhead for MGS on four nodes in our recoverable DSM.
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Fig. 16. Overhead for RADIX on four nodes in our recoverable DSM.

execution and are exclusively due to the recovery
point establishment.

e Read on Shared-CK2: This situation has a positive
effect on the performance because it anticipates page
faults. It arises when pages in state Shared-CK2,
replicated for the fault tolerance needs, are later read
during failure-free execution. A replication of a
Shared-CK2 copy in the framework of the global
checkpoint is less expensive than a basic read miss.
This is due to the fact that a replication during a
global checkpoint is less expensive than solving a
read page fault since many replications are done
simultaneously at that time. Furthermore, the
systematic way of replication at checkpointing time
avoids message exchanges between manager, own-
er, and so on needed to resolve a page fault.

e  Write on Shared-CK2: This situation has a positive
effect on the performance because it also anticipates
page faults. Writes on Shared-CK2 pages are treated
like a hit, but require additional message exchanges,
first, to transfer the ownership from the node
holding the Shared-CK1 copy to the requesting node
and, second, to invalidate the two Shared-CK copies
and the potential Shared pages. Moreover, a local
copy in state Nonexclusive owner has to be created.
Nevertheless, because a write on a Shared-CK2 page
does not require a page transfer over the network,
this operation is less expensive than a traditional
page fault. Such situations arise when pages Shared-
CK2, replicated for the fault tolerance needs, are then
requested through write operation during failure-
free execution.

Tables 4 and 5 show that for Matmul two of these
situations arise, one favorable (read on Shared-CK2) and the
other not (write on Shared-CK1). In the two-nodes config-
uration, the number of writes on Shared-CK1 increases with
the recovery point frequency, whereas the number of read
on Shared-CK2 stagnates. Thus, the time overhead increases
also with the recovery point frequency. However, in the
four-nodes configuration, we observe a negative time
overhead. This is due to the impact of the number of reads

on Shared-CK2, which is much more important in a larger
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accesses) for 10,000 memory references when varying the recovery
point frequency.

working set and which compensates for the negative effect
of writes on Shared-CK1.

For MGS, we can now explain the high overheads
depicted in Figs. 11 and 15 which are caused by the large
number of writes on Shared-CK1 (see Table 6). Such
situations would not have arisen in standard execution
without fault tolerance. Each time a page is written before
and after a recovery point, the second write leads to the
invalidation of the Shared-CK2 page. So, the whole memory
overhead is due to the occurrence of such operations and its
impact decreases with the recovery point frequency. A
solution to this problem is described in [23]. These results
also explain the difference between the two and the four-
nodes configurations since fewer writes on Shared-CK1
pages occur in the latter configuration, thus decreasing the
overhead compared to the former one.

For the two-nodes Radix execution, we observed a
performance gain of more than 35 percent. This favorable
situation arises because a large number of writes on Shared-
CK2 are reached out to the expense of writes misses
(Table 7). As the former operation is less expensive than the
latter, this situation improves the execution time despite the
synchronization and replication times.

5.2.3 Scalability

DSM architectures are scalable, that is to say that their
power increases with the number of nodes. It is important
that our approach to fault tolerance preserves the scalability
property of DSM architectures. In this paper, we only
present scalability results for COMAs. In fact, the current
implementation of the recoverable SVM on a four node
configuration does not allow us to evaluate the system
scalability. However, in a previous study [36], we have
implemented the ECP protocol on a 56 nodes Intel Paragon
machine running Mach microkernel. In this framework,
experiments attest to the scalability of our approach in SVM
systems.

The scalability of a COMA implementing the ECP
protocol has been evaluated by varying the number of
nodes from nine to 56 and measuring performance
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TABLE 4
Memory Overhead for Matmul 256*256

[ Frequency | RP/3s | RP/5s [ RP/10 | RP/15s | RP/20s ||

Two Nodes

Write on SHARED-CK 1 534 529 377 239 149

Read on SHARED-CK2 63 63 63 63 63
Four Nodes

Writc on SHARED-CK 1 489 354 146 63 32

Read on SHARED-CK2 120 146 136 136 135

TABLE 5

Memory Overhead for Matmul 512*512

[ Frequency [| RP20s | RP/30s | RP/40 | RP/50s | RP/60s |
Two Nodes
Write on SHARED-CK1 2081 2074 2067 2060 2060
Read on SHARED-CK2 455 438 407 369 337
Four Nodes
Write on SHARED-CK 1 2207 2089 2071 1962 1308
Read on SHARED-CK2 640 564 330 288 242
TABLE 6
Memory Overhead of MGS
Two Nodes
Frequency RP/10s | RP/15s | RP/20 | RP/30s | RP/40s
[ Write on SHARED-CK1 || 8287 | 2634 | 1332 | 752 | 588 |
Four Nodes
Frequency RP/20s | RP/30s | RP/40 | RP/50s | RP/60s
[ Write on SHARED-CK] [ 1640 | 1044 | 828 [ 708 [ 691 |
TABLE 7

Memory Overhead of Radix

[ Frequency [| RP/60s | RP/90s | RP/110 | RP/120s | RP/150s |

Two Nodes

Read Miss 22 21 21 19 25

Write Miss 9661 11389 11225 12005 14148

‘Write on SHARED-CK 1 92 74 74 56 56

Write on SHARED-CK?2 5515 3787 3987 3174 998
Four Nodes

Read Miss 50 46 53 48 53

‘Write Miss 19015 18817 18922 19083 18695

‘Write on SHARED-CK | 162 121 102 102 82

Write on SHARED-CK2 25 20 14 24 17

degradation and memory overhead with the recovery point
frequency fixed to 100 recovery points per second. Fig. 18
depicts the performance degradation overhead as a function
of the number of processors. The time overhead is constant
and even decreases when the number of processors
increases. Two reasons explain this behavior. The first is
that, with fixed-size applications and a larger number of
processors, the amount of recovery data treated by each
processor at each recovery point decreases. For Mp3d, the
size ranges from 9.6 KBytes with 30 processors to 6.8 KBytes
with 56 processors. The second reason is a nearly linear
increase of the recovery data replication throughput (see
Fig. 19). For Cholesky, the aggregate replication throughput

grows from 211 MB/s with nine processors to 1.1 GBytes for
56. Fig. 20 presents the memory overhead, Tinemory, fOr
different numbers of processors. This effect remains the
same or decreases with the number of processors.

5.3 Comparison

To evaluate the effectiveness of the ECP, we have studied its
impact on failure-free executions in two different architec-
tural frameworks: by simulating a COMA architecture and
by implementing an SVM on a NOW. In both architectures,
the already existing replicas are exploited to avoid the data
transfers at recovery point establishment, thus limiting the
cost of the fault tolerance mechanism. However, the results
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Fig. 18. Performance degradation when varying the number of
processors (100 recovery points per second).

we have obtained are quite different in the two architec-
tures in terms of time overhead. Moreover, the recovery
point frequencies are very different between COMA and
SVM because of the different execution times of applications
and characteristics of the architectures.

Indeed, time overhead in COMAs does not exceed
35 percent, but is always above 1 percent according to the
set of experiment described here. In contrast, in the
recoverable SVM, the time overhead reaches 70 percent
with MGS in the worst case but ranges down to —35 percent
in the best case. This wide variation is due to the cost of
solving a page fault in an SVM system compared to a miss
resolution in a COMA. In a COMA, the coherence protocol,
implemented in hardware, is faster than the protocol of an
SVM architecture based on a message-passing system. So,
SVM systems suffer much more than COMAs from the
additional write hits to read-only copies induced by the
ECP, whereas the impact of anticipated misses is larger in an
SVM than in a COMA. In this particular case, the
implementation difference between these two kinds of
DSM becomes important because the time overhead is

12GB/s

1GBfs

800 MB/s

600 MB/s

Replication throughput (global)

400 MB/s

200 MB/s g

9 12 16 25 36 48 56
Number of processors

Fig. 19. Recovery data throughput when varying the number of
processors in a fault-tolerant COMA (100 recovery points per second).
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Fig. 20. Memory overhead when varying the number of processors in a
fault-tolerant COMA (100 recovery points per second).

widely conditioned by the memory overhead. Moreover,
different network characteristics (throughput) in the two
architectures impact the creation phase overhead.

The difference in memory associativity between COMAs
and SVM systems also has an important influence on the
memory overhead. The set associativity of COMA systems
leads to the need for additional injections since an active
copy and a recovery one related to the same page are not
allowed to cohabit in the same node memory. The full
associativity, combined with its software implementation,
simplifies the memory management in an SVM system
using our extended coherence protocol.

Our extended coherence protocol does not have exactly
the same impact on COMAs and SVM systems in terms of
memory costs. As mentioned before, in COMAs, a static
allocation of item must be done to be sure that there will
always be enough space in attractive memory to store four
copies of the same item (two Precommit and two Inv-CK
copies of an item may be required at some point). Despite
this static allocation, the overhead is not that high since we
noticed that most of the statically allocated items would
have been replicated anyway in a non-fault-tolerant DSM
due to the item sharing. However, a static allocation is not
necessary in an SVM system since the coherence protocol is
tightly coupled with the operating system memory manage-
ment. Thus, the traditional disk swapping mechanism can
be used. In [37], we proposed an extended swapping
mechanism which deals with the recovery states of the
extended coherence protocol to choose the most relevant
pages to be replaced.

6 RELATED WORK AND CONCLUSIONS

The main contribution of this paper is a new generic
approach providing highly available DSM architectures.
Our scheme allows us to tolerate transient as well as
single permanent node failures by using a backward error
recovery mechanism. As this approach is based on the
extension of the coherence protocol, it represents a
generic approach that can be applied to both hardware
and software implementations of a DSM. Although most
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fault-tolerant hardware DSMs rely on dedicated hardware,
many software recoverable DSMs have been proposed. Most
of them rely on the use of disks to implement stable storage
[38], whereas we take the benefit of both the high
throughput of local area networks and the low access times
of memory to avoid high access latency of disks. Never-
theless, the recoverable DSM proposed in [14] also relies on
the storage of recovery data in volatile memory. However,
in this scheme, recovery data cannot be used for computa-
tion during failure-free execution as our extended coher-
ence protocol allows it in order to increase the whole
efficiency. The DSM proposed in [39] also takes the benefit
of the DSM mechanism, particularly on the entry coherence
protocol, to propose a message logging scheme. But,
likewise, recovery data is not exploited to increase
efficiency during failure-free executions. This algorithm
has also been applied to TreadMarks [40].

Our recoverable DSM scheme combines advantages of all
these approaches: Stable storage is implemented in volatile
memories, DSM features are exploited to limit the fault
tolerance cost while allowing recovery data to be used for
computation. Moreover, it can be used both in hardware
and software DSMs.

Our extended coherence protocol has been evaluated by
simulation in a COMA. This study shows that a COMA is a
sound architectural basis to build a fault-tolerant scalable
shared memory multiprocessor. The extended coherence
protocol has also been implemented in an SVM system and
integrated with a process checkpointing mechanism on top
of a network of workstations running Chorus microkernel
[41]. This is an interesting result of our work as not that
many real implementations of recoverable shared virtual
memory systems exist. Our recoverable SVM prototype also
implements various optimizations that are not described in
this paper. These optimizations aim at increasing the
efficiency behavior of the recoverable SVM by judiciously
controlling recovery data replication to decrease the
number of page faults both in normal functioning and after
a permanent failure [37]. Moreover, a dedicated disk paging
mechanism has been designed and experimented in order
to overcome the problem of memory overhead while not
losing the advantage of creating recovery data in local
memories when a recovery point is established.

Performance results show that the extended coherence
protocol is cheap, efficient, and scalable in the two studied
architectures. This solution is cheap since the hardware®
and the memory overheads are low. Only limited hardware
modifications are required to already proposed COMAs. It is
also efficient since the performance degradation remains
low even for relatively high recovery point frequencies.
Nevertheless, the performance degradation is very applica-
tion-dependent. The presence of recovery data in standard
memories slightly disturbs the normal behavior of the basic
coherence protocol. However, overheads depend on appli-
cations characteristics and on the frequency of recovery
point establishment operations. This low performance
degradation is mainly due to the use of memories to store
recovery data and to a low memory overhead. We even
observed in the recoverable SVM system a positive effect

6. There is no hardware overhead in an SVM implementation.

due to the management of recovery data. To limit the
recovery point establishment overhead, other techniques
could be envisaged. Dependency tracking between com-
municating processors could limit the number of processors
included in a recovery point establishment operation [8].
Recovery point establishment performed in parallel with
the execution of the application [15] could hide the time
required by this operation.

Our approach is not limited to nonhierarchical COMAs
and SVM architectures on top of workstations. We also had
previously implemented the ECP on an Intel paragon
multicomputer [36]. The extended coherence protocol can
also be implemented in COMA with snooping coherence
protocols [25]. It is also particularly well-suited to new
architectures such as FLASH [35], where the coherence
protocol is implemented in software. Furthermore, the ECP
can also be considered in a CC-NUMA which implements a
dynamic page placement strategy [42], [43].
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