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Strategic Computation and Deduction

CLAUDE KIRCHNER, FLORENT KIRCHNER, HELENE KIRCH-
NER

I’d like to conclude by emphasizing what a wonderful field this is to
work in. Logical reasoning plays such a fundamental role in the
spectrum of intellectual activities that advances in automating logic
will inevitably have a profound impact in many intellectual
disciplines. Of course, these things take time. We tend to be
impatient, but we need some historical perspective. The study of
logic has a very long history, going back at least as far as Aristotle.
During some of this time not very much progress was made. It’s
gratifying to realize how much has been accomplished in the less
than fifty years since serious efforts to mechanize logic began.

Peter B. Andrews [2]

1 Introduction

Strategies, tactics, tacticals, proof plans, are terms widely used in artificial
intelligence, in automated or interactive reasoning, in semantics of program-
ming languages as well as in every day life. But what do they mean? What
are these concepts used for and why is there so many different points of
view? We do not claim to address all these questions here, but will con-
tribute to define in a uniform way what strategies are for computation and
deduction.

The complementarity between deduction and computation, as empha-
sized in particular in deduction modulo [19], allows us to now envision a
completely new generation of proof assistants where customized deductions
are performed modulo appropriate and user definable computations [11, 12].
This has in particular the advantage to allow for a uniform implementation
of higher-order and first-order logics [16, 13] making possible the safe use of
existing dedicated proof environments [36, 20, 9]. This generalizes the ap-
proaches typical in first-order theorem proving [45], as well as higher-order
ones like PVS [49], TPS [3, 4], Omega [8, 53] or Coq [21], to mention just a
few.
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To encompass this view of computation and deduction uniformly, we start
from a rule-based view point. Rule-based reasoning is present in many do-
mains of computer science: in formal specifications, rewriting is used for
prototyping specifications; in theorem proving, for dealing with equality,
simplifying the formulas and pruning the search space; in programming
languages, the rule object can be explicit like in PROLOG, OBJ or ML, or
hidden in the operational semantics; expert systems use rules to describe
actions to perform; in constraint logic programming, solvers are described
via rules transforming constraint systems. XML document transformations,
access-control policies or bio-chemical reactions are a few examples of ap-
plication domains.

But deterministic rule-based computations or deductions are often not
sufficient to capture every computation or proof development. A formal
mechanism is needed, for instance, to sequentialize the search for different
solutions, to check context conditions, to request user input to instantiate
variables, to process subgoals in a particular order, etc. This is the place
where the notion of strategy comes in.

Reduction strategies in term rewriting study which expressions should
be selected for evaluation and which rules should be applied. These choices
usually increase efficiency of evaluation but may affect fundamental proper-
ties of computations such as confluence or (non-)termination. Programming
languages like ELAN, Maude and Stratego allow for the explicit definition of
the evaluation strategy, whereas languages like Clean, Curry, and Haskell
allow for its modification.

In theorem proving environments, including automated theorem provers,
proof checkers, and logical frameworks, strategies (also called tacticals in
some contexts) are used for various purposes, such as proof search and proof
planning, restriction of search spaces, specification of control components,
combination of different proof techniques and computation paradigms, or
meta-level programming in reasoning systems.

Strategies are thus ubiquitous in automated deduction and reasoning
systems, yet only recently have they been studied in their own right. In the
two communities of automated deduction and rewriting, workshops have
been launched to make progress towards a deeper understanding of the
nature of strategies, their descriptions, their properties, and their usage.

In this paper we are contributing to the theoretical foundations of strate-
gies and to the convergence of different points of view, namely rewriting-
based computations on one hand, rule-based deduction and proof-search on
the other hand. We will rely on previous works and strategy languages that
have been recently designed and studied [32]. In rewriting, from elementary
strategies expressions directly issued from a term rewrite system R, more
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elaborated strategies expressions can be built using a strategy language like
in ELAN [34, 10], Stratego [56], TOM [6] or more recently Maude [44]. The
semantics of such a language is naturally described in the rewriting cal-
culus [14, 15]. A similar mechanism also exists in proof systems, where a
set of core strategies, historically derived from the language LCF, is used
to program sophisticated proof search patterns. The semantics of such a
language appears in [18, 30, 35].

Building upon the definition of abstract reduction systems (recalled in
Section 2), the main contributions of this paper are as follows: we propose
in Section 3 a notion of abstract strategies together with adequate properties
of termination, confluence and normalization under strategy. Thanks to this
abstract concept and to the rewriting calculus (recalled in Section 4), we are
able to draw a parallel between strategies for computation and strategies for
deduction. While strategies for computation, developed in Section 5, essen-
tially rely on the largely explored and well-known domain of term reduction
by rewriting or narrowing, strategies for deduction, developed in Section 6,
require to introduce an original point of view: we define deduction rules as
rewrite rules, a deduction step as a rewriting step, a deduction system as an
abstract reduction system. Strategic deductions are there of interest for de-
veloping complete proof trees. The same vision allows us to introduce proof
construction as narrowing derivation. Computation, deduction and proof
search are then captured as the foundational concept of abstract strategy.

2 Abstract reduction systems

When abstracting the notion of strategies, one important preliminary re-
mark is that we need to start from an appropriate notion of abstract reduc-
tion system (ARS) based on the notion of graph instead of relation. This is
due to the fact that, speaking of derivations, we need to make a difference
between “being in relation” and “being connected”. Typically modeling ARS
as relations as in [5] allows us to say that, e.g, @ and b are in relation but not
that there may be several different ways to derive b from a. Consequently,
we need to use the more expressive approach of [54, 38], based on a notion
of oriented graph instead of that of a relation.

DEFINITION 1. An abstract reduction systern (ARS) is a labelled oriented
graph (O, S8). The nodes in O are called objects, the oriented edges in S are
called steps.

EXAMPLE 2. We use the standard graphical representation of binary ori-
ented graph.
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The next definitions can be seen as a renaming of usual ones in graph
theory. Their interest is to allow us to define uniformly term rewriting
derivations and strategies. If the concepts are not original, their presenta-
tion is.

DEFINITION 3 (Derivation). For a given ARS A:

1.

A reduction step is a labelled edge ¢ together with its source a and
target b. This is written a —Dﬁ b, or simply a —¢ b when unambiguous.

An A-derivation or A-reduction sequence is a path m in the graph A.

When it is finite, an A-derivation 7 can be written ag —% a; —%
as ... —»%=1 q, and we say that ag reduces to a,, by the derivation
T = ¢o@1...0n_1; this is also denoted ay —?°%1~?»~1 g, or simply
ag =" a,. We call n the length of 7.

(a) The source of 7 is the object ag and its domain is defined as the
singleton dom(n) = {ag}-

(b) The target of m is the object a,, and the application of the deriva-
tion 7 to ag is the singleton denoted (7 ag) = {a,}. This is also
denoted simply may when there is no syntactic ambiguity.

The set of all derivations is denoted D(A).

. A derivation is empty when its length is zero, in which case its source

and target are the same. The empty derivation issued from a is de-
noted id,.

The concatenation of two derivations 7 and my is defined when
dom(my) = {a} and ma = dom(me). Then m;my denotes the new
A-derivation a —7' b —"¢2 c and ((m1;m2) a) = (m2(m1a)) = {c}.
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Note that an A-derivation is the concatenation of its reduction steps.
EXAMPLE 4. Following the previous examples, we have:
1. D(Aie) D {ida, 1, 0103, 9104, 910301, (P163)", (P103)“, ...}, where

¢" denotes the n-steps iteration of ¢ and ¢“ denotes the infinite iter-
ation of ¢;

2. D(A:) D {o1,02,0102,...,(01)“, (¢2)“,...}.

The following definitions state general properties of an ARS.
DEFINITION 5 (Termination). For a given ARS A= (O, S):

o A is terminating (or strongly normalizing) if all its derivations are of
finite length;

e An object a in O is normalized when the empty derivation is the only
one with source a (e.g., a is the source of no edge);

e A derivation is normalizing when its target is normalized;

e An ARS is weakly terminating if every object a is the source of a
normalizing derivation.

DEFINITION 6 (Confluence). An ARS A = (O, S8) is confluent if for all
objects a, b, ¢ in O, and all A-derivations m; and o, when a —™ b and
a —™2 ¢, there exist d in O and two A-derivations w3, m4 such that ¢ -7 d
and b —™ d.

3 Abstract strategies

We use a general definition, compliant with [34] and slightly different from
the one used in, e.g., [54].

DEFINITION 7 (Abstract Strategy). For a given ARS A:

1. An abstract strategy ¢ is a subset of the set of all derivations (finite or
not) of A.

2. Applying the strategy ¢ on an object a is denoted (a. It denotes the
set of all objects that can be reached from a using a derivation in (:

Ca ={b| 3Im € ¢ such that a =™ b} = {ma | 7 € (}

When no derivation in ¢ has source a, we say that the strategy appli-
cation on a fails.
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3. Applying the strategy ¢ on a set of objects consists in applying ¢ to
each element a of the set. The result is the union of (a for all a in the
set, of objects.

4. The domain of a strategy is the set of objects that are source of a
derivation in (:

dom(¢) = U dom(9)

se¢

5. The strategy that contains all the empty derivations is denoted Id:

Id = {id, | a € O}

With this definition, a strategy that contains only infinite derivations
from source a is not defined on a. This has to be distinguished from the
case where a strategy contains no derivations from source a and returns the
empty set ), i.e., the strategy application fails. The empty set of derivations
is a strategy called Fuail; its application always fails. Notice finally that
instead of returning sets of results, we might define strategies to return
multisets or even list or any appropriate data structure.

EXAMPLE 8 (Example 2 continued). For A, let us define and examine a
few strategies:

1. (1 = D(A;e), i.e., all the derivations. So we have for example: (;a =
{a,b,c,d}.
If multisets of results are considered, (a = {a,a, ..., b, ¢,d} in which a
occurs for each finite derivation which approximates (¢1¢3)“.

2. (3 = 0(= Fail): failure, no applicable derivation, i.e., for all z in O,

CQJJ = @
3. (3= 1{(01¢3)"da},

a always converges to d: (3a = {d};
b is not transformed (as well as ¢ and d): (3b = 0.

4. The result of ((¢1¢3)“ a) is the empty set.

The standard notions of ARS termination and confluence must be care-
fully extended to abstract strategies.

DEFINITION 9 (Termination under strategy).  For a given ARS A =
(0,8) and strategy (:

o A is (-terminating if all derivations in ¢ are of finite length;
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e An object a in O is (-normalized when the empty derivation is the
only one in ¢ with source a;

e A derivation is (-normalizing when its target is (-normalized;

e An ARS is weakly (-terminating if every object a is the source of a
(-normalizing derivation.

EXAMPLE 10 (Example 2 continued). Given A;. and the strategy ¢ defined
as a —»? b —% d, b is (-normalized since there is no derivation in ¢ with
source b.

It could be tempting to generalize Definition 6 as follows:

An ARS A = (O,S) is confluent under strategy C if for all objects a, b, ¢
in O, and all A-derivations w1 and 7o in (, when a =™ b and a —»™ ¢
there ezists d in O and two A-derivations 73, my in  such that ¢ —™ d and
b—" d.

However this generalization is not correct since nothing ensures that the
derivations ¢ —™ d and b —™ d belong to the strategy. This leads to
two possible definitions of respectively weak and strong confluence under
strategy.

DEFINITION 11 (Weak Confluence under strategy). An ARS A = (0,S)
is weakly confluent under strategy (C if for all objects a, b, ¢ in O, and all
A-derivations m; and 7o in ¢, when a —™ b and a —™ ¢ there exists d
in O and two A-derivations 75,7} in ¢ such that 75 : ¢ — b — d and
mia—c—d.

DEFINITION 12 (Strong Confluence under strategy). An ARS A = (O, S)
is strongly confluent under strategy ( if for all objects a, b, ¢ in O, and all
A-derivations m; and 7y in ¢, when a —" b and a —™2 ¢ there exists d in
O and two A-derivations 73, m4 in ¢ such that:

1. b =7 d and ¢ —»™ d;

2. m1; 73 and me; w4 belong to (.

EXAMPLE 13 (Example 2 continued). Let us again consider 4;. and the
following various strategies:

1. ¢ = D(A;.), i.e., all the derivations. A, is neither weakly nor strongly
confluent under ¢;: just consider 71 : ¢ =% b —=%* dand 7 : @ =%2 c.

2. (o = O(= Fail): A is trivially both weakly and strongly confluent
under (.
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3. 3 ={(d1¢3)* dsa}: A is also weakly and strongly confluent under (5.

4. For a different reason, this is also the case for {4 = (¢1¢3)* whose
result is the empty set.

To understand the difference between weak and strong confluence let us con-
sider O = {a,b,c,d} and reduction steps ¢1, 2, P3, Pa, P, P, ¢%, #4. This
ARS Ay is weakly and strongly confluent under the strategy ¢ = {a —%
ba =% c;b =% dc —»% da =% b =% da —?% ¢ - d}, but is
not under ¢ = {a —% b,a =% c,b - d c - d}. A is weakly but
not strongly confluent under the strategy ¢ = {a —%' b,a —%2 ¢, b —%3
d,c =% d,qa —=% b —% d,a =% ¢ % d}.

4 The rewriting calculus

The rewriting calculus or p-calculus generalizes term rewriting and lambda-
calculus. Tt has been introduced in [14]. We recall here the main syntactic
ingredients necessary to set-up the framework developed in this paper, using
a syntax that restricts patterns to be only algebraic, a case simpler than
the general one where pattern may contain abstractions (see [14]).

Definition 1 (Syntax). We consider the symbols “ — 7 (abstraction

operator), “ 1 _” (structure operator), the (hidden) application operator,
a set X of variables and a set K of constants, each of them having an arity
denoted ar(K). The syntax of the basic rewriting calculus is the following:

T =

X|IK|P—-T|TT|7T 7T Terms

P o

X (.. (KP1)P2) ... Paricy Algebraic Patterns

A linear pattern is a pattern where every variable occurs at most once.

We assume that the application operator associates to the left, while the
other operators associate to the right. The priority of the application is
higher than that of “ — 7 which is, in turn, of higher priority than the
“ 1 7 In the following, the symbols A, B,C, ... range over the set 7 of
terms, the symbols x,y, z, ... range over the set X of variables (X C 7)),
the symbols a,b,c,..., f,g,h,... and strings built from them range over a
set K of constants (X C 7). Finally, the symbols P, @ range over the set
P of patterns, (XY C P C 7). Vectors of terms (A4y,...,A4,) are denoted
by A. We usually denote a term of the form (...((f A1) Aa)... A,) by
f(A1, Aa, ..., Ay). Identity of terms is denoted by =.

A term of the form P — B is an abstraction (or rule) with pattern P
and body B; intuitively, the free variables of P are bound in B. The term
A B is called a structure.
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As for the lambda-calculus for instance, the reduction relation — of the
rewriting calculus is defined as the smallest congruence generated by the
following top-level reductions:

(P—-A)B —, Af if 30. PO =B

(A1B)C — ACI1BC

The one step reduction relation is denoted by s, or +s according to the
reduction rule which is used. Notice that in the main reduction (—,), the
condition consists in checking the existence of a matching substitution 6.
When it exists, this substitution is applied to A, taking care of free and
bounded variables as usual in a higher-order setting (remember that — is
an abstractor).

5 Strategic reduction

Let us now come back to the more classical context of first-order terms
and term rewriting to see how it fits to the general notions presented above.
Basic definitions on term rewriting can be found in [33, 37, 5]. The following
standard notations will be used in the following. 7 (F,X) is the set of
first-order terms built from a given finite set F of function symbols and a
denumerable set X of variables. The set of variables occurring in a term ¢
is denoted by Var(t). If Var(t) is empty, ¢ is called a ground term and
T(F) is the set of ground terms. A substitution o is an assignment from
X to T(F,X), with a finite domain {z1,...,z;} and is written o = {1 —
tl,...,l’k = tk}.

5.1 Term rewriting

A rewrite rule is an ordered pair of terms [,r € T(F,X), denoted | — 7,
where it is often required that [ is not a variable and Var(r) C Var(l). We
will drop these restrictions later. The terms [ and r are respectively called
the left-hand side and the right-hand side of the rule. A rewrite system is
a (finite or infinite) set of rewrite rules. Rules can be labelled to easily talk
about them.

DEFINITION 14 (One step rewriting). Given a rewrite system R, an al-
gebraic term ¢ in 7 (F, X) rewrites to an algebraic term ¢’ if there exists a
rewrite rule [ — r of R and a position w in ¢, such that in the p-calculus,
applying the p-term (I — r) to t at position w evaluates to ¢’, which is
denoted by

H(L = Dl 3t

This is denoted t —'7"#' or t — ¢’ when we do not need to make precise
which rewrite rule is used.
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Indeed this means that there exists a substitution o such that ¢, = o(l)
and t = t[o(r)].. A subterm t|,, where the rewriting step is applied is called
redex. A term that has no redex is said to be irreducible for R or to be in
R-normal form.

To a set of rewrite rules corresponds directly a unique abstract reduction
system that can be seen as a generic way to describe the set of all derivations.

DEFINITION 15 (Reduction system). Given a set of terms 7 (F, X') and a
set of rewrite rules R, a reduction system is an abstract reduction system
R = (OR,SR) with:

o Op=T(F,X), and

o Sp = {t — t'|t —It for w a position in t}.

It is now possible to give the definition of strategic rewriting:

DEFINITION 16 (Strategic rewriting).

Given an abstract reduction system R = (Og, Sg) generated by a term
rewrite system R, and a strategy ( of R, a strategic rewriting derivation
(or rewriting derivation under strategy () is an element of . A strategic
rewriting step under ( is a rewriting step ¢ —>§ t' that occurs in a derivation

of C.

Notice that the previous definitions extend immediatly to the case where
matching is performed modulo an equational theory like associativity-
commutativity of some fonction symbols. Strategic rewriting can therefore
be defined for rewriting modulo relations as defined in [51, 31].

Besides the rewriting relation, another reduction relation, called nar-
rowing, is worth considering to develop an ARS. This well-known process,
introduced in [22, 29], is quite similar to rewriting but there, matching is
replaced by unification. Let us recall its usual definition:

DEFINITION 17 (One step narrowing). Given a term rewrite system R, an
algebraic term t in T (F, X') narrows to an algebraic term ¢’ if there exists
a rewrite rule [ — r of R and a position w in ¢, such that ¢|, and [ are
unifiable with a most general unifier . Then ¢’ = o(¢[r],). This is denoted
t ~L1" #' where either w or o may be omitted, or simply ¢ ~» ¢’ when we
do not need to make precise which rewrite rule is used.

For instance, using the rewrite rule f(x,z) — x the term f(g(y), z) nar-
rows to the term g(y) with the substitution o = { — ¢(y),z — g(y)}.

Then, we can also consider that a rewrite system R generates in a similar
way an abstract reduction system N = (Og, Sg) with:

e Op=T(F,X), and
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o Sp = {t ~ t'|t ~=" ¢ for w a position in ¢}.

As for the rewriting relation, we will therefore use the definitions given
in the abstract setting and we can define strategic narrowing:

DEFINITION 18 (Strategic narrowing).

Given an abstract reduction system N = (Og,Sg) generated by a term
rewrite system R, and a strategy ¢ of N, a strategic narrowing derivation
(or narrowing derivation under strategy () is an element of (. A strate-
gic narrowing step under ¢ is a narrowing step ¢t ~& #' that occurs in a

derivation of (.

5.2 Term rewriting strategies

In the classical setting of first-order term rewriting, strategies have been
used to determine at each step of a derivation which is the next redex. Thus
they have often been defined as functions on the set of terms like in [54]. In
our general setting of abstract strategies, the definitions of these standard
strategies express a property that a derivation must satisfy to belong to the
strategy of interest. Let us illustrate this point of view by a few examples
of strategies that have been primarily provided to describe the operational
semantics of functional programming languages and the related notions of
call by value, call by name, call by need.

Leftmost-innermost and outermost reduction

Let R be a rewrite system on 7 (F,X). A rewriting derivation under the
innermost (resp. outermost) strategy verifies : for a given term ¢ € 7 (F, X),
t —2 ¢ and the rewriting position w in ¢ is such that there is no suffix (resp.
prefix) position w’ of w such that ¢ rewrites at position w'.

Lazy reduction
Lazy reduction, as performed in Haskell for instance, or described in [23],
combines innermost and outermost strategies, in order to avoid redundant
rewrite steps. For that, operators of the signature have labels specifying
which arguments are lazy or eager. Positions in terms are then annotated
as lazy or eager, and the strategy consists in reducing the eager subterms
only when their reduction allows a reduction step higher in the term [48].
Lazy reduction can also be performed with other mechanisms, such as
local strategies or context-sensitive rewriting.

Reduction under local strategies

Local strategies on operators, used for instance in the OBJ-like lan-
guages [25], introduce a function LS from F to the set £(N) of lists of
integers to specify which and in which order the arguments of each function
symbol have to be reduced. At each step of the derivation, for the current
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term ¢, the next redex is chosen according to LS(f) where f is the top
operator of the term ¢.

Context-sensitive reduction

Local strategies are close to context-sensitive rewriting [41, 42, 1], where
rewriting is also allowed only at some specified positions in the terms. The
former specify an ordering on these rewriting positions, so they are more
specific than context-sensitive rewriting where a redex is chosen in a set of
positions. More precisley, here, a replacement map is a mapping y : F —
P(N) satisfying u(f) C {1,...,k}, for each k-ary symbol f of a signature
F [40]. Replacement maps discriminate the argument positions on which
the rewriting steps are allowed.

Needed and standard reduction

In [27, 28], the notions of needed and strongly needed redexes are defined for
orthogonal rewrite systems. The main idea here is to find the optimal way,
when it exists, to reach the normal form a term. A redex is needed when
there is no way to avoid reducing it to reach the normal form. Reducing
only needed redexes is clearly the optimal reduction strategy, as soon as
needed redexes can be decided, which is not the case in general.

5.3 Strategy language for reduction

This section is devoted to expressing rewriting strategies; exactly the same
principles could be used to express other strategies as we will see later.

In the 1990s, generalizing OBJ’s concept of local strategies, the idea has
emerged to better formalize the control on rewriting which was performed
implicitly in interpreters or compilers of rule-based programming languages.
Then instead of describing a strategy by a property of its derivations, the
idea is now to provide a strategy language to specify which derivations we
are interested in.

Various approaches have followed, yielding different strategy languages
such as ELAN [34, 10], APS [39], Stratego [56], TOM [6] or more recently
Maude [44]. All these languages share the concern to provide abstract ways
to express control of rule applications, by using reflexivity and the meta-
level for Maude, or a strategy language for ELAN, Stratego or ASF+SDF.
Strategies such as bottom-up, top-down or leftmost-innermost are high level
ways to describe how rewrite rules should be applied. TOM, ELAN, Maude
and Stratego provide flexible and expressive strategy languages where high-
level strategies are defined by combining low-level primitives. In this section,
we choose TOM [7]! to illustrate the construction of strategy languages of
this family and we describe below the main elements of the language. The

Thttp://tom.loria.fr
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semantics of the TOM strategy language as well as others are naturally
described in the rewriting calculus [14, 15].

We can distinguish two classes of constructs in the strategy language: the
first one allows construction of derivations from the basic elements, namely
the rewrite rules. The second one corresponds to constructs that express
the control, especially deterministic and undeterministic choice. Moreover,
the capablility of expressing recursion in the language brings even more
expressive power.

Elementary strategies

An elementary strategy is either Identity which corresponds to the set Id
of all empty derivations, Fail which denotes the empty set of derivations
Fail, or a set of rewrite rules R which represents one-step derivations with
rules in R at the root position. Sequence(si, ss2), also denoted so; s1 is the
concatenation of s; and s whenever it exists: Sequence(s1, s2)t = sa(s1t).
Control strategies

A few constructions are needed to build derivations, branching and take
into account the structure of elements (terms).

choice Choice(sy, s2) selects the first strategy that does not fail; it fails if
both fail:
Choice(s1, s2)t = sit

if s1t does not fail else sot.

all subterms On a term ¢, All(s) applies the strategy s on all immediate
subterms:

All(S)f(try ey tn) = F(E, o th)

if sty =), ..., st, =t ; it fails if there exists ¢ such that st; fails.

one subterm On a term ¢, One(s) applies the strategy s on the first im-
mediate subterm where s does not fail:

One(s)f(t1, tn) = f(t1, sty s tn)
if for all j < 4, st; fails, and st; = t}; it fails if for all ¢, st; fails.

fixpoint The p recursion operator (comparable to rec in OCaml) is intro-
duced to allow the recursive definition of strategies. uz.s applies the
derivation in s with the variable z instantiated with uz.s:

px.s = s[xr — px.s
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These strategies are then composed to build more elaborated ones. For
instance Try(s) = choice(s, Identity): Try(s) applies s if it can, and per-
forms the Identity otherwise. The All and One combinators are used in
combination with the fixpoint operator to define tree traversals. For exam-
ple, we have TopDown(s) = px.Sequence(s, All(z)): the strategy s is first
applied on top of the considered term, then the strategy TopDown(s) is
recursively called on all immediate subterms of the term.

6 Strategic deduction

In the previous section, we have seen how the abstract strategy concept
instantiates to control rule-based computation. Let us now explore the
deduction side.

In proof assistants such as Coq [21] and Pvs [49], the interaction language
(or proof language) contains two kinds of proof commands: tactics, which
construct the proof tree by applying logical rules, and strategies which pro-
vide proof search control®. In this section, we provide innovative definitions
of these two concepts, starting with tactics.

6.1 Proof rewriting

We describe the proof construction mechanism using the abstract reduc-
tion system framework. Our purpose in this section is not to formalize any
particular instance of a deduction system, such as classical natural deduc-
tion [52] or intuitionistic sequent calculus [24]: our model is set-theoretic.
Roughly, sequents/typing judgements are composed of a finite set of labelled
hypotheses, a finite set of labelled conclusions, and a proof term.

DEFINITION 19 (Labelled proposition). Given a proof term language 7
and a logical language £, a labelled proposition is a pair consisting of a
proof term 7 € 7 and a logical proposition A € £, noted 7 : A.

DEFINITION 20 (Sequent). Given a proof term language 7 and a logical
language £, a sequent is a triple s = (w,I'; A), where 7 is a proof term of
7T, and where I" and A (respectively the antecedent and the consequent) are
finite sets of labelled propositions of £. In the following, this triple will be
denoted: 7 ... (I' F A), or in short 7 .. s. The (infinite) set of sequents will
be denoted S(7, L).

This representation of sequents differs from the usual definition, given in
natural deduction, where all proof terms are attached to a proposition in
the antecedent or in the consequent, and a sequent is just the pair I' - A.

2Various other terminologies exist in this field: for instance, pvs tactics are called
proof rules, while Coq strategies are names tacticals. We use the words “tactic” and
“strategy” because they appropriately convey a notion of locality.
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The usual representation can be encoded in our formalism using a reserved
formula label ‘x’; as illustrated by the following example:

EXAMPLE 21. Let us take A, the set of simply typed lambda-terms, for 7,
and FOL, the set of all first-order propositions, for £. The sequent stating
that under the assumption (¢ : A), one of the statements (Az.t : B = A) or
(u : C) is provable, is denoted in natural deduction:

t:AFXxt:B=Au:C

Assume a proof of this sequent begins with the deconstruction of the A-
proof term Az.t, using the “=-intro” deduction rule. Since it is the central
element of the next deduction step, this proof term has a particular status,
and can be qualified as pivotal. In order to express the aforementioned
sequent within the framework set by Definition 20, the pivotal proof term
is separated from its proposition, and the ‘«’ placeholder put in its place to
label the proposition. Hence the sequent is written:

Axt. . (t:AFx:B= Au:C)

Since a pivotal proof term can always be pinpointed, such a transformation
can be made on any sequent of a proof in natural deduction.

On the other hand, separating the proof term from the antecedent and
consequent allows us to capture more involved logical settings, where the
pivotal proof terms might appear, not only at the level of formulas, but also
at the level of sequents. For instance, in the case of sequent calculus a la
Curien-Herbelin [17], the sequents I' - Az.v : A = B; A and (vle) : (T'F A),
where A\z.v and (v|e) are pivotal Aufi-proof terms, are well-formed. In our
formalism, while the first sequent is expressed using the aforementioned
‘«’ label using the same process as in Example 21, the second sequent is
trivially represented by the isomorphic triple (v|e) ... (I' F A), in which no
‘«’ label appear. The same holds for Urban’s sequent calculus [55], which
places all proof terms on the same level as the antecedents and consequents.
Finally we need to add a notion of list of sequents: therefore we introduce
the usual list constructors cons and nil, noted ;” and ‘@’. For typesetting
purposes and when unambiguous, we abbreviate the list ¢; @ to ¢, and we
omit all list constructors for unary lists. Finally, the notion of substitution
carried by terms and propositions is easily extended through simple subterm
propagation to range over sequents and lists of sequents. The set of lists of
sequents is denoted LS(7T, L).

A deduction system can be seen as a rewrite system operating on typed
proof terms, i.e., sequents. The following definitions lay the groundwork
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and lead to the expression of deduction systems as instances of the abstract
reduction system framework.

DEFINITION 22 (Deduction rule). A rewrite rule, also called deduction
rule, connects a single sequent to a list of sequents:

Lo A) =1 (T FAL) e o (D, F AL

In order to capture the expressivity of logical rules, rewrite rules in this
context may have a variable as left-hand side and may introduce in the right-
hand side some variables that do not occur in the left-hand side. Indeed,
relaxing these syntactic restrictions makes even more crucial the need of
controlling rule application thanks to strategies.

DEFINITION 23 (One step deduction). We say that the sequent list ¢ =
M .. S15...;Tm .. Sm reduces in one step to the sequent list ¢’ by the
deduction rule [ .. s; — r1 .. 81;...;7Tn .. Sy, if and only if there exists a
substitution o such that m; .. s; = o(l .. 5;) and

¢/ =T1..815- -3 T—1 .. Si—1;
o(rL 815050 . Sn);

Ti41 . Sit1ly-+-3Tm .. Sm

When appropriate, the matching step used in the previous definition can
be applied modulo an equational theory, like in the following example.

EXAMPLE 24. First-order minimal natural deduction is perhaps the most
well-known logical framework to support the proof-as-terms morphism. It
considers first-order propositions as types for lambda-terms, and has typing
judgements of the form I' F ¢ : A. In our formalism, we have 7 = A,
£ = FoL and sequents of the form ¢ . (I' F % : A). The deduction rules
for minimal natural deduction can be expressed as the following rewrite
rules, where T is a variable representing a multiset of propositions (i.e., the
separator “)” is associative and commutative), ¢, u are proof term variables,
A, B are proposition variables.

[ TF+:T) - o (Dy)
LTt ARExA) - O (D2)

Azt (F}—* A=DB) - t . (T,z: Ak x*:B) (Ds3)
“(Chk+:B) - t .. Tk*x:A=B)ju.. (IF*x:A) (Dy)

Azt (1“}—* VeB) — t. . (I'F=%:B) (Ds)
S (CEs*:Buy,) — t. . (I'Fx*:VzBz],) (Dg)
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where I is a proof term constant. Notice the use of a free variable A (resp.
x) in the right hand-side of rule (Dy4) (resp. (Dg)). Based on this set of
rewrite rules, a series of four reduction steps could be:

Az Ay (yz) . (F*: A= (A= B) = B)
—P3)\y (yz) - (x:AFx: (A= B)= B)
—P3) (yg) - (z:Ay: A= BF x:B)
(Da) s(z:Ay: A= Bt «*: A= B);

Y
x . (x:Ay: A= BFx:A)

H(Dz)ﬁ;g

Note that in the previous example, the rule (D2) can be applied because
we assume the symbol “” to be associative and commutative. Another
possibility could be to add a commutation rule, with the risk to inherit of
the explicit treatment of commutativity at the proof design level.

DEFINITION 25 (Deduction system). Given a logical language £ and a
term algebra 7, a deduction system is an abstract reduction system R =
(OR, SR) where:

e Op contains elements of £LS(7, L), and

e Sp=1{¢p— ¢ | p—%7% ¢} where w is a position in ¢ (i.e., one of
its sequents) and ¢, — ¢, is a deduction rule.

As for term rewriting, we will hereafter use all the definitions given in the
abstract case for abstract reduction systems.

For a given deduction system DS, a completed proof of a sequent ¢ is a
derivation issued from ¢ and reaching the list &;...; @ using the rules in
DS.

It is important to notice that the notion of derivation considered here
concerns a full proof tree and not only one of its branches. This is due
to the fact that we want to define strategies able to consistently develop
complete proof trees and not only part of them. Therefore, the notions
of deduction systems and of strategies are defined accordingly on lists of
sequents representing proof trees.

Following these definitions, completed proofs are caracterized as reduc-
tion sequences, or equivalently as paths into the ARS formed by a deduction
system. However, this leaves the question of the comnstruction of a proof,
i.e., of a proof term, unanswered. Yet this is a fundamental mechanism in
the design of proof assistants. In order to address this question, various
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authors [43, 47, 30] have shown that the syntax of proof terms and sequents
can be extended with proof metavariables, that represent the still unknown
parts of a proof.

DEFINITION 26 (Proof metavariables). Consider the syntax of proof terms
extended with a special set of variables M, called metavariables, noted
X,Y,Z.... We note Ty the algebra of proof terms with metavariables, and
meta(m) the set of metavariables appearing in 7. We call open sequent a
triple 7 .. (I' = A) where 7 contains at least one metavariable.

As shown in [47], the use of metavariables in logical settings featuring
dependent types or polymorphism requires the addition of constraints to
the representation of sequents. Since this extension is more elaborated,
interesting but largely orthogonal to our current purpose, it will not be
further detailed in this paper.

DEFINITION 27 (Proof grafting rule). A proof grafting rule is an ordered
pair of sequents, denoted L .. s — r .. s, where L is a proof metavariable
and r may or may not contain metavariables.

A proof construction step can then be simply defined as the application
of a proof grafting rule to a list of sequents, similarly to Definition 23. The
sequent featuring the newly introduced proof term is then reduced using
deduction rules, until the proof ends or a new grafting step is necessary.

EXAMPLE 28. Recall the minimal natural deduction formalism presented
in Example 24. Assume the following rules for metavariable instantiation:

X Thkx:T) - I (Tkx:T) (Cy)

X . Tyz:AFx:A) — z. . (T,z: AF A) (Cs)
X (Ckx:A=B) - Xxx.Y  (Tkx:A= B) (C3)
X Tkx:A) —-NY2Z) .. TkF=x*:A) (Ca)

X (Ckx*:VzB) — Ax.t.. (T'F x:VaB) (Cs)
X (Ckx*:Blul,) —tu.. (T'Fx: Blul,) (Cs)

While the proof grafting rules can be arbitrarily chosen, these six rules each
describe the construction of a A-proof term head symbol. Furthermore, it is
easy to verify that they build proofs terms that can be typechecked using the
deduction rules for natural deduction. Based on this set of rewrite rules, the
construction of the proof term of example 24 is conducted by an alternation
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of deduction and grafting rules:

Xi.(F*:A= (A= B)= B)
(O \gA Xy o (F*: A= (A= B) = B)
—P3) Xy - (z:AF*: (A= B)= B)
() \yAZB Xy - (2 AF%: A= (A= B) = B)
—P3) Xs - (z:Ay:A=BFx: A= (A= B) = B)
—O)(XyX5) . x: Ay: A=>B+-A= (A= B)=B
—PI X, - (z:Ay: A= BFx: A= B);
Xs. . (x:Ay: A= Bl x:A)
—C2)y (z:Ay: A= Bbrx:A= B);
Xs. . (v:Ay: A= Bl x:A)
—(P2) g Xy o (z: Ayy: A= BEx: A)
=) g (x:Ay: A= BFx: A)
—(D2) ;I
The synthesis of the grafting step instances then yields the final proof term.
The alternate C;; D; reductions correspond to the LCF definition of a tactic,

i.e., a grafting step that instantiates a proof term metavariable followed by
a series of deduction steps that infers new goals from the resulting sequent.

Yet this approach using metavariables and grafting can be significantly
condensed by using a mechanism specific to the term rewriting domain.
Indeed, the instantiation of a metavariable by a term, such that the latter
becomes reducible by a rule of the deduction system, is exactly a narrowing
step, as defined in Definition 17.

EXAMPLE 29. The deduction system of Example 24 can be used to find a
proof of the proposition A = (A = B) = B by narrowing the initial query
in the following way.

~

Ur(F*:A=> (A= B)= B) - X . (¢:AFx: (A= B)= B)
oy Yo (@ Ay A= Bl x: B)
WE(%)TZT.'.(x:A;y:A:BD—*:a:>B);
Z: (z:A;y:A=BbFx:a)
~{D2) oo

a—AT—y,Z—zx
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The proof grafting rules can be recovered by annotating the unification
agsignments with the appropriate sequents:

X (Tk%:A=B) - Y.  (T'kx: A= B)
Y . (Thkx:A)—=(TZ) . (TkF=x*:A)
T . (T,z:AFx:A) —ax . ([,x: A A)

and the computed proof term is simply obtained by composing the narrow-
ing substitutions:

U={a— ATy, Z—z2}{Y —(TZ)}({X— Ay.Y}(Az.X)))
= Az \y. (yz)

Notice in the previous example the use made of proof term variables (i.e.,
U,X,Y,Z,T) and the use of one proposition variable, i.e., a.

Hence, while traditionally a proof construction system was defined as an
alternation of metavariable grafting and deduction steps, what emerges here
is a more concise definition, based on the narrowing relation derived from a
deduction system.

DEFINITION 30 (Proof construction system). Given a logical language £,
a term algebra 7 and a deduction system DS defined from a set D of proof
rewrite rules, a proof construction system is an abstract reduction system

N = (Op,Sp) where:
e Op contains elements of LS(7, L), and

e Sp={p~¢ | p~L ¢ for wa position in ¢}.

This definition provides an explicit link between the deduction rules,
which are usually well-known and documented as part of the underlying
logical framework of a proof construction system, and the metavariable in-
stantiation steps, which often are left implicit. As such, this formalism can
be seen as an innovative contribution to the semantics of proof systems.

6.2 Proof rewriting strategies

The need for the creation of a mechanism for proof strategies was acknowl-
edged along with the first theorem provers implementations. In [26], the
authors remark that their initial attempts at using LCF [46], one of the first
deduction software, were

“limited by the fixed, and rather primitive, nature of its repertoire of
commands”,
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and compared the experience to using a top-level interactive assembly lan-
guage. What was needed, they analyzed, was a way to specify “recipes for
proofs”; i.e., strategies.

Interestingly, expressing a proof construction and deduction system as
an instance of an abstract reduction system, gives us the possibility to
extend the notion of abstract strategy (as defined in Section 3) to deduction
systems. The result is the following definition of a proof strategy.

DEFINITION 31 (Proof strategy). A proof strategy is a subset of the set
of all possible proof derivations.

The application and domain of a proof strategy, as well as the strategy
containing all the empty derivations, are defined accordingly to Definition 7.
However, this definition in extension does not provide much guidance re-
garding the actual implementation of proof strategies in a theorem prover.

In modern LCF, the strategies are introduced as combinators whose be-
havior depends on the state of the proof after the application of its argu-
ments. The state of the proof usually contains non-logical information that
signals whether the previous tactic application has, e.g., solved the goal, or
failed. In an interactive proof development, this information is fed back to
the user, who uses it to further his understanding of the proof. An example
of LCF strategy can be found in the orelse combinator, which when pro-
vided two tactics ¢t and to, applies to only if the application of ¢; has either
failed, or did not modify the proof. All major implementations of proof
strategy languages are based on a core set of commands inherited from the
LCF prover [50], namely: then, thenl, orelse, idtac, fail, and repeat.

The natural question to ask is whether it is possible to bridge the di-
vide between a LCF-style proof strategy language and the concept of a proof
strategy as given by Definition 31. More generally, because of the uniform
approach proposed in this paper, in the upcoming section we investigate the
possibility of having an abstract strategy language, i.e., a language for build-
ing strategies for abstract reduction systems that can be instantiated into
rewriting and proof strategy languages. The LCF proof strategy language
will be a starting point for the design of this abstract strategy language.

6.3 Strategy language for deduction

The strategy language of modern procedural theorem provers is based on
the language of modern LCF, as summarized in Section 6. With time, this
core has been extended to include a variety of commands, either to enrich
the interaction with the proof systems (postpone goals, undo changes, etc.),
or to build more complex and automated deduction rules (including unifica-
tion, narrowing, etc.) by combining simple rules using strategic constructs.

In the following, we propose a classification of the different strategic com-
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mands into the two aforementioned branches: programming and interaction.
As a guideline through this taxonomy, we pay particular attention to the
place of strategies in the representation (that is, the final format) of proofs
and in the role they play with regard to the proof construction mechanism.

Strategies as programming constructs

Strategies are used to build other commands, i.e., they act as a programming
language at the level of the proof language. Unlike deduction and proof
construction rules, they are not used directly to construct proofs per se, but
rather to generate more complex rules (build the proof builders). In general,
strategies are not necessary to represent the proofs. Indeed, because they
are in essence programming constructs, only the results of the strategic
programs are to be retained. As an example, take the following proof script:

orelse (apply lemma_1) (apply lemma_2)

that attempts to perform a deduction by applying the result of a first lemma,
and that applies a second lemma if the first one is unsuccessful. Whichever
branch of the orelse strategy gets selected should be recorded in the final
representation of the proof. However, operationally, there is no point in
storing the whole script. We call these programming strategies.

Strategies as proof structuring commands

There are two strategic constructs that, although used to build other com-
mands, are important to distinguish from the programming strategies. In-
deed, they constitute exceptions to the non representativity of the com-
mands in the previous category. On the contrary they are fundamental in
the representation of proofs:

thens, which combines commands in a tree structure, isomorphic to the
structure of the proof. It is the “glue” that holds the building bricks
of the proof together, and thus it is necessary to the representation of
non-trivial proofs.

idtac, that “does nothing” when applied to a sequent. It is used to repre-
sent incomplete proofs, and in the tree of commands, fills the place
where later tactics might be employed.

Together with tactics, these two strategies are all that are needed to repre-
sent proofs. In reference to their tree-structuring functionality, we call these
special programming strategies bark strategies.

Strategies as interaction controls

Building proofs has become a largely interactive process, with goals being
presented one by one, postponed, changes undone, etc.. The second group
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of strategic commands are the ones that control such interactions. They do
not contribute directly to the construction of the proof, neither should they
appear in a finished proof script. Examples of such commands include the
postpone construct evoked in the introduction, Pvs’s (hide) / (reveal)
or Cog’s focus. Also, Coq’s unassuming ‘.’ command, that (literally)
punctuates command applications, should be seen as both an evaluation
trigger and an interactive control, returning the first subgoal of the active
subtree once the evaluation is complete. We call these controls interactive
commands.

7 Conclusion and further work

We have given in this paper the definition of abstract strategies and for-
malized the properties of termination, confluence and normalization under
strategy. We then provided instantiations of this framework both in the field
of computation and deduction systems. Finally, we exposed and classified
the notions of strategies used in these two fields.

We believe that our description of strategies for computation and de-
duction, combined with our use of a similar framework for expressing their
underlying derivation system, makes them ripe for a comparison, and that
their similarities are manifest. As a nice bonus, in the process, we have pro-
posed a new definition of the concept of proof construction system, which
sheds new light on the semantics of the mechanisms involved.

Further work involves two directions: first, the definition of abstract
strategy has to be refined according to the objects on which they are applied:
this would lead to more operational definitions and properties for strategies
on terms. Second, a proposal for an abstract strategy language should
emerge from this work and could be the basis either for future program and
proof assistants, or for cooperation between existing ones.
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