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THE HILBERT SCHEME OF POINTS AND ITS LINK WITH
BORDER BASIS

M.E. ALONSO®) | J. BRACHAT, AND B. MOURRAIN

ABSTRACT. In this paper, we give new explicit representations of the Hilbert
scheme of p points in P" as a projective subvariety of a Grassmanniann variety.
This new explicit description of the Hilbert scheme is simpler than the pre-
vious ones and global. It involves equations of degree 2. We show how these
equations are deduced from the commutation relations characterizing border
bases. Next, we consider infinitesimal perturbations of an input system of
equations on this Hilbert scheme and describe its tangent space. We propose
an effective criterion to test if it is a flat deformation, that is if the perturbed
system remains on the Hilbert scheme of the initial equations. This criterion
involves in particular formal reduction with respect to border bases.

1. INTRODUCTION

In the study of solutions of polynomial equations, the following question natu-
rally arises:

How can the families of ideals which defines a fixed number u of
points counted with multiplicities, be characterized ¢

It is motivated by practical issues related to the solution of polynomial systems,
given with approximate coefficients. Understanding the allowed perturbations of a
zero-dimensional algebra, which keep the number of solutions constant, is an actual
challenge, in the quest for efficient and stable numerical polynomial solvers. From a
theoretical point of view, this question is closed linked with the study of the Hilbert
Scheme of 1 points, which is an active area of investigation in Algebraic Geometry.

The Hilbert scheme of 1 points in the projective space Py is the set of homo-
geneous saturated ideals of K|xo, ..., 2], which define p projective points (counted
with multiplicity). It was introduced by [E], following a schematic description: it
is defined as a scheme representing a contravariant functor from the category of
schemes to the one of sets. This functor associates to any scheme S the set of flat
families x C P" x S of closed subschemes of P" parametrized by S, whose fibers
have Hilbert polynomial . Many works were developed to analyze its geometric
properties (see eg. [[L6]), which are still not completely understood. Among them,
it is known to be reducible for n > 2 [@], but the components are not known for
p > 8 [B. Its connectivity firstly proved by Hartshorne (1965), is studied in [p4]
with a more constructive approach. Further investigations related to its defining
equations were also developed for instance in [E], [ﬂ], @], or on toric varieties in
. These equations are obtained from rank conditions in the vector space of poly-
nomials in two successive “degrees”. The stratification of the Hilbert scheme by
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subsets of ideals with a fixed initial ideal for a given term ordering have been stud-
ied in several works, starting from [ﬂ], including more recent one like . These
strata can be embedded into affine open subsets of the variety corresponding to
ideals associated to quotient algebras with a given monomial basis; They define an
open covering charts of the Hilbert scheme and are studied in [[] (for n = 2), [,
L3, or 4.

In this paper, we concentrate on punctual Hilbert schemes. We first recall an
explicit description of these open covering charts, involving border relations. The
main ingredients used in this description are the commutation relations character-
izing a border basis, developed in [@] in a completely different setting. This link
between border bases and equations on open subsets of the Hilbert scheme is also
studied in [P§), [[7.

We extend this local description and give new explicit global equations for the
Hilbert scheme Hilb”(P") of u points in P". We show how the commutation
relations characterizing border basis can be exploited further to yield an explicit
complete set of defining equations for Hilb*(P™) as a projective variety. Following
a dual point of view, we obtain new equations which are of degree two in the Pliicker
coordinates of the ideal in degree u associated to an element of the Hilbert scheme.
This new description of the Hilbert scheme is much more explicit than the one
introduced in [f§] and less complex that those in [}, [l4], providing Pliicker-like
relations defining globally Hilb" (P™).

The study of the Hilbert scheme of points leads to the analysis of the neighbor-
hood around a point of this variety. From a practical point of view, we are interested
in characterizing perturbations which preserve the multiplicity of the ideal. Such a
deformation is called a flat deformation. A general setting for this problem consists
in considering a system of equations depending on a family of parameters (or a
scheme X which maps onto a scheme S of parameters), such that when the param-
eters are specialized at 0, we have a given variety (or scheme) Xy. The problem
consists in finding a subvariety of the parameter space S so that the fibers above
this subvariety are flat deformations of Xy. Such a problem goes back to works like
. An effective construction was proposed for instance in [ﬂ] based on a standard
(or Grobner) basis approach. In this paper, we consider only the case where Xy is
a set of p points counted with multiplicity. We provide an effective tests to check
locally if a given perturbation of the input equations is a flat deformation, that
is, if the perturbed saturated ideal still defines p points counted with multiplicity.
This test can then be used to define on which subvariety of the parameter space,
we have a flat deformation.

To handle this effective flatness test problem, we exploit the properties of com-
mutation characterizing border bases. We first analyze locally these quadratic
equations which define the Hilbert scheme of y points and describe its tangent
space at a given point in terms of border bases. We consider an infinitesimal per-
turbation of the input equations and propose an effective criterion to test if the
perturbed system remains on the Hilbert scheme of the initial equations, that is if
we have a flat deformation of the zero-dimensional quotient algebra. This explicit
effective criteria for a flat deformation, is given in terms of the input equations
and the border basis of these input equations. This criterion involves in particular
formal reduction with respect to border bases. It extends the work in @] and ideas
developed in [[f]].
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1.1. Notations. In the following, R = K[z1,...,2,] = K[x] is the set of polyno-
mials in the variables z1,....,z, and coefficients in the field K. We also denote
by S = K|zo,...,2,] = K[x] the polynomial ring in g, ...,z, for a new vari-
able 7o ”of homogenization”. For any a € N"T1 we set x* = z§°-- 2% and
x® = a{*---2%". The canonical basis of N**! is denoted by (e;)i=o,...n, S0 that
xte = x%x; (o € N"L i =0,...,n). We identify N" with the set of exponents
a € N1 whose first coordinate ag is 0. For a = (o, ..., a,) € N**1 we denote
by a = (a1,...,a,) € N~

We fix a set B = {x!,...,x*P} of monomials in z1,...,z,. Hereafter, B will
be identified with its set of exponents. For a set of exponents B C N1 we will
also denote by x? the set of monomials with exponents in B. Hereafter, we will
also identify B and xZ.

For B C N, we say that B is connected to 1 if 0 € B (or 1 € xP) and for
all § € B — {0}, there exist 3’ € B and ¢ € 1...n such that 8 = ' +¢; (or
x’ =x% 1)

Given an ideal I of S, we denote by I the vector space of homogeneous polyno-
mials of degree d which belong to I. We also note sq the dimension of Sy.

For B C R, we denote by BT = 2yBU---Uz,BUB and B = BT — B. For
BCS,0;B={xP"¢%% j=0,...,n,3€ B with 8; >0} — x5.

A rewriting family associated to a set B C R of monomials is a set of polynomials
of the form (hy)acop with:

ha(x) =X = Y zapx”
BeB

with 24,6 € K for all o € 0B. We call it a border basis of B if moreover B is a basis
of A= R/(ho(x)).

If B=(51,...,0m) C N**! and 3 € N**1  BBil8 is the sequence (fB1,..., B 1,
B, Bit1,---,0m) obtained from B, by replacing 8; by 8. Finally we note (B) the
vector space generated by B.

We are going to study the set of K-algebras A generated by z1, ..., x,, which
admit B as a monomial basis. For any a € A, we consider the operator M, of
multiplication by a in A:

M, : A— A
b— ab

As A is a commutative algebra, the operators of multiplication by the variables
x; commute. Thus for any p € R, we can define the operator p(M,,..., M)
obtained by substitution of the variable x; by M,, (i=1,...,n).

We define 3(A) := {p € R;p(My,,...., M;,) = 0} and call it the ideal associated
to A. T is a bijection between ideals defining p points counted with multiplicity
and quotient algebras of dimension .

Finally, let the “affinization by xy” be the application from S to R that takes a
polynomial p € S and gives p(1, 1, ...,x,) € R. For any subset I C S, we will note
I its image by the affinization.

1.2. The Hilbert scheme. Let 4 € N and S = k[xzo, ..., z,] be the polynomial
ring in m + 1 variables over the field k. Let S C S be the subvector space of S
generated by the homogeneous polynomials of degree k. The Hilbert function of I
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is the dimension of I, as a function of £ € N. When k large enough, it coincides
with a polynomial called the Hilbert polynomial of I.

Definition 1.1. Let I be a graded ideal of S. I is said to be saturated if for all
integers k < d, Iy : Sy = Ig—g-

Definition 1.2. The Hilbert scheme of p points, denoted Hilb*(P™), is the set of
all saturated graded ideals of S whose Hilbert polynomial is the constant polynomial
I

For example, let a be any point P™ different for the origin. Let m, be the graded
ideal generated by all the homogeneous polynomials P such that P(a) = 0. The
prime ideal m, is clearly saturated. The dimension of Sq/mg.q is equal to 1 for
d > 0 because it is isomorphic to the field k by the evaluation in a. Thus m, is a
point of the Hilbert scheme of 1 point.

Similarly, for any integer k, mF is a point of the Hilbert scheme of x points (where
w is actually the number of monomials of degree < k — 1).

Definition 1.3. Let u be a linear form, then UF is the subset of Hilb" defined by:
Uk :={I e HiIb"|(I : u) = I}
Proposition 1.4. The family (UF)ues, consists of a covering of HilbH.

Proof. Let I € Hilb”, its primary decomposition is of the form:
I= m Qai
0<i<n

where a; are points in P and Q,, are m,,-primary ideals. Because I is saturated,
none of these points are equal to the origin. Thus, there exists a linear form u such
that u(a;) # 0 for all . By the primary decomposition of I, we get that:

(I:u)=1.
O

From now on we will assume u = x9. We will then dehomogenize by setting
xo = 11in I and get an ideal I of R = K[y, ..., zy,].

Proposition 1.5. UL is in bijection with the set :
U" ={I C R| A= R/I is of dimension u}
Proof. The bijection consists of the affinization:
Aff . UL - U
I'—1

From , we get that I € Ul satisfies: dimension of Sy/I4 = p for all d > p.
Moreover the affinization induces a surjective linear application between R<q/I,
and Sy/I; which is actually injective because (I : xg = I). Thus R<g/I., is of
dimension y for all d > p. The filtration: -

RSd/lSd C RSd+1/l§d+l C...C R/l
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gives us (using dimension) that A = R/I is equal to R<q/I., for all d > p and
thus is of dimension . B

To prove this application is a bijection we construct its inverse. Consider the
map that takes an ideal J of R and associates to it the ideal I of S defined by:

I= {p €S | p(lvxlv"'vx’l“) € ']}

It is easy to check that this application is the inverse of Aff, since (I : zj) = I
implies that I € UL . 0

Notice that a quotient algebra A = R/I of dimension y, has always a monomial
basis B connected to 1 and thus its elements are of degree < p. One can take for
instance the monomial basis which is the complementary of the initial of I, for a
give monomial ordering in R = K[x] [][chap. 15].

2. HILBERT SCHEME REPRESENTATION

In this section, we give a new description of Hilb*(P™), starting with a local
one involving border bases and producing a global one based on duality and ex-
plicit homogeneous polynomials defining Hilb”(P™) as a projective subvariety of
the Grassmannian Gr*(S).

2.1. Border basis representation. Suppose that A is a quotient algebra with
a monomial basis B of cardinal p, connected to 1. Then for any o € 0B, the
monomial x® is a linear combination in 4 of the monomials of B: For any o € 9B,
there exists zq,36 € K (3 € B) such that hZ(x) :== x* — > 5.5 20,8 x? =0in A
The equations hZ(x) will be called, hereafter, the border relations of B in A.
Given these border relations, we define a normal form N%: (BT) — (BT) by:
o N2(x%)=x"if B € B,
o N*(x%) =x" = h%(X) = > 5ep 20,8 x? if a € OB.

This construction is extended by linearity to (B™T).

Similarly, the tables of multiplication M2 : (B) — (B) are constructed as
M?Z (x7) = N#(z;x7) for # € B. Notice that the coefficients of the matrix of MZ
in the basis B are linear in the parameters z.

More generally, a monomial m can be reduced modulo the polynomials (h%(x))acon
to a linear combination of monomials in B, as follows: decompose m = z;, - - - z;,
and compute N*(m) = M7 o--- o MZ(1). We easily check that m — N*(m) €
(hZ(x))acos.

From the knowledge of the multiplicative structure of A (its tables of multiplica-
tion), we can deduce the roots of J(A) with their multiplicities (see eg. []). Thus
knowing these border relations yields all the information we need on the ideal J(.A)
and its roots.

Given a quotient algebra with basis B of cardinal p, we have seen that here
exists (2a,8)acoB,scp Which describe completely an ideal defining p points with
multiplicity. Conversely, we are interested in characterizing the parameters z :=
(2a,8)acoB,pep such that the polynomials (hZ(x))acp are the border relations of
some quotient algebra A* with basis B.

The following result [@] also used in [@, B] for special cases of basis B answers
the question:
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Theorem 2.1. Let B be a set of u monomials connected to 1. The polynomials
hZ(x) are the border relations of some quotient algebra A* of basis B iff

(1) M7 oM7 — M7 oM7 =0 for 1<i<j<n.

Zq

Proof. As B is connected to 1, by [Rd], h* := (hZ(x)) is the border basis of a
quotient algebra iff the matrices of multiplication M7, commute. (I

Notice that the equations (f]) are of degree < 2 in z.

Proposition 2.2. Let B C Sy such that B (its affinization by o) is connected to
1, then

HE ={I c S| I is saturated and A= R/I has basis B}

is a variety of KN defined by Hp = {z € K“XN;M; oMZ — Mgz oMz =0,1<
i< j<n}. We call it the variety of quotient algebras with basis B.

These varieties depending on monomial sets B are used in [@] to define the
global punctual Hilbert scheme, via a glueing construction.

Proposition 2.3. The family Hff) for all set B of monomials of size p connected
to 1 is a covering of UL .

Proof. It comes from the previous bijection between U} and the set U" which
is covered by the family Hfo for B a monomial set connected to one, of degree
< f. O

Proposition 2.4. Hff) is an affine chart of the Hilbert Scheme of p points (for a
set B of monomials of size p connected to 1).

In particular, Hﬁ) is isomorphic to the set of all (2q.8)z0coporcp Such that the
operators M, of multiplication by x; in (B), given by the rewriting rules:

fa=2%— Z za_ﬂxﬁ

BeB

commute.

Proof. M, is the linear operator in (B) that maps x” to z; X7 if 2; x” € B and
x7 to ZﬁeB Za,p xP if x* = x; X7 is in OB. Thus the matrices of these operators
in the basis B of (B) depend linearly on (z4,5). Then, the proposition comes from
the previous Theorem B (]

2.2. Grassmannian representation. The usual description of the Hilbert Scheme
introduced by [E] is based on the property that for d high enough and for any ideal
J defining p points with multiplicity, the vector space J4 C Sy of polynomials of J
is of dimension p and defines a point in a certain Grassmannian variety of y hyper-
planes. Based on the result of [ﬂ], one can take d > p and make this construction
more precise.

Recall that S = K[z, ...,x,] and that Sy is the vector space of homogeneous
polynomials of degree d. We denote by s its dimension.
Let Gr"(FE), where E is any vector space and n an integer, be the set of n-
dimensional vector subspace of E.
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Using and the persistence theorem from [ﬂ] gives us a necessary and sufficient
rank condition on I, to have a saturated homogeneous ideal I in the Hilbert scheme
of u points:

dim(Sy - I4) = Sa+1 — W

Proposition 2.5. Given an integer d such that d > u, the Hilbert scheme of u
points is in bijection with the subset W of Gr®@™#(Sy) x Gr®¢+1™#(Sy.1) defined
by

{(Id,Id+1) S GI‘Sd_H(Sd) X GI‘S”HI_M(SdJrl) | S1.14 C Id+1}.

The Hilbert scheme of p points in P” is the projection of this variety of Gr®¢™#(S;) x
Gr®?+17 1 (S,,1) on the first factor. This description of the Hilbert scheme of y
points extends to Hilbert scheme of ideals with a given Hilbert polynomial. It can
be restated in terms of rank conditions:

Proposition 2.6. Given an integer d such that d > p, the Hilbert scheme of u
points is in bijection with the subset G of Gr(sq — u, Sq) given by

{Id S GI‘(Sd — WK, Sd) | dimg S7 - Iy = Sd+1 — /L}.

From the previous proposition @, we can get local equations of the Hilbert
scheme on affine coordinate charts of the grassmanian Gr(sq — p, Sq):

Definition 2.7. Let K be any subset of monomials of size pu in Sq. Then Ak is the
subset of Gr(sq — 1, 54) of (sq — p)-dimensional subspaces V. C Sq complementary
to (K).

It is well known that A is isomorphic to k*(*¢=#) The next proposition is a
direct consequence of proposition .q (cf. [11]).

Proposition 2.8. In the affine coordinate chart A of the grassmanian Gr®d™#(Sy),
the Hilbert scheme Hilb* (P™) is defined by the ideal of all the (sg41—p+1) X (sg+1—
w+ 1) minors of the sqy1 X (n+1) - sq matriz whose columns are x; times the basis
elements € Sgy1 of V€ Ak forall0<i<rand all1 <j<sq—p.

This description is given by rank conditions on S7 - Wy and yields determinantal
equations of order s;y1 — 1 + 1 on matrices of size (n + 1) s4 X $44+1. For more

details, see [Jf], [, [4).

2.3. Dual and global description. We are going to relate these affine varieties
to an open subset of the Hilbert scheme of p points in P" and to give a global
definition of Hilb" (P™) as a projective subvariety of another Grasmannian defined
on the dual. We will connect it with the border basis description of Section .
An element of this projective variety corresponds to an ideal of S, which defines
points counted with multiplicity.

Instead of working with the elements of an ideal I in degree d, we consider the
orthogonal I j‘ which is a subvector space of dimension p (if d > p) in the dual
space S :=Hom(Sg,K). It defines an element A of the Grassmannian Gr"(S})
of vector spaces of dimension x in Sj We denote by (d*)|q|=q the basis of SJ,
dual to the monomial basis (x*)|4=q of Sq. The Grassmannian Gr”(S}) is em-
bedded in projective space of the exterior product A*Sj;. A basis of AFS} is
(d*r Ao Ad)|o,|=d,ar<--<a, (for some monomial ordering < in S). The cor-
responding coordinates of an element A € P(A*S}]) are denoted by Ag, . . .a,-
The Grassmannian Gr*(S}) is the set of elements A € AMS) whose coordinates
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_____ a, ) satisfy the well-known Pliicker relations. For A € Gr#(S}), we define
ker A = {p € Sq, st. VA € A, A(p) = 0}.
Given a saturated homogeneous ideal I C S, defining p points with multiplicity,

and described by a basis d1,...,0, of its orthogonal 1 L its Pliicker coordinates in
APSY are
Sr(xP) o Gy (xPe)
Apy,f = : :
Sy (xP) ... Sy (xPn)

for |Bi| =d, 31 < -+ < B, € Sa.
We are going to describe the border relations with respect to a basis B C Sy of
Sa/I4 in terms of these Pliicker coordinates.

Lemma 2.9. Let B = (b1,...,b,) be a set of polynomials of degree d, such that B
is a basis of Sq/Is. Then Ap # 0 and I, is generated by the relations

m
a— Z Aptila b;, for a € Sy
= Os

where B[bi‘a] = (bl, SN ,bifl,a,bzurl, .. .,b#).

Proof. As B is a basis of S4/Z4, Z, is generated by relations of the form

"
a= E Za,b, bi modulo Zg,
i=1

for all a € Sy. This implies that z = [24.,]i=1,... . is solution of the system:

.....

51(a) 61(b1) -+ 61(by)

= =
5#(“) 5#(171) T 5#(17#)

As B is a basis of Sy/Zq, 6p = det(d;(5;))i<ij<u # 0 and the solution of this

system is unique. By Cramer’s rule, it is given by

Apgis;lal
Za,bi .
Ap

O

Theorem 2.10. The Hilbert scheme of p points in P™ is the projection on Gr*(S})
of the variety of Gr"(S}) x Gr*(S7, ) defined by the equations

(2) Ap Aprga = D Apiia Mgy =0,

beB
for all subset B (resp. B') of u (resp. p— 1) monomials of degree d (resp. d+1),
all monomial a € Sq and for every k.

Proof. First of all, let (A,A’) be an element of Gr#(S%) x Gr"(Sy, ) satisfying
the equations @) We need to prove that ker A is a point the Hilbert scheme of p
points. By [ﬂ] we just need to prove that Sy - ker A C ker A'. Let B be a basis of
Sa/ker A, and let p be an element of ker A. Equations (E) imply that A;B/)mkp is
equal to zero for all kK = 1,...,n and all subset B’ of ;1 — 1 monomials of degree
d+ 1. Thus, z - p belongs in ker A" for all k =1,..,n and Sy -ker A C ker A’
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Conversely, let A € Gr"(S}) be a point of the Hilbert scheme associated to
the ideal I so that I; = ker A. Let A" = Id{rl be the component of degree d + 1
associated to I. We are going to prove that the equations (ﬂ) are satisfied for
(A, A).

Suppose first that B is a basis of Sq/I; = Sa/ ker A, () is just a consequence of
Sy -ker A C kerA'. In fact,

a= Z 2ap0 mod (ker A).
beB
Thus,
axy = Z zapbxyr,  mod (ker A/)
beB
because Sy - ker A C ker A", By linearity, we get

’ ’ ’
E Apgplal AB/,wkb = § Ap AB’,wk Zapb = Ap AB/,wka

beB beB
which is (f).
Suppose that B is no longer a basis of Sg/I4. If it is of rank less than pu — 2 then
(B) is obvious. We can assume that it is of rank  — 1 and that

> Nibi =1,

i=1..u—1
in Sg/ ker A. Thus,

Agpila = =X Agpula
and by linearity

’ ’
E AB[bi\a] AB/,wkbi = E :AB“’H‘“] AB/,ﬂCkbi Ai
7 [

where A, = —1. But since we have

> Aibi=1b,

i=1..u—1
in Sg/ker A and as S; - ker A C ker A" we get

> Nbimk—buzi=0= > Abizy

1=1...u—1 =1...u
and
AB[bz’\a] AB’,mkbi = - ZAB“’M“] AB’,mkbi X T 0
i
which is (f]) in the case where B is not a basis of Sg/I4. O

Hereafter, we describe the equations of the projection on the first factor Gr*(S%),
of the variety defined by the equations (f]). Let us first introduce a generic linear
form u = ugzg + - - - + upx, where u; are parameters.

For any sequence B = {by,...,b,} C Sq_1, we define

Au-B = det(&i(u . bj)) = Z u(I)A].B,

where Ar.p = Agp by, 1, by and (I) is the element of N"*! such that uld) =
ur, - -ug, for all I € {0,...,n}". Hereafter, we will identify I € {0,...,n}* with
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an element of {0,...,n}? so that for b € B, I is the coordinate of I indexed by
be B.
For two sequences of monomials B, B’ C Sy_1, we have

Au»BAu-B’: Z uK Z A[.BAJ.B.

KeNH|K|=2p  LJE{0,n}t, (I)+())=K

Proposition 2.11. Let A € Gr”(S3%) be an element in the Hilbert scheme Hilb" (P™)of
w points in P™. Then for all subset B of u monomials of degree d — 1 = p, for all
K € N* ™ with |[K| = 2pu, for all b,b” € B and all 1 < i < j < n, we have

(3)
§ § (AI-B[“V b |z ;0] AJ.B[mJb“ o’/ |2 ;b'] T ALB[mIb’ b’ |2 ;b] AJ.B[mJb“ b”\mib’]) =0.
(D+(N)=K b'eB

Proof. Notice that the relations (f]) are obtained as the coefficients in u of the
relations

(4) E (VAN A prriagp) — A plusie;n A, glavieen) = 0.
b EB

Proving () is thus equivalent to proving ([) for generic values of u.

Let A =61 A--- A6, € Gr¥(S}) be an element of the Hilbert scheme of ;1 points
in P" associated to the ideal Z C S, and let B = {b1,...,b,} C Sg_1.

Let us assume first that Ay.p # 0 so that u- B C Sy is a basis of S;/Z4. As u is
generic, we can assume that u is not a zero divisor in S/Z. By a change of variables
which transforms u in zg and after dehomogenization (setting zo = 1), we obtain a
basis B = (by,...,b,) of A= R/I. By Lemma .9, the operators of multiplication

by the variables x; (i = 1,...,n) in the basis B are given by the matrices
1
M, = (Zﬂﬁibk@obj)lﬁj-,kﬁ# = A—(AzOB[Wob]‘\Wibk])lﬁj-,kﬁﬂ'
I()B
As these operators commute, we have for any b € B and ¢,j € {1,...,n}, we have
MjoM(b) = M;() Zabaorl),
v'eB
/!
= Z Z Zzib,xgb’zzjb/,mgb”b
VEBY'EB
M;o M;(b) = Z Z Za bl Zab aob b
VEBUY'ER

By identification of the coefficients in the basis B, we deduce that for all b € B,
E (Zmib,wob’zmjb’,mob” - ZIjb,Iob/'ZIibl,Iob”) - O
b'eB
After simplification by A%, we obtain
E (AzoB[Wob’\mib] AEOB[mob”\ij’] - AzOB[wob’\mjb] Ang[mob”\’tib']) =0.
v eB

These are the relations () for zo = u.
Let us prove that the relations (f) are also satisfied when Ay.5 = 0, that is when
B = (u-by,...,u-b,) is not a basis of Sq/Z;. We denote by d1, ..., d, a basis of Z .
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In this case, either B is a family of rank < g —1in S3/Z4 and for any k=1,...,u
and b € Sy_1, we have

Apubgluy)
51(11'1)1) 51(11'1)]6,1) 51(111)) 51(11'bk+1) 51(11'1)#)
du(a-b1) -+ du(u-br—1) Ou(u-b) du(a-bpg1) -+ Ou(u-by)
= ()7

which implies the relations (f). Or u- B is a family of rank p — 1 in Sq/Zy. By
invariance of the relations (E) by permutation of the elements in B, we can assume
that w- by,...,u-b,_1 are linearly independent and that u-b, = ;;—11 Au-b
in Sq/Zq, for some \; € K. Equivalently, > /-, Ayu-b = 0 with A\, = —1. Let
B’ = {b1,...,by—1}. Then by multilinearity and antisymmetry of the determinant,

Ay gl = —ANAu.prpe,

for every b* € Sy, and [ =1,..., u. We deduce that

M [
E Au.B[“'bL\zib] Au.B[“'b”‘mjbl] = E _)\ZAU-B/,mib Au-B[u'bH‘zjbl]
=1 =1

01 (X212 N ibr)
- _Au»B’,wib : ?

0u (32121 Mwiby)

by linearity of the determinant with respect to the column indexed by b”. As we
have u - (27:_11 Ab)) = 0 modulo Z,; and as u is a generic linear form, thus a
non-zero divisor in S/Z, we also have z; (Zl”z_ll Aiby) =0 in S4/Z4. This implies
that the determinant above vanishes. Exchanging the role of ¢ and j, we deduce
the relations ([]) when Ay.5 = 0. O

Proposition 2.12. Let A € Gr”(S%) be an element in the Hilbert scheme of
points in PT. Then for all subset B of u monomials of degree d — 1 = p, for all
K € Nt with |K| = 2 u, for all monomial a € Sq_1, for all b € B and for all
k=0,...,n, we have

(5) Z <A].B[zlbbzka] AJ-B - Z AI_B[zIbb\zkb’] AJ-B[”V b’\sz/ a]) = 0.

(D+(J)=K VeB

Proof. Here also the relations (E) are obtained as the coefficients in u of the relations

(6) Au,B[u-b\xka] Au-B - E Au'B[u-b\a:kb/] Au'B[u-b/\:Eka] =0.
v'eB

Proving (E) is thus equivalent to proving (E) for generic values of u.
Let A =61 A--- A6, € Gr¥(S}) be an element of the Hilbert scheme of y points
in P" associated to the saturated ideal Z C S, and let B = {b1,...,b,} C Sq_1.
We counsider first the case where Ay.p # 0 so that u- B is a basis of Sq/Z4. As
u is generic, we can assume that u is not a zero divisor in S/Z. As before, by a
change of variables which transforms u in zy and after dehomogenization (setting
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xo = 1), we obtain a basis B = (b, ... ’bu) of A= R/I. In this basis, the matrices
of multiplication by the variables x; are given by the matrices

1
My, = — ~ (A, pleobilewt; )1<i,j<p-
zo

We denoted by 61,...,d, elements of S} such that 6; A---Ad, = A. By a linear

combination of the elements d;, we can assume that (d1,...,d,) is the dual basis of
(xob1,...,x0by) in Sq/Zq. Then, for any monomial a € S4_1, we have

0 (zra) §1(zoa)

=]

Ou(rra) Su(woa)
By Lemma E7 for any a € Sq—1 and i =1,..., 4, we have

A plobslegal A, gleobslayal

8i(zoa :Wif, (zra :Wiﬂj
(zoa) Aos (zra) Ao s

which yields the relations (ﬁ) for zg = u, after multiplication by Aio B

Suppose now that Ay.p = 0. If B is of rank < p — 1 in S4/Z4 then for ¢ € Sy,
A, gusle = 0 and the relations (E) are trivially satisfied. If B is of rank y — 1 in
Sa/Zq, we may suppose as above that u-b1,...,u-b,_1 are linearly independent so
that A prue,m = —AjAwprp where u-b, = 347" \ju-b; and A, = —1. Then,
as in the previous proof, we have

I3 I3
E Au.B[u-bi\zkbj] AB[u-bj\zoa] = - E Aj AB[u-bi\zkbj] Au.B’ z0a =0,
Jj=1

j=1
which yields the relations (ff). O

Theorem 2.13. An element A € Gr#(S}) is in the Hilbert scheme of u points in
P" iff it satisfies the relations () and (§).

Proof. From the previous propositions and , if A is in the Hilbert scheme
of 41 points then (ff) and ([]) are satisfied. Conversely, we need to prove that if
equations () and ([]) are satisfied, then A € Gr*(S}) is in the Hilbert scheme of p
points. We also know that relations (f]) and ([]) are equivalent to generic relations
() and (f). Let us prove that we can find a linear form u = wugzo + ... + unx, and
a subset B’ C S4y—1 of p monomials such that B =u- B’ is a basis of Sg/ker A. In
fact, if there are no such u and B’ = (b1, ...,b,) C Sq—1, this means that for all u
and B’
Au-B’ = Z uil"'uiuAIilblvmxwmbu =0.
i1y €0,m]H

Thus for all iy, ...,7, €0,...,n" and all B" = (b1, ...,b,) C Sq—1: A$i1b1~~~$iubu =0.
It implies that Ag = 0 for all subset B C Sy of i monomials, which is impossible
since A € Gr"(S}) # 0. Thus we can find a linear form u = upzo + ... + upx, and
a subset B’ C S4—1 of p monomials such that B = u- B’ is a basis of S/ ker A. By
a linear change of coordinates, we can assume that there exists a subset B’ C Sy_1
of ;x monomials such that B = z¢B’ is a basis of S;/ ker A.

Let I = ker A C Sy and 1 its affinization (the subvector space of R<4 defined
by putting g = 1 in I4). Let 7 : Sq/I4 — (B) be the natural isomorphism of
vector space between Sg/I; and (B). Moreover the affinization is an isomorphism
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between R<q/I; and Sq/I;. Thus R<4/I, is naturally isomorphic to (B). Let
1 be this isomorphism. As in proposition P.11|, we introduce the linear operators
(M;)i=1,....n operating on (B). Relations () and () for u = 2o give us that the
operators (M;);—1,..., commute and that, for every a € N**1 (resp. o € N*) such
that || = d—1 (resp. |a| < d—1),andeveryi=1,...,n, m(x*z;) = M;(7(x* z¢))
(resp. P(x*z;) = M;(1h(x*))).

We define o, an application from R to (B), as follows: Vp € R, o (p) = p(M)(n(xd))
(or p(M)((1))) where x*(M) = MM ..M%. As the operators (M;)i=1,...n com-
mute, p(M) is well defined and J = kero is an ideal of R. Let us prove by
induction on the degree of p that o(p) = ¢ (p) for polynomials p in R<4. In
fact, o(z;x*) = M;(c(z®)) where || = k < d — 1. By induction, we have
o(xi ) = M;(h(x)) = M;(n(z* 22")). From the end of the previous paragraph,
this is equal to ¥ (z* x;).

Then it follows that o is surjective because for all b € B, o(b) = m(b) = b. Thus
we get that R/J is of dimension u = |B|. Moreover, since ¢ and 1 coincide on
R<g, J<a = I;. Let J be the homogenization of J, then J" defines w1 points with
multiplicity and Jg = I (because J<q4 = I4). This proves that if the relations (E)
and (E) are satisfied then A is the dual in degree d of the ideal J C S defining p
points in P™. ([

3. TANGENT SPACE

Our objective in this section is to determine the tangent space at a point Iy of
the variety Hilb”(P") defined by the equations ({) and (f).

To compute the tangent space at a point Iy, we consider an open affine subset of
the Hilbert scheme U} containing Iy. After a change of coordinates (u = zp) we can
assume this open subset is of the form UJ . Using proposition @, we can assume
Iy is in the affine open subset Hff) with B connected to 1. From section , Hfo
is an affine variety whose system of coordinates are the parameters (Za,ﬁ)aea B,3¢B

such that
h,g = 50‘ — Z Za_ﬂzﬁ
BeB
. . AI glzobglbal
is a border basis of Iy for B where (zq,3)acoB,peB = ( OAQ:OB JacoB,gen (the

rest of the coordinates Ap: for B’ not of the form x¢Bl*0ts1b=] can by expressed as
A

X5 JacoBeB)-
Thus we can compute the tangent space of the Hilbert scheme using the previous
system of coordinates. From section .3, the equations of Hilb*(P™) in this system

of coordinates reduce to the commutation relations:

. . [zobglbal
polynomial functions of (

M (z) M (z) — M?(z) M{(z) =0,

where M?(z) is the operator of multiplication by x; in the basis B modulo the affine
ideal Io.

By definition, the tangent space of Hilb*(P") at I is the set of vectors h! =
(h, ) such that line A, (x) = hd,(x)+ehl,(x) intersects Hilb* (P") with multiplicity

> 2, where hy(x) ==Y 5cp hi,ﬁzg'
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Substituting in the commutation relations, we obtain
+e(My, o My + M o My — M, o M) — M oM, )+ O(e?)
= e(My, o My + M) oM, — M, oM) — M) oM,;)+O(e?).
where Mg = M +eM; , M is the operator of multiplication by 2; in A" and
M% is linear in h'. We deduce the linear equations in h' defining the tangent
space of Hilb*(P") at Iy:
(7) Mg oM + M oM, —M; oM} — M oM, =0(1<i<j<n).

Definition 3.1. Let h° := (h2)acop be a border basis for B. We denote by Th,,,
the set of h' = (h})acop with hl € (B), which satisfies the linear equations ([}).

In the following, we will also denote by H® : (B*) — (B*) the linear map such
that for 3 € B, H(x”) = 0 and for a € B, H°(x*) = hY. We also denote by
Np : (BT) — (B) the normal form modulo J°, that is the projection of (B*) on
(B) along (hQ). By construction, p = > g+ Aax® € (BT), HO(p) = > cop Aahl
and we have N° + HY = Id g+,. Similarly, we also denote by H' : (BT) — (B) the
map defined by H!(x?) = 0 if x” € B, H'(x*) = h} if a € dB. By construction,
for all m € B, M}(m)= H'(z;m).

Theorem 3.2. Let Iy € Hff) be an ideal, with the border relations RO .= (hg)aeaB
for the basis B of AY = R/Jy, where Jg = Iy. Then
¢ : Tho — HOInR(jo,R/jo)
h' — ¢(h'):hd Rl
is an isomorphism of K-vector spaces.

Proof. We first prove that ¢(h') is well-defined, ie. if g = 3", uahd = 3 ul,h? €

o oo

Jo with wg,ul, € R, then Y uqhf = > uLhy in R/Jo. In other words, if

>, vahd = 0 in R, then Y. vohl = 0 in aR/O:JO?t By [J], the syzygies of the
border basis elements h® := (h?) are generated by the commutation polynomials:
2z HO(zgm) — 2y H(2ym) + HO (2, N°(2im)) — HO (s N° (z;m)),
for allm € B, 1 < i < i < n. Let us prove that these relations are also satisfied
modulo Jo, if we replace H? by H'. As h' = (k) € Tp,, we have
0 = Mo M;i/ (m) — Mgi/ oM, (m)+ M, o Mgi/ (m) — M;i/ o M} (m)
= N%az;H'(zym)) — N%(xp H (z;m)) + H (2;N°(zym)) — H' (2; N°(z;m))
= x;H'(zym) — H(x; H' (xym))
—xy H (zym) + H(xy H (x;m))
+HY (2;N°(zym)) — H (xy N°(z;m))
= z;H'(zgm) — zp H (zym) + H' (2; N°(zim)) — H (25 N°(2;m)) modulo Jp.
This proves that the generating syzygies are mapped by ¢(h') to 0 in R/J, and

thus the image by ¢(h') of any syzygy of h® is 0, that is, ¢(h') is a well-defined
element of Hompg(Jo, R/Jo).
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Conversely, let us prove that if o € Homg(Jo, R/J0), then h' := (o (h?)) €
Th,- As 1o € Homp(Jo, R/Jo), the syzygies of h® are mapped by 1 to 0. Thus,
forallme B, 1<i<4 <n,

0 = o(z;H(zim) — 2y HO(x;m) + H(2;N°(xym)) — HO (2 NO(z;m)))
= z;HY(zym) —xp HY (x;m) + H (2, N°(zpm)) — HY (i N°(2;m)) modulo J.
As H'(p) € (B) and N°(H'(p)) = H'(p) for all p € (B*), we have

0 = NO%x;H'(xim)) — N(zy H (x;m)) + HY (2; N°(xym)) — H (2 N°(2;m))
= Mo Mj(m)— Mo Mj(m)+ M} o M(m) — M} o M (m),
which proves that h' € Tjo. O

We can notice that the tangent space of the variety Hilb" (P™) locally defined by
the equations (f) is also isomorphic to Homg(Jo/33, R/Jo), which is a well known
result that we can find for example in R7[p. 217].

4. DEFORMATION ON THE HILBERT SCHEME

In this section, we consider again an ideal I° of Hilb*(P"). We assume that the
point 10 is in Uf. and denote by 39 the corresponding affine ideal of R. We assume
B C R, connected to 1, is a basis of the associated affine quotient A° = R/3°. We
denote by f§,..., f2 € R a generating set of J°, which we are going to “deform”.

Let R* = K][[¢]][x] be the ring of polynomials with formal power series in &
as coefficients. We consider a small perturbation of the equations of the form
fe=fl+efi+-- (k=1...m) as elements of R°. Let J° be the ideal generated
by (ff,...,f5) in R°, and the corresponding quotient algebra A = R°/J°.

The primary decomposition of J° in R? is of the form J° = 35 N J% where

e J¢ is the intersection of the primary components of J¢, which intersect the
hyperplane ¢ = 0.

e J¢ _ is the intersection of the primary components of J°, which do not in-
tersect the hyperplane € = 0.

E=0

As illustrated above, the ideal J¢ corresponds to the roots of J° with coordinates
in the quotient field of Puiseux algebraic power series over the algebraic closure
K, denoted by K((¢*)) which have a limit in K" when & tends to 0. Similarly J2_
corresponds to the roots € K((¢*))™ which “go to infinity” when ¢ tends to 0.

More generally, for any ideal J C R®, we define similarly J, (resp. Jo) as the
intersection of the primary components of J, which (resp. do not) intersect the
hyperplane ¢ = 0. Let G = {g(e,x) € R ;g(0,x) = 1}. Tt is a multiplicative subset
of R=. Its elements are of the form g(e,x) =1+ £¢'(e,x) for ¢’ € R°.
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Lemma 4.1. For any ideal J C R¢, G713 =G~ '3, in GT1Re.

Proof. By definition of J_, and by Hilbert Nulstellensatz, each primary component
of Joo contains an element of the form 1+ eg(e,x) € G. Therefore, we have
G 1y=G13,. O

We are interested in characterizing when the zero-set of J% is a flat deformation
of the initial zero-set of J°. That is, from an algebraic point of view, when the
structure of the algebra G~1.A° as K[[¢]]-algebra, gives “in the limit” the K-algebra
A° and when it has the same dimension as A". Notice that, by the previous lemma,
we have G71A® = G71 A = G71R?/J¢, so that G~ A° describes locally the roots
in with K((¢*)) with a finite limit.

We will clarify what it means that the structure of the algebra G~1.4° gives in
the limit A°, by considering border basis representation with respect to a fixed
basis B. The following lemma shows that if we have an analytic perturbation of a
border basis for a basis B, then there is no root which “goes to infinity”.

Lemma 4.2. Let hy, = X% =3 5 p ta,3(€) x” with u, 5(e) € K[[¢]] fora € OB, 3 €
B. Let H® = (hS) C R® be the ideal generated by the hE, for a € OB. Suppose that
hy =X = 5cp U 3(0)x", a0 € OB is a border basis of B for H°. Then H® = HE.

Proof. Let us prove that any element of G of the form 1 + ¢ g(e,x) is invertible
modulo H* in R°. We search an inverse of the form d(e,x) = >_ 5.5 dg x”, where
the d = (dg)gep are considered as variables.

By reduction by the polynomials (h%)acop, we reduce the polynomial (1 +
e g(e,x)) d(e,x) to a linear combinations of the form

Z lg(e,d) xP

BEB

where lg is linear in the variables d = (dg). Moreover, we have Ig(0,d) = dg,
which shows that the system

(8) li(e,d) =1,l3(e,d) =0 for p e B-{1}.

has a unique solution for ¢ = 0. By the Implicit Function Theorem, the system
(B) has a (unique) analytic solution in d, so that there exists d(e,x) € R® such
that (1 +¢eg(e,x)) d(e,x) = 1 modulo He. Therefore any element of G is invertible
modulo H®, HE, = R°® modulo H® and all primary components of H® intersects
e = 0. We deduce that H® = HE. d

Let B is a (monomial) basis of A% = R/3% and (hY).cop a border basis of B
for 3°. Let us call formal border basis, the family of polynomials h%? = hQ +
€Y gepasX’, (0 € OB), where vo,5 are unknowns. We denote by v,(x) =
> seB Vo, x” so that h5¥ = hO + e v,(x).

From the formal border basis, we can write formal multiplication matrices M;’j,
whose entries are polynomials in the variables v.

As {fD,..., 0} and {hQ},cop generate the same ideal J° of R, for suitable
polynomials pg)j € R, we have hY = Zj ngfJQ. The perturbation relations f7
define a lifting of the border relations, namely for every o € 0B,

ho =Y 00 fs =D 0 () hefi ) =R ey pl il 4
J J j
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Let H® = (hS)acon C R be the “lifted” ideal generated by A for o € dB. We
are going to construct deformed analytic border relations which define locally the
same ideal as the lifted border relations.

Proposition 4.3. Let B be a basis of A° = R/3° and (h®)acop a border basis of
30 with respect to B. Then, B is a generating set as K[[ |]-module of the quotient
R®/35. Moreover, there exists a rewriting family h® = (hE)acop C I for B of
the form he, = h9 + €2 pep Ua,a(E ) x” with ua p(e) € K[[e]] analytic in 5.

Proof. We are going to make the obvious reduction of the polynomial BZ (as poly-
nomial in the x’s), with respect to the formal border basis he;. In this reduction, we
start with the monomials the further to the boundary 0B and iterate the reduction
by hE, until all monomials of the reduced polynomial are in B.

We have that

FiE —he? = —cwg(x’ +Ezpajfl

Notice that —ev,(x%) = —¢ ZﬁeB Va3 X" has its support in B and will not be
reduced by the border relations {h¥ }ocop. Through this reduction, the monomials
of the support of }, P2 ;f} + -+ which are not in B are replaced recursively by
sum of terms which coefficients are polynomial of the same degree in € and v. At
the end of the reduction, we obtain a polynomial with support in B. Hence when
the reduction is finished, for every «, we have:

ﬁg-hi;”*—sva z:QoéasvxhE +52Ra55v B
a’€0B BeB

where Qoo and R, g are polynomial functions, with terms of the same degree in
€ and v. This can be rewritten as

he, = Z (locar + Qa,ar(6,v,X)) h“’—l—az 0.p(8,0) — v, 5) xP
a’€dB peB
where 14— is 1 iff @ = o/ and 0 otherwise.

Let Q(e,v,x) be the matrix of Q, ..(¢,v,x) for a,a’ € 9B. Each coefficient
Qa0 (g,v,x), obtained by reduction of & Zj pg‘_’jfjl +- -+ by the formal border basis
he®, is divisible by €. Hence, we have det(Id + Q(g,v,x)) = 1 + € D(e, v, x) for
some suitable polynomial D(g, v, x).

Moreover, by the Implicit Function Theorem, there is an analytic solution u, to
the equation in v:

(9) Ya8(e,v) :=va3 — Raple,v) =0,a € 0B,0 € B.
That is, there exist un g € K[[g]], analytic in ¢, such that calling hS = hO +
€2 pep Ua 5%7, (o € OB) reduce hS, to 0.

Let H® = (hg)acs C R°. By Lemma (3, we have H® = HE.

By construction, H® = (k%) C HE. As det(Id+Q(e,v,x)) € G, we also have
G'H® = G1He. By construction, we also have He C J°. Therefore we deduce
that

G 'H =G 'H° =G "HE Cc G,
which implies that H® = H; C J5. Consequently, as any monomial not in B, can
be reduced modulo H*® to a linear combination of monomials in B with coeflicients
in K[[¢]], B is a generating set of R°/J%, which concludes the proof. O
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Example 4.4. We consider the perturbation

o fi=ua%—cux,

hd f2€ =Y — &,
o [5=ay—ey,
hd féf = y2 — &Y,
o ff=cx—¢&?
o fE=cy—e2.
We have 30 = (I2,Iy,y2) and J¢ = (flsv 7f6€) = (.I,y,&) ’ (.I—S,y—E) = ﬁZ'
The set B = {1,z,y} is a basis of R/3° and the border relations are h2, = 22,
hgy =y, h02 =2 As h22 = f?, hgy =13, hgz = 3, these border relations lift in

. hch —ff:;v2—ax,

o 15, = f§ = wy

® h P=y'—ey.
After Teductwn by the formal border relations and resolution of the corresponding
(linear) system (), we have he, = hx2’ h, = h‘;y, hee = hs

We check that the multiplication opemtors by x and y commute, so that the

polynomials h., %, hE2 are border relations for B. This implies that R¢/H® is a
free K[[e]]-module with basis B. In this ezample, we have H® C J¢ but H® = J°.

Notice that there is not a unique way to construct the relations {h&},cop and

that these relations are not necessarily border relations as it is illustrated in the
next example. This is the case iff the commutation relations () are satisfied.

Example 4.5. We consider the same deformation as in example , but we rewrite
2= [0+ S — £ and y? = [+ 9 — f9 which lift in hi, = ff + f5 — f5 and

7@2 = fi+ f5— f5. The other relation hgy is lift as in the previous example. After
reduction by the formal border relations and resolution of the corresponding (linear)
system, we obtain the following rewriting relations:

o hi, = = 2 —sy,

) hs =y —

. hzg =y —ex.
We easily check that the matriz of multiplication M,, M, are not commuting, since
M, o M, (z) = e*y and My o M,(z) = &?x. The polynomzals hi2, hiy, hee are not a
border basis for B.

As above, we can reduce the polynomials f7 by the formal border basis h:" in
order to obtain the relations

(10) £=3 pis(0)x’ + (h).

BeB

Theorem 4.6. Let B be a monomial basis connected to 1 of A = R/3% where
= (f2). Let (h2)acop be the border basis of (3°) for B. Let fi € K[x,¢] be a
deformation of f2. We denote by $o. (e, v) (o € B, 3 € B) the polynomials (),
obtained by lifting h and reduction. Then A = R°/3 is a flat K[[€]]-module with
basis B iff
o the coefficients of the commutation expression with the formal matrices:
M;’ioM;’j —M;’j oMy, 1<i<j<n,and
e the polynomials p; 5(v), B € Byi=1,...,k in (Ld),
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are reduced to 0 by the relations Yo (¢, v) in the local ring Kle, v} v).

Proof. Let us call v € K[[e]] the unique solution to the equations (§), and the
corresponding {h% }ocop. The formal commutation relations and the polynomials
pi.p(v) reduce to 0 by the relations (f]) in the local ring Kle, v](c,v) iff the ma-
trices M} (that is, the formal ones making the substitution v — u) verify the
commutation identities in the ring K][[¢]][x] and ff € H=.

If the relations (E) are satisfied, we have J¢ C H®. By proposition @, we know
that H® C J%. This shows that 3° C ‘H® C J¢ and that H = T¢.

We have to prove that the set of monomials B is a basis of A = R°/J¢ as
K|[[¢]]-module, which is equivalent to prove that

Aq @k K((e) = K(()) X/

is a K((g))-algebra having as basis the monomial set B. As the multiplication
matrices My* w.r.t. B in this K((¢))-algebra commute, by [0, BF, B is a basis of
K((¢))[x]/35. Thus B is free in AS = K[[¢]][x]/JS. By proposition [t.d, B is also a
generating set of A as K[[e]]-module. Thus B is a basis of this quotient algebra:
A: is a flat K[[e]]-module with basis B.

Conversely if AZ = R®/7% is a flat K[[¢]]-module of basis B, for any monomial
x® in OB, there exist uq,g € K[[¢]] such that

x* — Z Ua,3x° =0 modulo J%.
B€oB

This defines the border relations H® = (hS,) of 3 for B which correspond to the
unique solution u of relations (E) Moreover as J° C J; = H®, the polynomials
f£ € 3¢ reduce to 0 modulo H=, so that p; g(u) = 0. O

Remark 4.7. Both constraints (ﬂ) and (@) are necessary:

e In the example , the commutation relations (ﬂ) are satisfied but not the
relations (@) The polynomials f35, fS, f§ do not reduce to 0 by the border
basis (h%z, hs,,

hes).
e [n the example @, the matrices My, My are not commuting.

These examples correspond to deformations J° of J°, which are not flat.

This reduction steps can be interpreted as an equality test to 0 in the ring
Kle, v](¢,0)/(Xa,p). In this local ring one can solve the membership problem using
Mora’s NORMALFORM algorithm [[[g]. Indeed, notice also that the equations $q g's
are a standard basis for any local term ordering degree-anticompatible, since their
initial are linear and they are linearly independent.

If instead of a parameter ¢ for the deformation, we consider a deformations
depending on a family of parameters ¢ = (e1,...,65). The same construction
applies and yields relations of the form

Ea,ﬁ(é; 'U) = Va,3 — Ra,ﬁ(éa 'U)

with Ry g(g,v) € K[x,g] for a € OB, § € B. The condition to have a flat deforma-
tion is that the relations (fl) and ([L0) reduces to 0, by $4 s(g, v). Performing this
reduction yields polynomials in v with coeflicients in €. The variety in the param-
eter space defined by the vanishing of these coeflicients is the set above which the
deformation is flat.
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5. PATH FOLLOWING ON Hilb"(P")

In this section, we assume we have an analytic flat deformation f5,..., f;, of
3% In other words, J° stays on Hilb*(P"). The objective is to describe a Newton-
type method which follow this path. This problem can be connected to homotopy
methods based on the extension to multivariate systems, of Weierstrass method as
described in [@] For this purpose, we are going to express the tangent vector to
the path in Hilb"(P™) with respect to the first terms of the deformation of ff and
the reduction by the border basis at J°.

Consider the reduction of fj,..., f5, by hf, which yields the following equality:

RAefi+0E) = > giahi= D Qabb+e( Y] ahahd+a hl)+0(E).
acdB acdB acdB
Taking (g9 )a such that f = > o5 q) b2, we deduce the relations
(11) NOGY - 30 NO(gf by =0,
acdB

where N? is the normal form modulo (hQ) (ie. the projection on (B) along (hY)).

The equations (f]) and ([d) are linear in h' = (hé.)acos,pen. We show now
that they uniquely define the tangent vector to the deformation path at J°.
Theorem 5.1. Suppose that A° = R/3° admits B connected to 1 as a basis. Let
1O, fY be generators of 3° and let fi = f2 +efi+ -+ (k=1...m) define a
flat deformation A° = R°/3° of A°, where 3° := (ff). Then the border relations
of A° are of the form hS = hQ + ehl > peB h(ll_ﬂgﬁ + O(e?) where h® = (hY) is
the border basis of A° for B, hl = ZQGB h}lﬁ x? and h* = (h(llﬁ)aeaB,BeB is the
unique solution of the linear equations /ﬂ’) and .

Proof. By proposition @, there exists a border basis h® = (hg) for B analytic in
e, and such that (ff) C (h%). Then as described above, the linear terms hl of

he, = h + ehl + - - satisfy the linear equations () and ([1)).
To prove the uniqueness of a solution of ([J) and ([L1]), we decompose hl =

Zk pg,kflg' As flg = ZaeaB qg,ahg, we deduce that
) (Zpi/,kq;?,a - 1af_a> W =0
a€OB k

where 1, = 1 iff a = o/ and 0 otherwise. As h' € T}, it implies that
> <Zp2/,kq2,a - 1a/—a> hL =0 inR/J,.
a€dB k

This proves in particular that N (EaeaB >onpl Lah ah}l) = hl,. Therefore, we
deduce by linear combination of equations ([L]) that for all o’ € 9B,

N (Zpg,,kﬁz) o (z ng/,qu,ahg
k

k acdB
— NORL) = .
Consequently, the linear systems formed by the equation (ff) and (L)) has a unique
solution hl, = N° (Zk pg/ykf,i), for o € OB. O

[e3
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This leads to the following predictor-corrector procedure for following a path
fés - ft € RJt] such that J* := (f') = (f¢,..., fL) stays on Hilb*(P™). The
predictor step, which move in the tangent direction, is as follows:

e Compute the border basis h” of £ for a set B connected to 1 and let N°
be the projection on (B) along J';

e Compute f} := %fg' (to),i=1,...,k;

e Take variables h' = (A}, 3)acop sep and define the formal polynomials
hi(x) == Y gep hl 3x? for a € 9B and N' : (B*) — (B) such that
N1(x%) = hl(x) for a € 9B and N'(x”) =0 for 3 € B.

e Compute the linear equations in h':

NO(fi) = D2 NO(aRahe) =0,
a€dB

obtained by reduction with respect to the border basis h?;
e For each 3 € B,1 <i < j < n, compute the linear equations in h!

N (2 N(2; x7)) + NO(2; N (2;x7)) = N'(2; N%(2; x%)) + N°(2; N'(2:x%)) = 0

e Solve all these linear equations in h' and replace h® by ho := h® + sh!
where s is the step size from ¢y to t7.

The corrector step, which projects back onto the variety HZ | is as follows:

xo?

e Compute the projection operator N° : (B*) — (B) associated to the
rewriting family h® such that N°(x%) = —h,(x) for a € 9B and N°(x”) =
x” for 3 € B.

e Take variables h! = (hiﬁ)ae@B)ﬁe p and define the formal polynomials
h(x) == Y gep hbzx” for a € 9B and N' : (B*) — (B) such that
N1(x*) = hl(x) for « € B and N'(x?) =0 for 8 € B.

e For each 8 € B,1 <i < j < n, compute the linear equations in h'

N'(z; NO(z; x7)) + NO(z; N'(z; x”)) — N' (2; N°(; x°)) + N°(2; N (; x7))
= —N(z; N(z;x")) + N(z; N(z; x"))

e Solve this system in h', replace h° by hO := h? + h! and iterate this loop
until the norm of h' is small enough.

The corrector step consists simply in applying Newton iteration on the equations
(EI) and in iterating the correction until the error is small enough.
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