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THE HILBERT SCHEME OF POINTS AND ITS LINK
WITH BORDER BASIS

M.E. ALONSO™), J. BRACHAT, AND B. MOURRAIN

ABSTRACT. This paper examines the effective representation of the punc-
tual Hilbert scheme. We give new equations, which are simpler than
Bayer and larrobino-Kanev equations. These new Pliicker-like equations
define the Hilbert scheme as a subscheme of a single Grassmannian and
are of degree two in the Pliicker coordinates. This explicit complete set
of defining equations for Hilb*(P") are deduced from the commutation
relations characterising border bases and from generating equations. We
also prove that the punctual Hilbert functor Hilbk, can be represented
by the scheme Hilb*(P") defined by these relations and the well-known
Pliicker relations on the Grassmanian. A new description of the tan-
gent space at a point of the Hilbert scheme, seen as a subvariety of the
Grassmannian, is also given in terms of projections with respect to the
underlying border basis.

1. INTRODUCTION

A natural question when studying systems of polynomial equations is how
to characterize the family of ideals which defines a fixed number p of points
counted with multiplicities. It is motivated by practical issues related to the
solution of polynomial systems, given with approximate coefficients. Un-
derstanding the allowed deformations of a zero-dimensional algebra, which
keep the number of solutions constant, is an actual challenge, in the quest
for efficient and stable numerical polynomial solvers. From a theoretical
point of view, this question is related to the study of the Hilbert Scheme of
1 points, which is an active area of investigation in Algebraic Geometry.

The notion of Hilbert Scheme was introduced by [[]: it is defined as a
scheme representing a contravariant functor from the category of schemes
to the one of sets. This functor associates to any scheme S the set of flat
families y C P" x S of closed subschemes of P" parametrized by .S, whose
fibers have Hilbert polynomial .

Many works were developed to analyze its geometric properties (see eg.
7)), which are still not completely understood. Among them, it is known
to be reducible for n > 2 [If], but the components are not known for u > 8
[Bl- Its connectivity firstly proved by Hartshorne (1965), is studied in [2J]
with a more constructive approach.

() Partially supported by, Spanish MEC Sab-PR2007-0133, and MTM2008-00272, and
by CCG07-UCM-2160.
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Though the Hilbert functor Hilbk, is known to be representable [BF], its
effective representation is under investigation. Using the persistence theorem
of [, a global explicit description of the Hilbert scheme as a subscheme of
a product of two Grassmannians is given in [[§], and in [[I]] for a multi-
graded extension. Equations defining Hilb#(P") in a single Grassmannian
are also given in [[§]. These equations, obtained from rank conditions in
the vector space of polynomials in successive “degrees”, have a high degree
in the Pliicker coordinnates, namely the number of monomials of degree u
in n + 1 variables minus pu.

In ], a different set of equations of degree n in the Pliicker coordinates is
proposed. It is conjectured that these equations define the Hilbert scheme,
which is proved in [[l]]. Nevertheless, these equations are not optimal, as
noticed in an example in dimension 3 in [LI][p. 756]: they are of degree
3 whereas the corresponding Hilbert scheme can be defined in this case by
quadratic equations.

The problem of representation is also studied through subfunctor con-
structions and open covering of charts of the Hilbert scheme. Covering
charts corresponding to subsets of ideals with a fixed initial ideal for a given
term ordering are analysed in several works, starting with [f], and including
more recent one like [[[§]. These open subsets can be embedded into affine
open subsets of the Hilbert scheme, corresponding to ideals associated to
quotient algebras with a given monomial basis. Explicit equations of these
affine varieties are developped in [I{] for the planar case, [, [[[4], using
syzygies or in |

In this paper, we concentrate on the Hilbert scheme of y points in the
projective space Pg and on its effective representation. We give new equa-
tions for the punctual Hilbert scheme, which are simpler than Bayer and
Tarrobino-Kanev equations. They are quadratic in the Pliicker coordinnates,
and define the Hilbert scheme as a subscheme of a single Grassmannian.
We give a new proof that Hilbert functor can be represented by this scheme
Hilb#(P™) given by this explicit quadratic equations. Reformulating a re-
sult in [R(], we recall how the open chart corresponding to quotient algebras
with fixed (monomial) basis connected to 1 can simply be defined by the
commutation relations characterising border basis (see also [Rd], [[L§]). We
show how these commutation relations can be further exploited to provide
an explicit complete set of defining equations for Hilb#(P™) as a projective
variety. Following a dual point of view, this approach yields new Pliicker-like
equations of degree two in the coordinates on the Grassmannian, which are
explicit and of smaller degree than those in [fl], [[[(5]. We show moreover that
the scheme Hilb*(IP™) defined by these relations and the Pliicker relations on
the Grassmanian represents the punctual Hilbert functor Hilbh,. It has a
natural structure of projective variety, as a subvariety of the Grassmannian.
Finally, we give a new description of the tangent space to this variety in
terms of projections with respect to the underlying border basis.
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After setting our notations, we analyse in section 2 the Hilbert functor,
starting with a local description based on commutation relations, followed
by and subfunctor constructions. In Section 3, we describe the new qua-
dratic equations in the Pliicker coordinnates, related them with the commu-
tation and generating relation for border basis, prove that they characterise
completely elements of the punctual Hilbert scheme and deduce an explicit
representation of the Hilbert functor. Finally in Section 4, we show how the
tangent space to the Hilbert scheme at a given point can be defined in terms
border basis computation. Standard results on functors and on genericity
are collected in an appendix for the seek of self-contain.

1.1. Notations. Let K be an algebraically closed field of characteristic 0
and R = K[zy,...,z,] = K[x] be the set of polynomials in the variables
Z1,....,x, and coefficients in K. We also denote by S = K[zg,...,x,] =
K[x] the polynomial ring in xg,...,x, for a new variable xy ”of homog-
enization”. For any a € N (resp. N7), let x* = 2§°--- 22" (resp.
x® = z{'---2%). The canonical basis of N"*1 is denoted by (€i)i=0,....n, SO
that x®T¢ = x%x; (« € N**1 i =0,...,n). For a = (ag,...,q,) € N*FL
we denote by a = (g, ...,q,) € N

For a given set B = {x*,...,x*P} of monomials in zy,...,x,, we will
identify B with its set of exponents {ay,...,ap}. For a set of exponents £ =
{aq,...,ap} € N"*1 we denote by x” the corresponding set of monomials
with exponents in E: {x*!,... x*P}.

For B C N, we say that B is connected to 1 if 0 € B (i.e 1 € x?) and
for all B € B\ {0}, there exist ' € B and i € 1...n such that 8 = ' +¢;
(ie x? = x7 x;).

Given an ideal I of S, we denote by I; the vector space of homogeneous
polynomials of degree d that belong to I. We also denote s; the dimension
of the vector space Sy of polynomials € S of degree d.

For B C N, we denote by BT = e;+BU- - -Ue,,+BUB and 9B = BT —B.

A rewriting family associated to a set B C R of monomials is a set of
polynomials of the form (hy)acop with:

ha(x) = x* — Z 205 X"
BeB
with 2z, 3 € K for all « € 0B, € B. We call it a border basis of B if
moreover B is a basis of A= R/(hq(x)).

If B= (B1,...,5m) is a sequence of elements of N” and 5 € N*, Bl ig
the sequence (f1,...,08i-1, B, Bi+1,---,Bm) obtained from B, by replacing
B; by B. Finally we denote by (B) the vector space generated by B.

We study the set of K-algebras A generated by z1,...,x,, that admit
B as a monomial basis. For any a € A, we consider the operator M, of
multiplication by a in A:

M, : A=A
b— ab



4 M.E. ALONSO( | J. BRACHAT, AND B. MOURRAIN

As A is a commutative algebra, the multiplication operators by the variables
x; commute. Thus for any p € R, we can define the operator p(My,, ..., M,,)
obtained by substitution of the variable z; by M, (i =1,...,n).

We define J(A) := {p € R;p(My,,....,M,,) = 0} and call it the ideal
associated to A.

The “dehomogenization by xg” is the application from S to R that maps
a polynomial p € S to p(1,z1,...,z,) € R. For any subset I C S, we denote
I its image by the dehomogenization.

)

Let A be a ring and I an ideal of A[xy,...,x,], we will say that a poly-
nomial P is not a zero divisor of [ if [ : P = 1.

2. HILBERT FUNCTOR REPRESENTATION

In this section we give a new proof of the existence of the Hilbert scheme
Hilb#(P™) using border basis relations. We will focus on open subfunctors of
the Hilbert functor Hilbf, that are represented by affine schemes and consist
of a covering of Hilb#(P™). We will use border bases and commutation
relations to define these open affine subschemes of Hilb#(P™).

2.1. Border basis representation. Let A be a local noehterian ring with
maximal ideal m and residue field k := A/m. Suppose that A is a quotient
algebra of A[zy,...,xy,] that is a free A-module. Assume that A has a
monomial basis B of size u, connected to 1. Then for any a € 0B, the
monomial X% is a linear combination in A of the monomials of B: For
any o € 0B, there exists z,3 € K (f € B) such that hZ(x) = x* —
> BB o x? =0in A. The equations hZ(x) will be called, hereafter, the
border relations of A in B.

Given these border relations, we define a projection N% : (B*) — (B™)
by:

e N?(x%)=x%if B € B,
o N*(x%) =x% — h(X) = D gep 20,8 x% if a € OB.

This construction is extended by linearity to (B™).

Similarly, the tables of multiplication M2 : (B) — (B) are constructed
using M7 (x?) = N%(z;x”) for B € B. Notice that the coefficients of the
matrix of M7 in the basis B are linear in the coefficients z.

More generally, a monomial m can be reduced modulo the polynomials
(hZ(x))acop to a linear combination of monomials in B, as follows: decom-
pose m = x;; -+~ x; and compute N?(m) = M7 o---o MZ(1). We easily
check that m — N?%(m) € (hZ(X))acoB-

Given a free quotient algebra of A[z1,...,x,| with basis B connected to 1
of size pu, we have seen that there exist coefficients (24 3 € K)acan,gep which
describe completely an ideal defining p points with multiplicity. Conversely,
we are interested in characterizing the coefficients z := (24,8)acoB,scB such



THE HILBERT SCHEME OF POINTS AND ITS LINK WITH BORDER BASIS 5

that the polynomials (hZ%(x))acp are the border relations of some quotient
algebra A% in the basis B.
The following result [R(], also used in [23, [l for special cases of base B

and adapted to local rings, answers the question:

Theorem 2.1. Let B be a set of u monomials connected to 1. The poly-
nomials h%(x) are the border relations of some free quotient algebra A* of

Alzy, ...,z of basis B iff

(1) Mz oMy — Mg oMy =0 for 1<i<j<n
Proof. See [R(]. O

In the next propositions, we consider z = (z4,8)acoB gep as variables.
Then, note that the relations ([J) induce polynomial equations of degree < 2
in z that we will denote:

(2) My (2) o My, (2) — My, (2)o My, (2) =0 for 1<i<j<m.
Proposition 2.2. Let B C Alxy,...,z,] be a set of p monomials connected
to 1. Let N be the size of OB, then

{I C Alz1,...,z0] | A= R/L is free with basis B}

is a variety of KMN in the variables z € A%XN defined by Hp = {z €
KN My, (2) 0 My, (2) — My, (2) 0 My, (2) = 0,1 <i < j <n}. We call it
the variety of free quotient algebras with basis B.

These varieties depending on monomial sets B are used in [[[4] to define
the global punctual Hilbert scheme, via a glueing construction.
Hereafter, we will give a direct and explicite construction of the Hilbert
scheme, based on these relations.

Example 2.3. To illustrate the construction, we consider the very simple
case where B = (1,x) connected to 1 in K[z,y]. Then we have OB =
(y,xy,z%) and the formal border relations are:

fy = y—za+zaa
fa:y = XY — Zgy1 t Zaya T
fr2 = 2% — Zg2 1+ 252 4 T

where 2y 1, 2y xy Zay,15 Zoy,c, 222,15 202 ¢ are the 6 variables of the border rela-
tions. The multiplication matrices are:

0 2,24 Zyl  Zeul
M, = 1 ’ , My, = Y Y .
Z1'27x Zy7x Zmyﬂ?
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The equations of $Hp are then given by M, M, — M, M, = 0. This yields
the following equations of degree 2 in the 6 variables (zq.):

Zeyl — 2221 Zyx = 0,

Rrye — Ayl — Fya Ra2a = 0,

Rp21 Ayl + g2 ¢ Rxy,l — Rry,x Fx21 — 0,

2221 Zyx — Zay,1 = 0
defining the ideal generated by the two polynomials zpy1 — 242 1 2y.zs Zayz —
Zy1 — Zyz %2 o, Which define a (parameterized) variety of dimension 4.

2.2. The Hilbert functor. Let y € N and [ be and ideal of S. The Hilbert
function of I associates to k € N the dimension of Sy /I;. It coincides with
a polynomial called the Hilbert polynomial of I, for k large enough.

We consider the category C of noetherian schemes over K. Let P™ be the
projective scheme Proj(S). Let A be a commutative ring and p be a prime
of A. We will denote by A, the localization of A by p. Let m,, be its maximal
ideal. We will denote by k(p) the residue field A,/A,m,,.

Definition 2.4. Let I be a graded ideal of S. I is said to be saturated if for
all integers k and d such that k < d, 1 : Sy = Ig_.

Definition 2.5. Let X and Y be schemes and f : X — Y be a morphism
of schemes. X 1is said to be flat over Y if Ox is f-flat overY i.e for every
v € X, Oxy is a Oy, f() flat module (see M2 /Chap.II1, p.254]).

Definition 2.6. The Hilbert functor of P™ relative to p denoted Hilb, is
the contravariant functor from the category C to the category of Sets which
maps an object X of C to the set of flat families Z C X x P™ of closed
subschemes of P™ parametrized by X with fibers having Hilbert polynomial
(flat families Z C X x P™ means that Z is flat over X ).

Example 2.7. If X = Spec(A), where A is a noetherian K-algebra, Hilb,, (X)
is given by the set of saturated homogeneous ideals I of A[zg,...,z,] such
that Proj(A[zo,...,z,]/I) is flat over Spec(A) and for every prime ideal

p C A, the Hilbert polynomial of the k(p)-graded algebra (A[xq, ..., x,]/I)®4a
k(p) is equal to p where k(p) is the residue field A,/pA,.

Definition 2.8. Let A be a noetherian K-algebra. Let p € Spec(A) be a
prime of A with residue field k(p) := A,/pAp. Let I be a homogeneous ideal
of Alzxg,...,x,]. Consider the following exact sequence:

0——=1——=Alxg,...,zy] —= Alzg, ..., x,]/] —=0
Tensoring by k(p) we get the exact sequence
I @ k(p) —= k(p)[zo, ..., on] — Alxo, ..., zn]/I @ k(p) —=0

Then, we will denote by I(p) the homogeneous ideal of k(p)|xo, ..., x| which
consists of the image of I ® k(p) in k(p)|xo,...,z,]. Thus we have

Alzo, ..., zn]/I @ k(p) ~ k(p)[xo, ..., 2s]/1(p).
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Remark 2.9. Note that in general I(p) is not isomorphic to I@k(p) because
tensoring by k(p) is not a left exact functor i.e the morphism:

1s surjective but not injective.

In our analysis, we will use the affine setting described in Section P.1.
In order to identify the good affinizations which lead to this setting, we
introduce the following definition and characterization:

Definition 2.10. Given an homogeneous ideal J in Hilbk, (k), one has from
the Nullstellensatz theorem that J has the following primary decomposition:

J:m%

with q; homogeneous mz, p,-primary ideal, for some points P; in the projective
space ]P’%. The set {P;} will be called the set of points defined by J in IP’%.

More generaly, let J be an homogeneous ideal (not necessarily saturated)
of S with Hilbert polynomial equal to the constant p. The set of points
defined by J in IP)% is the set of points defined below by its saturation (denoted
Sat(J)):

Sat(J) = U J: (mg)
in P

Proposition 2.11. Let X = spec(A) be a scheme inC and Z = Proj(A[zo,
oy /1) be an element of Hilbk,, (X). Let u be a linear form in K|z, ..., zy]
and Z,, be the open set associated to u considered as an element of H(Z,07(1))
(see [[A/(0.5.5.2), p.53]). Let 7 be the natural morphism from Z to X. Let
p € Spec(A) be a prime of A and k(p) := A,/pA, its residue field. Then,
m+(0z,)p is a free Ox p-module of rank p if and only if u does not vanish
at any of the points defined by I1(p) = 1(p) Ok(p) k(p) in IP)% (see definition

and -8), with k(p) the algebraic closure of k(p).

Proof. By a change of variables in K[z, ..., z,] we can assume that u = x.
Moreover, without loss of generality, we can assume that A is a local ring
with maximal ideal p.

Let I C Alxy,...,x,] be the affinization of I by xg (set g = 1). One has
that I(p) = I(p) and that

(Alzo, ..., zn]/I) ®a k(p) = k(p)[z0, - ., 20]/I(p)
and

(Alz1, sl /1) @4 k(p) = k(p)lz1, -, 2n] /L(p)-
We also know that Z,, = D (zg) (see [{|[Prop (2.6.3), p.37]) and that
2D (wo) = SPec(Alx1, ..., 2,]/I). Thus m.(Oy |p, (x)) is the sheaf of Ox-
module associated to the A-module Afz1,...,z,]/I on Spec(A). Finally,
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m(Oz,,)p is a free Ox p-module of rank p if and only if Afz1,...,2,]/I is
free of rank pu.

First let us prove that there exists an integer N > 0 such that for all
d > N, the multiplication by zq:

(3) k(D)o - @ala/I()a —= k(p)[zo, -, Zalas1 /1 (Pas

is injective if and only if xy does not vanish at any of the points defined by
I(p) in P%.

As a matter of fact, I(p) defines p points in k(p)[zo, . . ., zy], there exists and
integer N > p such that the dimension of k(p)[xo, ..., zn]a/I(p)q is equal to
p for all degree d > N. One has from [[[§][C.28] that I(p)4s1 : S1 = I(p)g
for all d > N i.e:

Sat(I(p)) = Y I(p)a: Si+ (I(p)a) Vd > N.

1<i<d

with Sat(I(p)) := Ugen I(p) : (Sq) (ie I(p) is saturated in degree greater
than N).

Thus the multiplication by ¢ is injective (and by dimension bijective) for
all d > N if and only if x( is not a zero divisor of the saturation Sat(I(p))
of I(p). By proposition D.4 and definition P.10, this is equivalent to zq does

not vanish at any of the points defined by I(p) = k(p) ® I(p) in P%'

Consider now the following commutative diagram for all d > N:

~

(4) (Alzo, - -+, #nla/Ia) © k(p) k(p)[zo, - . xn]a/1(p)a

j ié

(Alzy, ... znl<a/I<q) ® k(p) e k)1, . s Tnl<a/L(p)<d

(A[xl,...,xn]/l)@)k(p) — k(p)[xlv"'vxn]/l(p)

First, as k(p)[z1,...,x,]/L(p) is a k(p)-algebra of dimension less or equal
to p, one has that

(5) k(p)o1, - tnl<a/I(p)<d —— k(p)[z1, - .., 2] /L(p)

is an isomorphism for all d > N > p (this comes from the fact that the
Hilbert function of k(p)[z1,...,z,]/L(p) is strictly increasing until it is the
constant function equal to the dimension of k(p)[z1,...,z,]/L(p) < w1 ).
Thus, for all d > N, j is surjective.
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Let us prove the equivalence between Alxy,...,z,]/I is a free A-module
of rank p and xg does not vanish at any point defined by I(p) in P%.

First, assume xy does not vanish at any point defined by I(p) in P%.
Thus, the multiplication by xq

(6) kD)o, - @ala/I()a — k(p)[zo, -, Zalas1 /1 (Pas

is a bijection for all d > N i.e the morphism J in diagram (f) is an iso-
morphism. Thus all the morphisms in diagram (}) are isomorphisms for all
d > N > pu. Consequently, using the multiplication (f) from degree d to
d + 1, one has that the natural morphism

(7) (Alz1, ... znl<a/I<q) ® k(p) — (Al21, .-+, Tal<ar1/LI<aqy1) ® k(p)

is an isomorphism for all d > N. By Nakayama Lemma, the natural inclu-
sion:

(8) Alzy, ... 7$n]§d/l§d — Az, ... 790n]§d+1/l§d+1

is an isomorphism and
(9)

A[ml, e ,xn]gd/lgd = A[ml, e ,xn]§d+1/l§d+1 = ...= A[Cﬂl, e ,xn]/l
Finally, A[z1,...,x,]/1 s a flat A-module of finite type such that Afzq,...,z,]/I®
k(p) is of dimension p. Using [R6][lem.7.51, p.55], we deduce that A[z1,. .., x,]/I
is a free A-module of rank pu.

Reciprocally, assume that Alzq,...,z,]/I is a free A-module of rank u.
Then the dimension of A[zq,...,z,]/I ® k(p) is equal to u . Thus all the
morphisms in diagram (f) (in particular §) are isomorphisms for all d > N.
Consequently xg is not a zero divisor of Sat(I(p)) and thus does not vanish

at any point defined by I(p) in ]P’%. O

Example 2.12. Let A = K[s,t]/(st) and I = (s x3+zoz1+tx?) C Alxg, 21].
For each prime ideal p of A, the quotient k(p)[xg,x1]/I is of dimension 2.
Thus, I € Hilb]%l (A). If we take the prime ideal p = (s) of A, then A, =
k(p) = K(t) and the roots of I(p) in K(t) are (1:0),(—t : 1) € PLK(t)).
If we take u = x9 + =1, it does not vanish at the roots of I(p). By a
change of variables, Xg = xg + 1, X1 = x1 and taking Xg = 1, we obtain
I=(s+(1+28) X1+ (1+s+t)X}). Thus

T(Ozx,)p = Ap[X1]/L, = Ap[X1]/ (X1 + (1 +1)X7)

is a free A, module of rank 2 generated by {1, X1}, since (1+1) is invertible
in Ap.

If we take p = (s,t), then k(p) = K and the roots of I(p) are (1:0),(0:
1) € PY(K). By the same change of variables, we obtain

T (Ozx, )p = Ap[Xa]/L, = Ap[Xa] /(s + (1 +25) X1 + (1 + 5 + ) X7)
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which is also a free A, module of rank 2 generated by {1, X1}, since (1+s+t)
is invertible in Ap.

Notice that the localisation is needed: A[X1]/(X1+(14+t)X?) or A[X1]/(s+
(1425) X1 + (14 s +1)X?) are not free A-modules nor of finite type.

Corollary 2.13. Let A be a local ring with maximal ideal m and a noether-
ian K-algebra. Then
Hilb}, (A) =
{Saturated ideal I C Alxo, ..., zy]| Ao, ... ,xn)a/Lq is free of rank p for d > u}.

Proof. First, let I C Alzg,...,z,] be a saturated homogeneous ideal such
that Alxg,...,xn]q/14 is free of rank p for all degree d > p, then I belongs
to Hilbf, (A).

We deduce I(p) defines an affine zero dimensional algebra of multiplicity u
in k(p)[z1,...,2z,]. Thus, using homogenization by xy on I(p) we obtain an
homogeneous ideal in Hilb, (k(p)). Then, by the Gotzmann’s persistence
theorem [[L5][C.17, p.297] we deduce that for all degree d > p the natural
inclusion

ik, wn]<a/L(p)<a — kP)[z1s- - 2] /L(p)

is an isomorphism (by dimension). Thus, the morphism

g (Al an]<a/Lag) @ k(p) — (Alzy, .. 2] /1) @ k(p)
is surjective for all d > . Then, by Nakayama’s Lemma, we get that

A[xh e 7$n]ﬁu/l§p = A[xh e 7xn]§u+1/lgu+1 - = A[I’l, e 71.71]/1
Finally, as xg is not a zero divisor of I, we get that A[z1,...,2n]<q/I<4 =~
Alzg,...,zp)a/1q is a free A-module of rank p for all degree d > p. O

Corollary 2.14. Let A be a local ring with maximal ideal m and a noethrian
K-algebra. Let I C Alzo,...,zs] be a homogeneous ideal in Hilb, (A).
Then I is generated in degree p:

Livk = Alzo, ... znli I
for all k > 0.

Proof. As in the proof of corollary .13, we can assume x is not a zero divisor
of I and does not vanish at any point defined by I(m) (see definitions P.§
and R.I0). Then, from proposition P.11|, Afz1,...x,]/L is a free A-module
of rank u and we get the following diargam:

(A1, ., @n)<a/I<g) © k(p) ~om k(p)[21, -, @n)<a/L(P)<a
£ ) |
(Afwr, . @) /1) @ k(p) —— k(p)[z1,. .., 2] /L(p)

for which we proved in corollary that i, j (and thus 1) are isomor-
phism for all d > u. As k(p)[z1,...,2,])/L(p) is of dimension p, we can find



THE HILBERT SCHEME OF POINTS AND ITS LINK WITH BORDER BASIS 11

a basis B with polynomials of degree less or equal to p — 1 (take for in-
stance B connected to 1). Thus, B is a basis of k(p)[z1,...,zn]<a/L(p)<a ~
(Alz1, ..., 2nl<d/I<q) ® k(p) for all d > p. By Nakayama’s lemma, we de-
duce that B is a basis of the free A-module A[z1,...,z,]<a/I-4 for all
d > p. As the degree of all the polynomials in B is less or equal to
uw—1 < u < d, we can define operators of multiplication by the variables

(7i)1<i<n in Alz1, ..., 2p]<a/l<y for all d > p. Then, using these operators
of multiplication, we can easily prove that I, = Afz1,...,2n)<1.L<, for
all d > p. As xg is not a zero divisor of I, we deduce

Iy =511y
for all d > p. O

Remark 2.15. Let A be a noetherian K-algebra. Let X = Spec(A) and Z
be a closed subscheme of X X P™ and let T C Oxxpr be the sheaf of ideals
that defines Z. Corollary means that if Z belongs to Hilbk, (X), then
the natural map

HY(X x P",Z(d)) ®k Oxxpn(1) — H(X x P", I(d + 1))
18 surjective.

2.3. Open covering of the Hilbert functor. Let Abearing and M is an
A-module. We denote by M the quasi-coherent sheaf of modules associated
to M in Spec(A). We will say that M is locally free on 2 C Spec(A) if for
all p € Q, M), is a free Ap-module. We will say that M is locally free if it is
locally free on Spec(A). Thus, M is locally free if and only if M is locally
free on Spec(A) as a sheaf of modules.

We recall some definitions about functors (see eg. [RH|[Appendix E]):

Definition 2.16. A contravariant functor F from the category C to the
category of Sets is representable if there exists an object Y in C such that
the functor Hom(—,Y) is isomorphic to the functor F. In particular for
every X in C,

F(X)~ Hom(X,Y).

Definition 2.17. A contravariant functor F from the category C to the
category of Sets is called a sheaf if for every scheme X in C, the presheaf of
sets on the topological space associated to X given by:

U— F(U)
is a sheaf. Namely, if for all schemes X in C and for every open covering
{U;} of X, the following is an exact sequences of sets:
0= F(X) = [[Fw) = [[FUiny))
i irj

Notice that by construction, representable functors are sheaves.
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Definition 2.18. Let F' be a contravariant functor from C to the category
of Sets. A subfunctor G of F is said to be an open subfunctor if for every
scheme X in C and for every morphism of functors

Hom(—,X) — F

the fiber product Hom(—, X) xp G (which is a subfunctor of Hom(—, X))
is represented by an open subscheme of X.

A family of open subfunctors {G;} of F' is a covering if for every scheme X in
C, the family of subschemes that represent the subfunctors {Hom(—, X) X
G} is an open covering of X.

Definition 2.19. Let u be a linear form in K|xg,...,x,]. Let H, be the
subfunctor of Hilby, which associates to X in C the set Hy(X) of flat
families Z C X x P™ of closed subschemes of Y parametrized by X with
fibers having Hilbert polynomial u and such that w,(Og,) is locally free sheaf
of rank 1 of X, where 7 is the natural morphism from Z to X and Z, is
the open set associated to u considered as an element of HY(Z,0z(1)) (see

[/0.5.5.2) p.53)).

Proposition 2.20. The family of subfunctors (Hy)yek|z,... 0], CONSists of
an open covering of subfunctors of HilbL, .

Proof. From proposition [A.3, it is enough to consider affine schemes X =
Spec(A) (with A a noetherian K-algebra) and to prove that, given a mor-
phism of functors from Hom(—, X) to Hilb}, (i.e given an element Z €
Hilb},, (X)) the functor

G .= Hom(—,X) XHilbf’;n Hu

restricted to the category of affine noetherian schemes over K is represented
by an open subscheme of X.

Let X’ = Spec(A’) be an affine noetherian scheme over K. Let f be a
morphism of K-algebras from A to A’. Let ¢ be the morphism of schemes
from X’ = Spec(4’) to Spec(A) associated to f. Let Z be an element of
Hilb},, (X) and I be its associated saturated homogeneous ideal of A[xo, ..., zy].
Let Z' be the element of Hilby, (X’) given by (¢ x Idpn)*(Z). Let I’ be
the homogeneous ideal of A'[zg,...,z,] associated to the quotient algebra
(Alzo, ..., zn]/I) @4 A

By a change of variables in K[zy,...,z,], we can assume u = xy. Then,
Zh, = (¢ x Idpn)*(Zs,) is equal to Spec(A'[xy, ..., z,]/I") (where I' denote
the affinization of I’).

Then, we need to prove that for all A" and f, the sheaf of module of Spec(A’)
associated to the A’-module A'[z1,...,x,]/I is locally free of rank p if and
only if the morphism

¢ : Spec(4’) — Spec(A)
factors through an open subscheme €, of Spec(A).
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Let g be a prime of A" and p be its image in Spec(A). From proposition
p.11], Az, ,xn]/l’q is free of rank p if and only if zy does not vanish at
any point defined by I'(q) = I'(q) ®u(g) ¥'(¢) in IP’Zl(iq) (see Definition R-§).
Note that we have:

I'(q) = I(p) @) K'(q)-

Thus, by Proposition [D.J, the points defined by I’(¢) are the same as those

defined by I(p) = I(p) ®(p) k(p) in PZ(T) using the natural field inclusions

k(p) —— K (q)

.

k(p) — K (q)

Thus, z¢ does not vanish at the points defined by I’(q) if and only if

does not vanish at the points defined by I(p). Equivalently: Af[zy,...,z,]/I}
is free of rank p if and only if Ay[zy,...,z,]/L, is free of rank p (with
p = ¢(q)). Thus, A'xq,...,2,]/I is locally free of rank u if and only if
¢ factors through the subset Q,, C Spec(A) on which Alxy,...,z,]/I is
locally free of rank p.

Let p € Spec(A) be a prime of A. Then, using diagram [, one has the
following equivalence:

(i) Alzy,..., 20/l ®a Ap = Aplz1, ..., 2]/ is an A, free module,

(ii) Alz1,...,25]/L®AAp = Aplx1, ..., 4]/ I, is an Ap-module of finite type,
(iii) Aplxy,. .. ’x"]gd/égd = Aplzy,... ,l‘n]gd_’_l/égd_*_l for all d > p,

(iv) there exists an integer d > p such that

Ap[xl, e ,Cﬂn]gd/égd = Ap[xl, e ’xn]sd-‘_l/&ﬁd—l—l.

Thus, the set Q C Spec(A) on which A[zy,...,x,]/1 is locally free is equal
to the subset of Spec(A) on which the morphism of inclusion

i A[.%'l, B 7xn]§ﬂ/l§;t — A[.%'l, B ’mn]ﬁlﬁ'l/lﬁ;ﬁ—l
is surjective. Let M be the cokernel of 7, then € is equal to the subset of
Spec(A) on which M is equal to zero. As M is of finite type (i.e M is a
coherent scheaf of module), 2 is an open subset of Spec(A).
Finally, 2, is an open subset of Q and A'[z1,...,x,]/I" is locally free of
rank p if and only if ¢ factors through the open subscheme associated to
Q.. Consequently, H,, is an open subfunctor of Hilby,,.

Let us prove that (HU)ueK[xo,...,mnh consists of a covering of Hilb%,,. By
definition P.1§, we need to prove that (Q)ucs, consists of a covering of
Spec(A). Let p be a point of Spec(A). Consider the points of PZ(p) defined

by I(p). One can find a linear form u € S; = K[z, ..., x,]|; that does not



14 M.E. ALONSO( | J. BRACHAT, AND B. MOURRAIN

vanish at any of these points. By proposition R.11, p belongs to ,,.
Thus the family (Qu)uek(zo,....wa]; cOnsists of a covering of Spec(A) and the
family of open subfunctors H,, is a covering of Hilbl,,. O

2.4. Representation of the Hilbert functor. We are now going to prove
that the Hilbert functor is representable.

Definition 2.21. Let B be a family of u monomials of degree d in K[z, ..., x,].
Let HE be the subfunctor of Hy, which associates to X in C the set HE (X)
of flat families Z C X xIP™ of closed subschemes of Y parametrized by X with
fibers having Hilbert polynomial v such that W*(OZIO) is a locally free sheaf

of rank p of X with basis B := B/xd considered as elements of H(Z, Oz,,)-

Lemma 2.22. Let d > p be an integer. Let By be the set of families B
of i monomials of degree d in K|xg,...,x,] such that the affinization B is
connected to one in K[xq,...,xz,]. Then, the family of contravariant functors
(Hfo)BeBd consists of open covering of representable subfunctors of Hy,.

Proof. First, let us prove that Hfo is an open subfunctor. By proposition
A3, we can reduce to the case of affine schemes. Let A and A’ be noetherian
K-algebras. Let f be any morphism of K-algebras from A to A’ and ¢ its
corresponding morphism from Spec(4’) to Spec(A).

Let Z be an element of Hilbf, (X) and I be its associated saturated homo-
geneous ideal of A[xo, ..., zy]|. Let Z’ be the element of Hilbf, (X’) given by
(¢ x Idpn)*(Z). Let I' be the homogeneous ideal of A'[xy, ..., z,] associated
to the quotient algebra (A[xg,...,x,]/I) ®4 A’

Then, Z,, = (¢ X Idpn)*(Zs,) is equal to Spec(A’[z1,...,2,]/I") (where I'
denote the affinization of I’). Thus, we need to prove that for all noether-
ian K-algebras A’ and for all morphisms of K-algebras f from A to A’, the
sheaf of modules of Spec(A’) associated to the A’-module A'[z1,...,z,]/I’
is locally free of rank p with basis B if and only if the morphism

¢ : Spec(A’) — Spec(A)

factors through an open subscheme I'p of Spec(A).

From proposition .20, one has that T'p exists and is equal to the open sub-
scheme of €1, associated to the open subset on which the sheaf of module
given by the A-module Alxy,...,z,]/I is locally free of rank p with basis
B. Thus, Hf is an open subfunctor of H,.

To prove that the family (HZ)pep, is a covering, we need to prove that
the family (I's)pep, is a covering of Spec(A). This is a straightforward
consequence of the fact that any zero dimensional k-algebra k[z1,...,x,]/J
(where k is a field and J an ideal of k[x1,...,x,]) has a basis of monomials
connected to one (take for instance the complement of the initial ideal of J
for a monomial ordering).

Finally we need to prove that Hfo is representable. By proposition [A.J,
we can reduce to affine schemes.
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Let A be a noetherian K-algebra and X = Spec(A). Recall that HE (X)
is the set of saturated homogeneous ideals I of Az, ...,z,] such that for
all d > pu (Alzg, ..., xn]/I)q is a flat A module, for every prime ideal p C A,
the Hilbert polynomial of the k(p)-graded algebra (A[zo,...,x,]/I) ®4 k(p)
is equal to u and Ay[zy,...,7,]/1, is a free Ap-module of basis B.

Let F' be the contravariant functor from the category of affine schemes
to the category of Sets which associates to X the set Fp(X) of ideals J of
Alxy,...,zy,] such that Alxy,...,2z,]/J is a free A module of basis B.

Let 1 be the morphism of functors from Hfo to F given by
v :HE (X) — Fp(X)
I — I

The map v is a bijection whose inverse consists of the homogenization. Then
the functors Fp and Hfo are isomorphic.

By proposition R.9, Fp is represented by Spec(K[(za.)acsngesl/R),
where R is the ideal generated by the commutation relations (Eﬁ) Thus
Hfo is representable in the category of affine schemes. By proposition A.3,
Hfo is representable in C. U

Theorem 2.23. The contravariant functor Hilbk, from C to the category
of Sets is representable.

Proof. From lemma and proposition [A1, H,, is a representable func-
tor. More generally, by a change of variables in K[zo,...,z,], H, is a
representable functor for all u € K[z, ..., z,]1.

Thus, from propositions and [A.]], Hilbgn is a representable contravari-
ant functor.

O
Remark 2.24. Note that the K-rational points of Hilb*(P™) are by defini-
tion in bijection with the set of homogeneous saturated ideal I of K[z, . .., xy)

such that the quotient algebra S/I has Hilbert polynomial equal to p.

3. GLOBAL EQUATIONS OF THE HILBERT SCHEME

Let A be K-algebra and a noetherian local ring of maximal ideal m and
residue field k := A/m. Recall that if a ¢ m then a is invertible in A. Let
X := Spec(A) be the affine scheme associated to A and p be an integer.
Let T := Alxg,...,z,] be the polynomial over A in n + 1 variables and
V := Alzy,...,x,] the polynomial ring over A in n variables.

3.1. Gotzmann’s persistence and regularity theorems. Recall that
from corollary .13, Hilbk,, (X) is equal to set of homogeneous ideals I of T
such that T,/1; is a free A-module of rank p for all d > p.

Finally, recall the definition of the Grasmmannian functor (see eg. [25|[Chap.4.3.3,
p.209)):
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Definition 3.1. Let V' be a K-vector space of finite dimension N andn < N
an integer. Let X be a noetherian scheme over K. The n Grassmannian
functor of V' is the contravariant functor from the category C to the category
of Sets which associates to X the set Gri,(X) of locally free sheaves € of
rank n such that € is a quotient of V* ®x Ox on X.

The following theorems come from [f]:

Theorem 3.2 (Persistence theorem). Let d,pu be integers such that d >
w. Let B be any noetherian ring and F = Blxg,...,z,]. Let I be an
homogeneous ideal of F generated by Iy and let M = F/I. If M; is a
flat B-module of rank p for i =d,d+ 1, then M; is so for all i > d.

Theorem 3.3 (Gotzmann’s regularity theorem). Let I be an homogeneous
ideal of S with Hilbert polynomial p. Then I is u reqular:
H(P", I(n—1)) =0

for i >0, where I is the quasi-coherent sheaf associated to I.

For definition of H'(P", —), see [[Z][Chap.IT1, §8].

Using Persistence theorem B.2 and corollary .14, we deduce the following
propositions:

Proposition 3.4. Given an integer d such that d > p, Hilbg, (X) is in
bijection with the subset W of Grgé (X) x Gr’és 1(X) defined by
+
W = {(Td/[d,Td+1/Id+1) S Gr’és(X) X Gr’§§+1(X) ‘ T .1 = Id+1}.

Proposition 3.5 ([[]). Given an integer d such that d > p, Hilbk, (X) is
in bijection with the subset G of Gr’és (X) given by

G=A{T;/1; € Gr‘é; (X) | Tyy1/(T1.14) is a free A-module of rank pi}.
Actually, proposition .4 can be reformulated this way:

Proposition 3.6. Given an integer d such that d > p, Hilbg, (X) is in
bijection with the subset W of Grgé (X) % Grgf; (X) defined by
+1

W = {(Td/fd,Td+1/Id+1) € GI";;(X) X Gr§;+1 (X) | T .1; C Id+1}.
Proof. Thanks to proposition B.4, we only need to prove that if (I, I;41),
with 14.51 C I44+1, belongs to Grg;(X) X Gr‘s‘; 1(X) then 15.51 = Ij41.

+
Consider I4(m) and Iz 1(m) introduced in definition P.§. Then one has

for j = d,d+1. Thus, one has that S1.I4(m) C Iz11(m) and dimgk[xo, ..., z,]/Is(m) =
dimgk[zg, ..., 2xn]/Ig41(m) = p with d > p. Then, by minimal growth of
an ideal in k[zo,...,7,] (see [[§][Cor.C.4, p.291]), we deduce Si.I4(m) =
Ij1(m). Let I(m) (resp. M) be the ideal generated by I;(m) (resp. S1)
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in k[zo,...,2,]. Thus, by the persistence theorem B.9 and minimal growth
5 [Cor.C.4, p.291], we get that

Sat(I(m)) := ] I(m) : (M) = I4(m)

jEN

with I;(m) equal to I(m)+ (Iz(m) : S1)+ (La(m) : S2)+...4+(Lag(m) : Sg—1),
and that I;(m) belongs to Hilb, (k). Then, as I;(m) is saturated, we can
assume by a change of coordinates in K|z, ...,z,] that zy is not a zero
divisor of I;(m). It implies that the multiplication by z(:

*XQ . ]{3[1‘0, . ,mn]/Id(m) — k[.%'o, e ,xn]/fd+1(m)

is injective (and by dimension is an isomorphism).
Thus one has the following diagram:

(Alzo, ..., xn)a/1s) @k = k(p)lxo,...,zn)a/La(m)

l *TQ l *TQ

(Alzo, .- - s Znlat1/Iat1) @ k ——=k®)[zo, .- ., Tn)ar1/Lat1(m)

in which the morphisms of multiplication by xy are isomorphisms. Thus,
as Alzg,...,xy);/1; are free A-module for j = d,d + 1, the morphism of
multiplication by xq:

*T(

Ao, wnla/Ta —=2 Ao, . wnlass /Tass

is an isomorphism.
Then, we proceed by dehomogenization by xy. One has that the natural
inclusion

A[I‘l, - ,xn]gd/ﬁ — A[.%'l, - ,xn]§d+1/£
is an isomorphism. As d > p = rankqA[z1, ..., 2y]<q/14, we can find a basis
Bof Alx1, ..., xn]<a/Iq of polynomials of degree stricly less than d and define
operators of multiplications by the variables (z;)1<i<n in Alz1, ..., 25]<q/14-
Finally, we conclude as in proof of corollary that S Iy = Ig11. O

Remark 3.7. Note that the bijection introduced in proposition [3.4 is the
following:

{(Ig,14:1)|Th. 14 C 1411 and Ty /I is free of rank p for k = d,d + 1} — Hilbk, (X)

(La; Ioyr) = 1Ia
where I_d = (Id) + (Id : Tl) + (Id : Tg) + ...+ (Id : Tdfl).

The same way, the bijection introduced in proposition [3.3 is the following:

(10) {Iq C Ty| Ty/I4 is a free A-module of rank u} — Hilb, (X)

(Iq) — 1q
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Remark 3.8. Note that the previous bijections induce the following com-
mutative diagram:

(11) Hilbl, (X) v W C Grf. (X) x Grh, (X)

d+1
X /
G C Gr‘s‘; (X)

where ¢ and Y are bijections and w is the natural projection on the first
Grassmannian Gr‘é; (X). Thus, we deduce 7 is also a bijection and G s

ezactly the projection of W' on Gr’é; (X).

3.2. Global description. From the previous section, we can consider Hilbf, (X))
as a subset W of the product of the two Grassmannians: Grgé (X) x

Grgé ) (X) or as a subset G of the single Grassmannian: Gr’é; (X) for d > p.
+

In this section we will prove that Hilbl, (X) can actually be considered as an
algebraic subvariety of this product of two Grassmannians or as an algebraic
subvariety of this single Grassmannian. We will get the global equations of
these subvarieties in the Pliicker coordinates and will connect it to the bor-
der basis description of Section B.1]

We consider the well known embedding of Gr’és (X) into the projective space
P(AMT) given as follow: let A := Ty/I; be an element of Grgé (X) and
(€1,...,e,) be any basis of the free A-module A. For any ordered family
(x*, ..., x*) of  monomials of degree d (for some monomial ordering <)
write:

XUN - AXM = Ay a1 A N ey
in A#(Ty/14) which is free of rank 1 and has basis e; A---Aey, with Ay, a,
in A. Finally, let us associate to A € Grgé (X) the point in P(A*T) corre-
sponding to the family (Aq; ..., )ai<...<a, (note that this construction does
not depend on the choice of the basis (eq,...,e,) of A).

The (Aal,___,a#) will be called the Pliicker coordinates. They satisfy the well
known Pliicker relations.

Let A be an element of Gr‘é; (X). Let (1,...,0,) in T be the dual

basis of (e1,...,e,) in the dual space A* = Hom (A, A) which is also a free
A-module of rank u. Then the Pliicker coordinates of A as an element of
P(A*T) are given by:

S1(xP) o Sy (xPm)

ABI?"'?B;L = . .
5M(XB1) 5M(X5u)
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for 52 € NnJrl’ ’/81‘ = d and 51 < e < /Bu-
More generally, consider the following determinant:

o1(p1) -+ 0ilpy)
5u(p1) T 5u(pu)
for (p1,...,pu) any family of polynomials in S; (not necessarily mono-

mials and not necessarily ordered). Using the multilinearity properties
of the determinant and the equality above, it is easy to prove that this
determinant can be written as a linear form in the Pliicker coordinates
(Agy,...8.)18i|=d,pr<-<p,- We will denote it A, or Ap where E =
(p1,-..,pu) is a family of polynomials in 7.
For example, let F' = (x*,...,x%) be a family of g monomials in T, (not
necessarily ordered). Then Ap = €. A, where F' is the family of monomials
associated to F' ordered by the monomial ordering <, and € € {£1} is the
signature of the permutation which transforms F into F' .

From now on, if A € Grgé (X), we will denote by ker(A) the A-submodule

I; of T, such that A = Ty/1,.
We are going to describe the border relations with respect to a basis
B C Sy of A:=1Ty/1; in terms of these Pliicker coordinates.

I

Lemma 3.9. Let A :=T,;/1,; be an element ofGr’és (X). Let B = (by,...,by,)
be a family of polynomials of degree d. Then we have the following relation:

w
Apa— ZAB[b”a] b; =0 in A, for a € Ty
i=1
where B[bila} = (bl, .. .,bi,l,a, bi+1,. .o ,b“).

Proof. The previous relation is a straightforward consequence of basic prop-
erties of determinants. Consider the following matrix

o1(a) 01(b1) -+ d1(bu)

M = :
5u(a) 5u(b1) T 5u(bu)

1 [ |

and develop its determinant along the last row of M. Then one has the
following relation

Ap 0
Iy AB[‘bl\a] _ 0
Agibula det(M)

From this relation, we conclude that Aga —>% | Appjabi=0in A. O
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Theorem 3.10. Let d > u be an integer. Hilbh,, (X) is the projection on
Grgé (X) of the variety of Gr’és (X) x Grgé (X)) defined by the equations
+

(12) Ap A;B/,:vka - Z ABW“] AIB’,:J:kb =0,

beB
for all families B (resp. B') of u (resp. p— 1) monomials of degree d (resp.
d+ 1), all monomial a € Ty and for every k (where B, zra is the family
(b, by, 1, wka)).

Proof. From remark B.§ about the commutative diagram ([L1)), G is equal
to the projection of W onto Grgé (X). Thus it is enough to prove that

W C Grgé (X) x Gr’és ((X) is the subvariety defined by the equations (19).
+

By proposition B.6, W is defined by the single condition: T}.ker A C ker A
Thus we need to prove () is equivalent to T}.ker A C ker A
First of all, let (A, A") be an element of Gr’é; (X) x Grgz+1 (X) satisfying the
equations ([). We need to prove that T} - ker A C ker A", Let B be a basis
of A (so that Ap & m is invertible), and let p be an element of ker A. By
linearity, equations ([[J) imply that A/B’,:vkp =0forall k=1,...,n and all
subset B’ of i — 1 monomials of degree d+ 1 (because A g = 0). Thus, by
lemma B.9, 1 - p belongs to ker A'forallk=1,..,nand S; -ker A C ker A"
Conversely, let (A,A/) satisfy Ti.ker A C ker A’. Thus by proposition
B.G, (A, A,) is in W and corresponds to a homogeneous saturated ideal I
in Hilbl, (X) so that I; = ker A and Iz, = ker A". We are going to prove
that the equations ([[J) are satisfied for (A, A").
This is a straightforward consequence to lemma B.9: for any family (b;) of u
polynomials in T;; and any polynomial a € T, one has the following formula:

alAp = Z Apia bi

in A. As Ty.ker A C ker A, one also has
a X AB = Z AB[bi\a] bz‘ T

in A’ for any 0 < k < n.
Then by linearity, for any family B’ of ;1 — 1 monomials,

Ap AB’,xka = AB’,J:;C Apa — Z ABW“] AB’,ackb
beB
which are precisely equations ([L2).
U
Hereafter, we describe the equations of Hilbh,(X) as a variety of the
single Grassmannian Grgé (X) (i.e the equations of G introduced in propo-

sition B.B)). This is also equal to the projection on Gr’é; (X) of the variety
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defined by the equations ([[J) in Gr’és (X) x Gr’és 1(X ). Let us introduce a
+

generic linear form u = ugxg + - - - + U, T, Where u; are parameters in A.
For any family B = (b1,...,b,) in Sq_1, we define

AuB = det(éi(u . bj)) = Z u(I)AI.B,
Ie{oy"wn}y‘
where A7.p = Amzlbh...,xzubu and (Z) is the element of N"*! such that

u® = ugz, - ~~ug, for all Z € {0,...,n}*. In this context, Z; will also be
denoted Z;, and more generaly 7 for b € B.
For two families of monomials B, B’ C T;_1, we have

AwpAyp = Z u® Z Ar.pA7p.
KeNn+1 |K|=2 Z,J€{0,...,n}*, (T)+(T)=K

Proposition 3.11. Let d > p be an integer A € Gr‘s‘; (X)) be an element of
Hilb}, (X). Then for all families B of p monomials of degree d — 1, for all
K E N+ with || = 2, for all b,b” € B and all 1 <i < j < n, we have

(13

Z Z 7. 51Ty V1wt Aj_Bleb,, bz ;'] _AI_B[xzb,b/\wjb] AJ_B[be,, vjee) = 0.

(T)+(T)=K VB

Proof. Note that the relations ([[J) are obtained (using previous notations)
as the coefficients in u of the relations:

(14) Z (Au Bl [ud/|z;b] A B[ub”\zj-b’] - Au_B[ub’\zj-b] Au_B[ub”\zib’]) - O
b'eB

By proposition [C.1], proving ([[J) is thus equivalent to proving ([[4) for generic
values of u in S1 = K[z, ..., z,)].

Let I be the homogeneous ideal in Hilbj, (X) associated to A € Gr S*( )
Let A" =Ty11/I441. As d > p, we know by propositions @ and B.4 that A
and A’ are free A modules of rank p. Let F := (eq,...,e,) be a basis of A.
Let P, € A[u] be the polynomial in u given by:

Pi(u) := /u-F-

As [ is saturated, one can find v € T} such that v is not a zero divisor of I
and thus Py(v) ¢ m. Thus the polynonial P; in T ® (A/m) = k[zq, ..., x,]
is not equal to zero. Consequently, Al ¢ m for generic values of u in
S1. Let us choose a generic u such that Al . ¢ m. Finally by a change of
variables in K[z, ..., z,], we can assume that u = x.

Then F := (eq,...,e,) and xo - F' := (xge1,...,20e,) are basis of respec-
tively A and A’. Thus, for any family B of ;4 monomials of degree d — 1 one
has:

A:vo-B B A, B
Ap A;OF
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because for any homogeneous polynomial a of degree d the following decom-
position in A:
a = Z Z; €5
i

(z; € A) induces this decomposition in A’ (since zgKerA C kerA’):
Toga = Z Z; X €4
i

For, any family B of y monomials of degree d — 1 and any ¥',b,b” € B, we
have

Ap

_ /

E AmO_B[xOb/‘xib] AmO-B[mb”‘”ﬂ'b/] =X E AxO_B[xOb/‘xib] A;p?.B[x%b”"”O“jb']
vVeB zoF beB 0

But by lemma B.9 we have

/
E i) ij A:vo-B[xOb/‘xib] = .%'j xibAJ;O.B.

b'eB
in A/,
Finally, by linearity we get
Ap ,
b,Z:B Axo-B [t/ |z;b] Axo-B [xgb! |z ;b1 — —AE{BO_F Ax()-B Am%B [z%b”\zizjb]
€

As this expression is symmetric in ¢ and j, we get
Z Au_B[ub’\z,L'b] Au_B[ub”\zjb’] - Z AU~B[Ub,‘I-jb] AU.B[ub”\zib’]a
veB v'eB
which proves the relations ([[4). O

Remark 3.12. Note that if B is a basis of A and u = xzg is not a zero
divisor of I, then B is a basis of the quotient:

A= Alxy,...,z,]/1

and equations ([[4) are equivalent to the commutation relations between the
operators of multiplication by the variable (x;) in the quotient algebra A.

Proposition 3.13. Let d > u be an integer and A € Gr’é; (X) be an element

of Hilb%,, (X). Then for all families B of p monomials of degree d — 1, for
all K € N1 with |KC| = 2, for all monomial a € Sq_y, for all b € B and
forallk=0,...,n, we have

(15)

Z (AI.B[IIbbzka] AJB - Z AI_B[xIbb\xkb/] AJ.B[be’blib/a]> =0.
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Proof. Here also the relations ([[§) are obtained as the coefficients in u of
the relations

(16) Au.B[Ub‘Ika] All'B - Z Au_B[ub\xkb’] Au.B[ub’\ua] =0.
b'eB
By proposition [C.1, proving ([[§) is equivalent to proving ([[f]) for generic
values of u € 57.
Let I be the homogeneous ideal in Hilb},, (X) associated to A € Grgé (X).

Let A" = Tyy1/Ig41. As d > p, we know by propositions B.j and B.g that
A and A’ are free A modules of rank p. Let F := (e1,...,e,) be a basis of
A,
As we did in the proof of proposition B.11], we can assume u = =z and
F = (e1,...,e,) and zo.F := (zge1,...,T0€,) are basis of respectively A
and A’. Then, for any family B of x4 monomials of degree d — 1 one has:

/

Ap Al

Thus for any family B of g monomials of degree d — 1, any monomials a of
degree d — 1 and any k € N:

Ar

.Blzo-blogb’] = 2p b']e
z0-B k A?Bo-F $(2)_]5[900 lzgzob’]
By lemma B.9 we also have:
/
Z AxO_B[xOb’\xoa] Zo b T = Al‘o-B TE G
b'eB
in A
Finally, by linearity we have:

Ap

_ / _

Y AL Bleobie) Dy p ot loa = N DaoBA L, L 2iiagegel = Dagplobierel Do B
VeEB zo 0

O

Remark 3.14. Note that if B is a basis of A and u = xg is not a zero
divisor of I, then B is a basis of the affinization of T'/I:

A= Alxy,...,z,]/1

and equations ([[f) are equivalent to the fact that the decomposition of zxa
on B in A is obtained by computing the decomposition of a on B and
applying to it the operator of multiplication by xj.

Example 3.15. Here is an example of equations that are obtained from
propositions and in the case n =2, S = K[z, y, 2] and p = 2.

We will give the equations given by (E) and (E) in the case uw = x. There
are three families of two monomials of degree p — 1 = 1:

B, = (xay)7BQ = (.%',Z),Bg = (y7 Z)
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Thus,

z- By = (2%,2y),x - By = (2°,22),2 - B3 = (zy, x2).
The variables of multiplications are y and z. Let us focus on the case B =
Bi. By homogeneisation of the equations of example [2.3:

Al‘-Bl My = < A ) Axyva > 9 Ax~Bl Mz - < Al‘y,xz Awy,yz > .

z2,xy 292 x2,x2 2 yz

we obtain a first set of equations of type ([4) given by the commutation
property:

Az 1y Da2 zp — Dy y2DNy2 4y = 0,
w2ayDa2 gy — Dy ezDgy 2 — DayyzAg2 2 =0,
Notice that these equations are not enough to define the Hilbert scheme,

since it is irredicble of dimension 4 but these equations vanish when A2 ., =

0,42 4y = 0,A.2,2 = 0. The second set of equations of type ([L6) in the
case u = x and B = By, is given by the decomposition in x - By of the
monomials va and by the operator of multiplication by v applied to x a with
a=ux,y,z and v =1y, z. For instance, for v =1y and a = z we have:

x? JyAiEQ Yz

and
Aypxz = < ﬁxz’“ ) .

A2 g yz— A2 g My(z2) =0

Then, we write

x
and we get

ye,ry

{ Aﬂ,xyAmyyyz - Aa:2,a:zA 2 =0,

22 zySa2,yz T Pry,wzg2 4y
We do the same for v =z and obtain:

Amz,myAZZ,my - Azy,:czAzy,::z - AmZ,mzAIy,yz =0,
A2 2,2 = Azyazly2 . — Ao 2, =0.

ey T a2 s, xz"x,

If we do the same for a = x,y we do not get any new equations. Con-
sequently, the equations obtained from relations ([4) and (L6) in the case
u=2zx and B = By = (z,y) are:

Ay B2 — Aoy, 2 =0,

Ay B2 = Bayaz, 2 = Dey A2 0 =0,
AmZ,myAIyaIz + AmZ,yZAmz,mz T P2 2222 py T 0,
AIZ,:yAa:y,zz - Aiy,zz - AIZ,IzAwywyz =0,
Ap2 o Ar2 2 = Doy a2, —An Ao, =0.

In the case B = By, we get the equations by permutation of y and z.
Finally, in the case B = Bs, we get:

By Byeios + DyerosBayys — DysrozBya . — A2y AL o =0,
2 —
Ay 2 Byzoz + 85, 0 — Bayyz A5/2,a:z =By 28,2 =0,
Ayz,mzAmy,zz + AIZ’yzAmy,zZ - Amz,yz - Amy,zZAIy,yz =0,
Ay 282 0+ Bay gy 20— Ay yzByz ez — Ay 2085y 2 =0.
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from relation ([4), and

Aoz —Dy2 A2 0 — Dz ez, 20 =0,
By 282 0 T Bayyz0, ;2 =0,
Ayzaz 22 22 + AzZ,mzAmnyZ 0,
A2 e = BayyzB2 o — AL AL 0 =0.

from relation ([L§).
Finally, the equations that are obtained from (14) and ([L6) in the case u = x
are:

( Ayz,myAmz,mz - AIy,yZAmZ,my =0,
Ay2 a:yAmQ,yz - :cy,a:szZme - AIy,yZAT:Z,yZ =0,
A2y Dayaz + A2 2N 0 22,2822 4 =0,
Amz,myAZZ,my - Aiy zz Am2 TzAzy,yz =Y
Ape A2 2 = AgyazDio — A Ao, =0,
Ao Ape = Baz g2, =0,
A2 B2, —BayeDi2 0 —Dzy a2 2 =0,
Amz,mzAIyaIz + Amz,zzAmz Ty AmZ,zyAT:Z zz O’
A2 A2 Aiy@z A2 o Aazyz =0,
Amz,mzAmz,yZ - AIU’IZ z2,zy Amz,myAmz,zy =0,
A2 BDyzae + Byzazlayye = BDyzazlp o — A A2 =0,
A2 Byz ez + Doy yzBayye — Doy gDy — A oA 0 =0,
Ay2,a:zAz2,zy + Ayz,mzAIy’z2 - Ayz,mszz,mz - Az2,_.,:y Ty, yz — 0,
Amy,yZAzz,my + Azy,yzAmy,zz — Day,yzDyz oz — zy,z2 5Ty, yz = 0,
Aiy,m — A 282 — Dy Aa =0,
A;z,yzAIz,IZ +A,, 28, .2=0
\ Aa:y,:cz - AIy’yzAmZ,mz - Amy,zzAmy,mZ =0.

A complete set of equations of HilbI%,g 18 obtained by permutation of x, y
and z in these equations. Notice that such quadratic equations have also
been computed by Grobner basis techniques for HilbI%,g mn [E, p. 3.

Theorem 3.16. Let d > p. An element A € Grgé (X) is in Hilbf, (X) iff
it satisfies the relations () and ([L3).

Proof. First, let us prove that there exists a family B of y monomials of
degree d — 1 and a linear form u such that u - B is a basis of A.

Let I; = ker A C T;. Tensoring by the residue field k, we can reduce
to the case A = k and thus T' = S = k[xg,...,z,]. To prove that there
exists a family B of u monomials of degree d — 1 and a linear form u such
that u- B is a basis of A, it is enough to prove this result for A;, := Sy/Jy
with J equal to the initial ideal of (I;) (for the degree reverse lexicographic
ordering < such that x; > x;11,7=0,...,n —1). From [f]][Thm. 15.20, p.
351], by a generic change of variables, we can assume that J is Borel-fix i.e
if z;2% € J then zj2% € J for all j > 1.

Let us prove now that there exists a family B of y monomials of degree
d — 1 such that xo - B is a basis of Sy/Jy. It is enough to prove J; +
x9 Sq—1 = Sq. Consider J), := (Jg+x0 Sq—1)/x0 Sq—1 as a subvector space of
Sl = S4/x0 Sq-1 (which is isomorphic to k[z1,...,2,]q4). We need to prove
that S, = J). Let L C S4_1 be the following set

L:={x € Sq_1| mox € Jq} = (Jq : x0).

One has the exact sequence

0—>Sd,1/L*i>Sd/Jd S&/Jcll 0.
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Assume that dim(S)/J};) > 0, then dim(L) > sq—1 — p. Thus, as d > p, by
[I[(2.10), p.66], dim(S; - L) > sq — p. As J is Borel-fix, S; - L C Jy. Thus,
dim(Jy) > dim(S; - L) > sq — p. By assumption, this is impossible, thus
J, =S/ we deduce that there exists a family B of ; monomials of degree
d — 1 such that z¢ - B is a basis of Sg/J,.

Let B be a family of y monomials of degree d—1 such that xq- B is a basis
of A =1Ty/1y. Let I; C Voyq = Alx1,...,25]<q be the dehomogenization
of Iy (the free A submodule of rank ;1 of V<4 defined by putting g = 1 in
I;). Let m:Ty/1; — (B) be the natural isomorphism of A modules between
Ty/I; and (B) (the free A-module of basis B). The dehomogenization is
also an isomorphism of A-modules between V<,/I; and T,;/1;. Thus V<q/1,
is naturally isomorphic to (B). Let 9 be this isomorphism, we have the
following commutative diagram:

~

Vea/l, Ta/lq

v

We introduce the linear operators (M;)i=1,.., operating on (B). From
remarks and B.14, relations ([4) and ([If) for u = z give us that the
operators (M;);1,.., commute and that, for every a € N*™! with |a| = d—1
and every i = 1,...,n, m7(x%z;) = M;(7(x* x¢)) (i.e p(x*z;) = M;(¢(x%))).
Note that, by definition in section Notations [, for all & € N"*! such that
|a| = d we have

m(xX) = Y (x").

We define o, an application from V = Afzy,...,z,] to (B), as follows:
¥p € Vo (p) = p(M)(n(zf)) (or p(M)((1))) where x*(M) = ME* - Mg,
As the operators (M;)i=1,..., commute, p(M) is well defined and J = ker o is
an ideal of V. Let us prove by induction on the degree k of p that o(p) = ¥(p)
for polynomials p in V<4. For k =0, o(1) = (1) by definition. From k to
k + 1, we assume that p is a monomial of degree k£ + 1 i.e p is of the form:

p = x;x*

with 4 € 1...n and o € N"*! such that |o| = d and degree of x® is equal
k. Then, o(x; x*) = M;(0(x*)). By induction on k, o(x*) = ¢(x%). Thus,
we have o(x; x*) = M;(¢(x*)) = M;(w(x*)). From the end of the previous
paragraph, this is equal to ¥(z® z;) = ¥ (p).

Then it follows that o is surjective because for all x* € B,o(x*) =
P(x*) = 7(x*) = x* Thus we get that V/J is a free A-module of rank
p = |B|. Moreover, since o and 1 coincide on V<4, J<q = 4. Let J be the
homogenization of J, then by proposition B.§ J belongs to Hilb,, (X) and
Jq = Iy (because J<q4 = Ig).

(]
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Now, using theorem B.16, we can finally give equations for the Hilbert
scheme Hilb#(P").

By definition Hilb#(P") represents the Hilbert functor Hilbf,. We can
reduce to the case of affine schemes X = Spec(A), with A a noetherian
K-algebra. In the following, we will say that an A module M is locally free
of rank r if the quasi coherent sheaf of modules denoted M on X = Spec(A)
is locally free of rank r.

Recall that the Hilbert functor associates to X in the category C of noe-
therian schemes over K, the set Hilb}, (X) of saturated homogeneous ideals
I of Alxy,...,z,] such that (A[zg,...,x,]/I)q is a flat A-module for every
d > p and for every prime p C A,the Hilbert polynomial of the k(p)-graded
algebra (Alzg,...,x,]/I) ®4 k(p) is equal to p.

By [R6][Lem.7.51, p.55] and the bijection ([ld) introduced in subsection
B.1, for d > u, Hilb}, (X) is the set of A-submodules I of Az, ..., zy]a
such that A[xo, ..., z,]q/1q and Alxg, ..., xp)ar1/ L4 are locally free of rank
My where Id+1 = A[I‘Q, e ,.%'n]l.[d.

We can rewrite it as the set of € locally free sheaves of modules of rank p on
X along with g := Kz, ..., z,]a®@xOx — € — 0such that Alxo, ..., 2n)ar1/lar1
is locally free of rank p, where Iz1 = Alxo, ..., z,]1.Ker(g).

Thus, we get a morphism of functors for d > p

® := Hilb}, — Gr‘s‘;
and a morphism of schemes
¢ := Hilb*(P") — Gr*(S)).

Theorem 3.17. The morphism ¢ is a closed immersion whose equations are
([3) and ([H). Equivalently, we have the following commutative diagram:

: Gr(53) = Proj(KIA“S5)/(#))
Proj(K[A*S3]/(#. (13), ([[3)))
where v is the natural closed immersion from Proj(K[A*S3]/(#, ([1J), (L3)))
to Proj(K[A"S3]/(#))-
Proof. Let us prove that Proj(K[A*S%]/(#, ([3), ([7))) represents the Hilbert

functor. Again we can reduce to the case of affine schemes X = Spec(A)
with A a noetherian K algebra.

Hilb* (P

Consider an element (¢, g) of Hilbf, (X) with € locally free sheaf of rank
won X and
g: Klzg,...,xn]lqg ®xk Ox — € — 0.
Let I, be the A submodule of A[zg, ..., an]q such that I; = Ker(g) (thus €
is the quasi coherent sheaf associated to A[zg,...,2zn]q/I4). Let Iz1q be the
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submodule of Az, ..., zy]4r1 equal to Alzg,...,x,]1.14. By By proposition
B4, Alxo,...,zn]ar1/Ias1 is locally free of rank . As we did in the case of
the Grassmannian functor, let s, € €(X) for @ € N” such that |a| = d, be
the image of the monomial z* € Sy by g. For B = (z,...,2%) a family
of ;» monomials of degree d in Sy, we will denote by pp € A*e(X) the global
section Pay,..au = Say N+ A S, (see lemma [B.9).

We already know from theorem [B.] that (pg), for families B of p ordered
monomials of degree d in A[xo,...,zy]qs (for some monomial ordering <),
satisfy the Pliicker relations (#).

For all primes p of A, let (Ip)g = Ig ® Ap and (Ip)g+1 = lit1 @ Ap.
Then, Aplxo, ..., znla/(Ip)q is the fiber of € at p € Spec(A). Thus it a free
Aj,-module of rank p. By definition, Ap[zo,...,znla+1/(Ip)d+1 is also a free
Ap-module of rank f.

One can easily check that the image of the global sections (pg), in the
stalk APe(X), = A, of \VPe(X) at p € Spec(A), are exactly the coordinates
(Ap) of A =T,/(I,)q introduced in subsection B.3. Thus, using one side of
the equivalence of theorem B.16, (pg) satisfy equations ([[3) and ([[§) at any
p € Spec(A). Thus, (pg) satisfies globally equations ([[3) and (1) and we
get a morphism

X — Proj(K[A"S3]/(#, ([3), (18))).

We deduce a morphism of contravariant functors

¥ := Hilbp, — Hom(—, Proj(K[A"S7]/(#, (1), (13)))).

U (X) is injective because, by definition, ®(X) is injective and the following
diagram is commutative:

B(X)

U(X) /

Hom(X, Proj(K[A*S3]/(#, (I3), (I4))))

. 1% 2
Hilbg,, (X) GrS; (X) .

Let us prove now that W(X) is surjective.

Given an element of Hom(X, Proj(K[A*S5]/(#, (3), (L7)))), we get (through
its image in Grgs (X)) an element (e, g) of Hilbh, (X) with € locally free
sheaf of rank p on X and

g: Klxg,...,xn]lqg ®xk Ox — € — 0.

Using the same notations as above, for all primes p € Spec(A), as (pp) sat-
isfy () and ([[5), (Ap) also satisfy ([[J) and ([[5). Using the other side of
the equivalence of theorem B.16, we get that A, [zo, ..., Zn]ar1/(Ip)at1 is lo-
cally free of rank p for all primes p € Spec(A). Thus, A[xo, ..., Zn]av1/Ta41
is locally free of rank p and (e, g) belongs to Hilb, (X).
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Finally U(X) is a bijection and ¥ is an isomorphism of contravariant
functors. We conclude Proj(K[A*S3]/(#, (), ([4))) represents the Hilbert
functor. 0

4. TANGENT SPACE

Our objective in this section is to determine the tangent space at a K-
rational point Iy of the Hilbert scheme Hilb*(P"). From Theorem B.17,
Hilb#(P") is a projective scheme whose equations are the equations ([[J),
([8) and the Pliicker relations (#).

For u in Sj, let Hy be the open subscheme of Hilb#(P") associated to
the open subfunctor H,, introduced in definition P.19. Let v € S; be a
linear form such that the open subscheme Hy contains Iy (ie. v is not a
zero divisor of Ip). After a change of coordinates (v = zp) we can assume
this open subset is of the form Hy,. Let B € By (see lemma P.22) be a
family of p monomials in Sy (for d > p) connected to 1. Let Hfo be the
open affine subscheme associated to the open subfunctor Hf of the Hilbert
scheme Hilb#(P") (see definition R.21)). Using proposition @ and lemma
D.27, Hfo is the affine scheme associated to the affine variety
Hp:={z¢€ K“XN;MJCi(z) oMy (z) — My, (2) 0o My, (2) = 0,1 <i<j<n}

The system of coordinates of this variety is the set of parameters z =
(2a,8)acoB,pep such that

W) =x* = zapx’
peB

is a border basis of Iy for B. Then, the equations of Hilb*(P") in this system
of coordinates reduce to the commutation relations:

M (2) M} (2) — Mj(2) M (2) = 0,
where M?(z) is the operator of multiplication by x; in the basis B modulo
the affine ideal Iy. We will compute the tangent space of the Hilbert scheme
using the previous system of coordinates.

By definition, the tangent space of Hilb*(P™) at Ij is the set of vectors
h! = (b} 5) such that line hg, (x) = RO (x) +ehl (x) intersects Hilb*(P™) with

multiplicity > 2, where hl (x) := > pen hl 556.
Substituting in the commutation relations, we obtain

Mg, o My — Mg o Mg,
= (MY oMY — M2 o MY)
+e(My, o My + My, o My — My o My, — M. o M) + O(e?)
= &(My, 0 My + M, o My — M, o M. — M, o M)+ O(c?).

where M7 = Mgi + 6M$i, Mgi is the operator of multiplication by x; in .A°
and M%, is linear in h'. We deduce the linear equations in h' defining the
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tangent space of Hilb*(P™) at Ij:
(17) My, o MY + M o My — My o My, — M oM, =0 (1<i<j<n).

Definition 4.1. Let h® := (hQ)acon be a border basis for B. We denote
by Th,, the set of h' = (h})acop with b, € (B), which satisfies the linear
equations ([17).

In the following, we will also denote by HY : (B*) — (B*) the linear
map such that for 8 € B, H'(x?) = 0 and for o € 9B, H(x*) = hY.
We also denote by Ny : (BT) — (B) the normal form modulo J°, that is
the projection of (BT) on (B) along (h?). By construction, for any p =
> acht Aax® € (BY), HYp) = Y cop Aahl and we have N° + HO =
Idp+). Similarly, we also denote by H' : (BT) — (B) the map defined by
H'(x%) = 0if x® € B, H'(x*) = h} if a € dB. By construction, for all
m € B, M}(m)= H'(x;m).

Theorem 4.2. Let Iy € Hfo be an ideal, with the border relations h° :=
(hQ)acon for the basis B of A’ = R/Jy, where Jg = Iy. Then

(;5 : Tho — HomR(jo,R/jo)
ht — o¢(h'):h — nl
s an isomorphism of K-vector spaces.

Proof. We first prove that ¢(h') is well-defined, ie. if ¢ = >, uahl =
S ubhd € Jg with ug, ul, € R, then Y, uahl =3 ulhl in R/Jg. In other

o T a oo
words, if Y vahQ =0 in R, then > v,hl =0 in R/Jo. By [RI][Theorem
4.3], the syzygies of the border basis elements h® := (h?) are generated by

the commutation polynomials:
i HO (zym) — xg HO (2ym) + H(2;N° (2pm)) — HO(zy NO(2;m)),

for all m € B, 1 < i <4 < n. Let us prove that these relations are also
satisfied modulo Jp, if we replace H* by H'. As h' = (h)) € Tp,, we have

0 = M oM, (m)— M, oM (m)+ M oM, (m)—M,, oM (m)

= NOx;H'(zym)) — NO(xy H (2;m)) + H (2;N°(zym)) — H (x4 N°(2;m))

= z;H'(zgm) — H(x; H (xym))
—zy HY(z;m) + H (g H (zym))
+H(z;N°(xym)) — H (zy N°(z;m))

= z;HY(zym) — gy H (zym) + H (2; N°(x5m)) — HY(xy N°(z;m)) modulo J.

This proves that the generating syzygies are mapped by (b(hl) to 0 in R/Jp
and thus the image by ¢(h') of any syzygy of h® is 0, that is, ¢(h') is a
well-defined element of Hompg(Jg, R/Jp).

Conversely, let us prove that if ¢y € Hompg(Jo, R/Jo), then h' := (1o (h2)) €
Th,- As 19 € Homp(Jg, R/Jo), the syzygies of h' are mapped by 1 to 0.
Thus, for alme B, 1 <i <4 < n,



THE HILBERT SCHEME OF POINTS AND ITS LINK WITH BORDER BASIS 31

0 = (3: HO(zym) — xi/HO(xim) + HO(2; N°(xym)) — H(xy NO(z;m)))
= z;HY(zym) — 2y H (x;m) + H (2;N°(zym)) — H (2 N°(z;m)) modulo Jg.
As H'(p) € (B) and N°(H!(p)) = H'(p) for all p € (BT), we have
0 = NO( HY(zym)) — NO(zy HY(2;m)) + HY (2; N°(zm)) — H (2 N°(2;m))
= Mo Ml( ) — M9 o M}(m) + M} o MJ(m) — M} o M?(m),
which proves that h' € Tho. U

We can notice that the tangent space of the variety Hilb#(P™) locally
defined by the equations () is also isomorphic to Hompg(Jo/33, R/J0).
Our construction gives a new (simple) proof of this well known result [25][p
217).

The results in the following appendix parts can be considered as “classi-
cal”, though not necessarily explicit in the literature. They are recalled here
for the sake of completeness.

APPENDIX A. REPRESENTABLE FUNCTORS

We consider the category C of noetherian schemes over K. Let C® be
the category of affine noetherian schemes over K. Let P™ be the projec-
tive scheme Proj(S). For the notions of presheaf, sheaf and scheme, see
[ [Chap. II]. The objective of this section is to find conditions to the
representation of contravariant functors from the category of schemes to
the category of sets. Most of the material used in this section comes from

appendix E of [27].

Proposition A.1. Let F' be a contravariant functor from the category C to
the category of Sets. Suppose that:

- F is a sheaf

- F admits an open covering of representable functors,

then F' is also representable.

Proof. See appendix E in [R5[Prop.E.10, p.318] O

Proposition A.2. Let F' be a contravariant functor from C to the category
of Sets and G a subfunctor of F'. Assume that for every affine scheme X in
C and every morphism of functors:

Hom(—,X) — F

the functor H := Hom(—, X) X G restricted to the category of affine noe-
therian schemes over K is represented by an open subscheme of X. Then G
is an open subfunctor of F' (in C).

Proof. Let X and Y be objects of C. Let (U;);cr be any affine covering
of X. Consider the morphism of functors from Hom(—, X) to F' given by
an element A € F(X) (see appendix E in [PJ][Lem.E.1, p.313]). Then, the
contravariant functor H := Hom(—, X) xp G is given by:

H(Y) = {¢ € Hom(Y, X)|F()(\) € G(Y) C F(Y)}
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Let (V;j)jes be an affine covering of ¢~ 1(U;) C Y for all i. Let ¢; ; be the
restriction of ¢ to V; ;:

¢i,j : ‘/i,j — Uz

As F and G are sheaves, F(¢)(\) € G(Y) if and only if F(¢; ;)(\:) € G(Vi ;)
(where \; € F(U;) is the restriction of A € F(X) to F(U;)).

As G is an open subfunctor of F' in the category of affine schemes, there
exists an open subscheme €); of the affine scheme U; such that:

(18) F(p)(N) € G(Y) & F(¢ij)(\i) € G(Vij) & ¢i; factors through € :

bij U,
Q;

If ¢ € Hom(Y, X) belongs to H(Y), F'(¢)(\) € G(Y) by definition. Thus,
from the previous equivalence ([1§), ¢ factors through Q := U; & C X:

Vij

Y i X

~N 7

Q=

Reciprocally, if ¢ factors through €2, consider (W; ;)jes an open affine cov-
ering of ¢~ 1(Q;) C Y for all i € I. We denote now by ¢; j the restriction of
¢ to Wi,j:

®

Q;

This commutative diagram and ([§) imply that F(¢;;)(\i) € F(W; ;) be-
longs to G(W; ;) for all i,j. It implies (as F' and G are sheaves) that
F(¢)(\) € F(Y) belongs to G(Y) and thus ¢ belongs to H(Y).

Thus, the functor H is isomorphic Hom(—, (), i.e H is represented by

the open subscheme €2 of X. We conclude that G is an open subfunctor of
F (in C). 0]

Wi j

Proposition A.3. Let F' be a contravariant functor from C to the category
of Sets. F' is represented by the scheme X if and only if the functors F' and
Hom(—, X)) are isomorphic in the category of affine schemes over K.
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Proof. This is a straightforward consequence of the fact that every scheme
has a topological basis which consists of open affine subschemes. O

APPENDIX B. THE GRASSMANNIAN

The objective of this section is to present a construction of the Grassman-
nian as a scheme representing a contravariant functor. Most of the material
used for this construction comes from [R§][Chap.4.3.3, p.209)].

Theorem B.1. For all K-vector spaces V' of finite dimension N and integers
n < N, the Grassmannian functor n of V is representable. It is represented
by a projective scheme we will denote Gr™(V):

Gr" (V) ~ Proj(K[A"V]/(#)).
where (#) is the ideal generated by the Plicker relations.

Proof. By definition, the n Grassmannian functor of V is:
X —{V*®@g Ox — € — 0| € is a locally free sheaf of rank n of Ox}.
Let
g =V"@xOx —-€—0
be an element of Grj,(X). Let A denote the exterior product. Then we
have
/\"g =NV *Qrk Ox = AN"e=L—=0
where £ is an invertible sheaf. Let (e, ...,en) be abasisof V. Let s; € ¢(X)
be the image of e; by g and p;, i, = si; A...As;, € L(X). (piy,...i,) satisfies
the well-known Pliicker relations

(#) Z p’i17...,in71,j>\ ®pll77j;\,7’ln - O

A=1,..,n+1
Thus, by [§][Prop.4.2.3, p.73] we have a morphism:
X — Proj(K[A"V]/(#))

Thus we constructed a morphism of functors from the Grassmannian functor
Gr{; to the functor Hom(—, Proj(K[A"V]/(#))):

© := Gry, — Hom(—, Proj(K[A\"V]/(#)))

Lemma B.2. The morphism ® is an isomorphism of functors. Thus the
Grassmannian functor is represented by Proj(K[A"V]/(#)).

Proof. From proposition [A.3, we can reduce to affine schemes X = Spec(A).
Let us prove that

B(X) := G (X) — Hom(X, Proj(K|A"V]/(#)))

is a bijection.
Let locally free sheaves of rank p € and € together with surjective morphisms

g=V"®0x - €—0
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and
Jd=V"20x =€ =0

be two elements of Gr{,(X). Let (s;) and (pi,,..4,) (resp. (s7) and (pj, ;)
be the global sections of € and £ = A"e (resp. € and L' = A"¢) in-
troduced before. Assume ®(X)(e¢,9) € Hom(X, Proj(K[A"V]/(#))) and
O(X)(€,¢) € Hom(X,Proj(K[A"V]/(#))) are equal. Then there exists
an isomorphism ¢ between £ and £’ such that the following diagram is
commutative:

AN"V*® Ox

S

El

and such that ¢(p;,... 4,) = p'/il7---7'in'
Consider the open subset Xpi1 . where p;; ;. # 0 (which is equal to

,,,,,

X, because ¢ is an isomorphism that sends p;, ;, on pgl M) On
Bl yeens in [AR)
< . . 3 / / 1 3]
Xpiy. in (TESD. Xpél AAAAA )y (Sigy -5 8i,) (vesp. (s} ,...,s; )) is a basis of €

(resp. € ') and we have

E ajk-Siy, (resp. s E aj ke slk

k=1,..,n k=1,...n
with
p. -~ P
_ n—k U, ks tn,d
Diy,..jin
Thus, on X, ; we have the natural isomorphism f;, ;. from e to ¢

that sends s;, to s for all k <n. Then, by equations (L9), the morphisms
(fir....in) patch together to form an isomorphism f from e to ¢ such that:

V*® Ox

\/

g=V"®0x - €—0

is commutative. Thus

and

Jd=V"®0x - —=0
are equal as elements of Hom(X, Proj(K[A"V]/(#))). Thus ®(X) is injec-
tive.

To prove ®(X) is surjective, let
p=NV"®O0x - L—0
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be an element of Hom (X, Proj(K[A"V]/(#))) where L is an invertible sheaf
on X and such that p; s, = ¢(e;,,. i) satisfy the relations (#). On
Xpi, i let €, i, be a free sheaf of rank n with basis (e;y, ..., e;,). Using
relations ([9) and (#), we can glue the sheaves (e;, . ;,) to form a locally
free sheaf € of rank n together with a surjective morphism

g =V'®0x - €e—0

which satisfies
P(X)(e,9) = (L, 9).

Thus ®(X) is surjective and ® is an isomorphism of functors. O

From lemma [B.2, the Grassmannian functor is represented by

Gr" (V) ~ Proj(K[A"V]/(#)).

APPENDIX C. GENERIC LINEAR FORMS

The objective of this section is the to extend the notion of generecity in
the case of polynomial rings over a field K to the case of polynomial rings
over a K-algebra.

In the following, K will denote a field of characteristic zero.

Proposition C.1. Let A be a K-algebra and n be an integer. Let P be a
polynomial in Alxy,...,x,] such that P vanishes on generic values of K",
then P = 0.

Proof. Let Pq be the following proposition: for all m € N and all polynomial
P € Alzy,...,xy] of degree less or equal to d, if P vanishes on generic
bvalues of K™ then P = 0. We will prove by induction that Py is true for
all d > 0.

For d =0, Py is obviously true.

Assume Py is true for all k < d, let us prove that Py is true. Let m be
an integer and P be a polynomial in Afzq,...,x,,]| of degree less or equal
to d + 1 such that P vanishes on generic values of K™. Let U C K™ be the
zero set of P. Let Q; € Alz1,...,Zm,Y1,--.,Ym] be the polynomial given by

P(x) — P(y)

Ti—Yi
As P = (z;—v;).Qi, Q; vanishes on V := U x U\ {(x,y)| z;—y; = 0} C K>™.
Thus @; vanishes on generic values of K?” and is of degree less or equal to
d. By Pgq, Q; is equal to 0 for all 1 < i < m. Thus all the partial derivatives
0;P = Qi(x,x) of P are equal to 0. As K is of charasteristic zero, we

conclude P is equal to zero.
Thus Pgq is true for all d and m in N. This proves the proposition [C.1. O

Qi(x,y) =



36 M.E. ALONSO®), J. BRACHAT, AND B. MOURRAIN

APPENDIX D. ZERO DIMENSIONAL ALGEBRA

In this section, we recall why an ideal I remains in Hilbf, by coefficient
field extension and give a characterization of non-zero divisibility for linear
forms.

Let k be a field of characteristic zero and k its algebraic closure. Let
S = k[xg,...,x,] (resp. S := S ® k) be the polynomial ring in n + 1 vari-
ables over k (resp. k). Recall that Hilbk, (Spec(k)) (or simply Hilbk, (k))
is equal to the set of homogeneous saturated ideal of S such S/I has Hilbert
polynomial equal to the constant u.

Given a point P in the projective space P} we denote by my, p the homoge-
neous ideal of k[xg, ..., z,] generated by

{®Q homogeneous polynomial in k[xo, ..., z,]| Q(F;) = 0}.
Finally, denote by my the homogeneous ideal of k[x, ..., z,] generated by

{P homogeneous polynomial in k[xzy,...,z,] of degree > 1}.

Definition D.1. Let I be a homogeneous ideal of Hilbh, (k). Then, I is
the ideal of S given by
I:=1 R k.

Proposition D.2. Let I C S be a homogeneous ideal of Hilbh, (k). Then,
one has

InsS=1I

Proof. First, one has that I C z N S. Then, tensoring by k, one has that
Ic(InS)®kcI. Thus I = (INS)®k. Then, looking at the dimensions
for all degree d < 1, one has that

dlmk(Sd/(TﬂS)d) = dimE(Sd/(TﬂS)d@)E) = dimE(Sd/Id(XJE) = dimk(Sd/Id).
We conclude that
I=INnS§s.
O

Corollary D.3. Let I C S be a homogeneous ideal of Hilbk, (k). Then I
belongs to Hilbk, (k).

Proof. We just need to prove that I is saturated (i.e I : mg = I). One has
that I is saturated if and only if myg; is not a prime associated to I. Assume I
is not saturated. From the Nullstellensatz theorem, I has a reduce primary
decomposition of the form
I=(Nang
1

with ¢; homogeneous my, p -primary ideal with F; a point in the projective
space IP’%, and ¢ a homogeneous mgz-primary ideal. From proposition D3,
we have

I=1NnS§.
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Thus, one has
I:ﬂqiﬂSﬂqﬂS
i

with ¢; NS homogeneous mg p N S-primary ideal and ¢ N .S homogeneous

mz NS = my-primary ideal. As I is saturated this is impossible. Thus Tis
saturated. (]

Proposition D.4. Let I be a homogeneous ideal in Hilbl, (k) and u a
linear form in Si. Then (I :u) =1 if and only if u does not vanish at any
point defined by I in IP’%.

Proof. We already know from proposition [D.3 that T has a primary decom-
position of the form:
1= ﬂ qi

Sy
with ¢; homogeneous my, p, -primary ideal and {P;| i € E} is the set of points
defined by I in IP’%. From proposition D.3, we have that

(20) I=()ans.

i€l
One has that ¢; NS is a homogeneous my, p, N S-primary ideal. Thus the
primary decomposition of I is deduced from (B{) by discarding those ¢; N S
that contain ) 245 N S and intersecting those ¢; NS that are Mg p, ns-

primary for the same P;,. Firstly, if 2 @G N S C ¢; NS, then there exists
a jo # i such that mg P, NS =mgzp NS, ie Pj and P; are conjugate.
L0 IR
Secondly, ¢; NS and ¢; NS are both my , N S-primary if and only if P;, P;
K ZO
and P,, are conjugate. Thus I has a primary decomposition of the form
1= ﬂ @GNS
i€F
with F' C F satisfying that for all ¢ € E there exists a unique j € F such
that P; and P; are conjugate. Thus, (I : u) = I if and only if u does not

vanish at any point P; for all j € F', i.e u does not vanish at any point F;
for all ¢ € E. O

Proposition D.5. Consider a field extension k C L of k. Let L be the
algebraic closure of L. Let I be a homogeneous ideal in Hilb, (k) and let
I, = I ®y L. Then, the points defined by Iy, in IP’% are exactly the image by
the field extension:
kCL

of the points defined by I in IP)%.

Proof. The points defined by I, in IP’% are given by the primary decompo-
sition of Iy, = It ®7, L in S ® L. We just need to prove that these points
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are the same as those obtained by the primary decomposition of I in S. In
fact, one has that

Thus, as

with ¢; homogeneous my p,-primary ideal and {P;| i € E} is the set of points
defined by I in IP’%; we deduce that I; ®; L can be written

LerL={a®L
S
with ¢; ® L homogeneous myg p, ® L-primary ideal. But one has that my p, ®
L =mz p, (P considered as a point of P via the field inclusion kCL).

Thus, the points defined by I, in IP’% are exactly the image by the field
extension:

kcL
of {P; e P2 i€ E}. O

REFERENCES

[1] Dave Bayer. The Division algorithm and the Hilbert Scheme. PhD thesis, Havard
University, Cambridge, 1982.
[2] Sarah Brodsky and Bernd Sturmfels. Tropical quadrics through three points.
arXiv:1002.0603v1.
[3] Dustin A. Cartwright, Daniel Erman, Mauricio Velasco, and Bianca Viray. Hilbert
schemes of 8 points, 2008. arXiv:0803.0341v2.
[4] David Eisenbud. Commutative algebra, volume 150 of Graduate Texts in Mathematics.
Springer-Verlag, New York, 1995. With a view toward algebraic geometry.
[5] Giuseppa Carra Ferro. Grobner Bases and Hilbert Schemes. 1. J. Symb. Comput.,
6(2/3):219-230, 1988.
[6] Gerd Gotzmann. Eine Bedingung fiir die Flachheit und das Hilbertpolynom eines
graduierten Ringes. Math. Z., 158(1):61-70, 1978.
[7] A. Grothendieck. Eléments de géométrie algébrique. I. Le langage des schémas. Inst.
Hautes Etudes Sci. Publ. Math., (4):228, 1960.
[8] A. Grothendieck. Eléments de géométrie algébrique. II. Etude globale élémentaire de
quelques classes de morphismes. Inst. Hautes Etudes Sci. Publ. Math., (8):222, 1961.
[9] Alexander Grothendieck. Techniques de construction et théorémes d’existence en
géométrie algébrique. IV. Les schémas de Hilbert. In Séminaire Bourbaki, Vol. 6,
pages Exp. No. 221, 249-276. Soc. Math. France, Paris, 1961.
[10] Mark Haiman. ¢, g-Catalan numbers and the Hilbert scheme. Discrete Math., 193(1-
3):201-224, 1998. Selected papers in honor of Adriano Garsia (Taormina, 1994).
[11] Mark Haiman and Bernd Sturmfels. Multigraded Hilbert schemes. J. Algebraic
Geom., 13(4):725-769, 2004.
[12] Robin Hartshorne. Algebraic geometry. Springer-Verlag, New York, 1977. Graduate
Texts in Mathematics, No. 52.
[13] Mark E. Huibregtse. A description of certain affine open subschemes that form an
open covering of Hilbzi. Pacific J. Math., 204(1):97-143, 2002.



(14]

(15]

(16]

(17]

(18]
(19]

20]

THE HILBERT SCHEME OF POINTS AND ITS LINK WITH BORDER BASIS 39

Mark E. Huibregtse. An elementary construction of the multigraded hilbert scheme
of points. Pacific Journal of Mathematics, 223(2):269-315, 2006.

Anthony Iarrobino and Vassil Kanev. Power sums, Gorenstein algebras, and deter-
minantal loci, volume 1721 of Lecture Notes in Mathematics. Springer-Verlag, Berlin,
1999. Appendix C by Iarrobino and Steven L. Kleiman.

Anthony A. Tarrobino. Reducibility of the families of 0-dimensional schemes on a
variety. Invent. Math., 15:72-77, 1972.

Anthony A. Iarrobino. Hilbert scheme of points: overview of last ten years. In Alge-
braic geometry, Bowdoin, 1985 (Brunswick, Maine, 1985), volume 46 of Proc. Sym-
pos. Pure Math., pages 297-320. Amer. Math. Soc., Providence, RI, 1987.

Martin Kreuzer and Lorenzo Robbiano. Deformations of border bases. Collect. Math.,
3(59):275297, 2008.

Paolo Lella and Margherita Roggero. Rational components of hilbert schemes, 2009.
http://arxiv.org/abs/0903.1029.

Bernard Mourrain. A new criterion for normal form algorithms. In Applied algebra,
algebraic algorithms and error-correcting codes (Honolulu, HI, 1999), volume 1719 of
Lecture Notes in Comput. Sci., pages 430-443. Springer, Berlin, 1999.

Bernard Mourrain and Philippe Trébuchet. Stable normal forms for polynomial sys-
tem solving. Theoretical Computer Science, 409:229-240, 2008.

Irena Peeva and Mike Stillman. Connectedness of Hilbert schemes. J. Algebraic
Geom., 14(2):193-211, 2005.

Lorenzo Robbiano. On border basis and groebner basis schemes, 2008.

Margherita Roggero. Borel open covering of hilbert schemes, 2009.
http://arxiv.org/abs/0909.2184.

Edoardo Sernesi. Deformations of algebraic schemes, volume 334 of Grundlehren der
Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences].
Springer-Verlag, Berlin, 2006.

Kenji Ueno. Algebraic geometry. 3, volume 218 of Translations of Mathematical
Monographs. American Mathematical Society, Providence, RI, 2003. Further study
of schemes, Translated from the 1998 Japanese original by Goro Kato, Iwanami Se-
ries in Modern Mathematics.

M.E. ALONSO, DEPARTMENTO DE ALGEBRA, UCM, 28040 MADRID, SPAIN
E-mail address: mariemi@mat.ucm.es

J. BRacHAT, GALAAD, INRIA, BP 93, 06902 SOPHIA ANTIPOLIS, FRANCE
E-mail address: jbrachat@sophia.inria.fr

B. MoURRAIN, GALAAD, INRIA, BP 93, 06902 SOoPHIA ANTIPOLIS, FRANCE
E-mail address: mourrain@sophia.inria.fr



