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RenPar'19 / SympA'13 / CFSE'7Toulouse, Frane, du 9 au 11 septembre 2009
Choix de partenaires en P2P suivant des ritères de disponibilitéStevens Le Blond, Fabrie Le Fessant, Erwan Le MerrerINRIA Sophia-Antipolis/INRIA Salay/INRIA Rennes{Stevens.Le-Blond,Fabrie.Le-Fessant,Erwan.Le-Merrer}�inria.frRésuméNous étudions la problématique de reherhe distribuée de pairs orrespondant à un motif dedisponibilité donné, dans un système pair-à-pair (P2P). Motivés par des exemples onrets, nousspéi�ons deux problèmes formels de orrespondane de disponibilité qui apparaissent dans desappliations réelles: la orrespondane de déonnexion, où les pairs herhent des partenaires dontla déonnexion oïnide ave la leur, et la orrespondane de présene, où les pairs herhent despartenaires onnetés en même temps qu'eux dans le futur. Nous proposons, omme solutionpeu oûteuse et passant à l'éhelle, l'utilisation de protooles épidémiques pour la gestion de latopologie du réseau logique (omme le protoole T-Man); des métriques adéquates sont fourniespour les deux problèmes de orrespondane. Notre solution a été évaluée en simulant deuxappliations P2P, l'ordonnanement de tâhes et le stokage de �hiers, sur une trae inédited'eDonkey, la plus grande fournissant les informations de disponibilité des pairs. Nous prouvonstout d'abord l'existene de motifs réguliers dans les sessions de 14M de pairs sur 27 jours. Nousmontrons également, en utilisant 7 jours d'historique, qu'un préditeur simple peut séletionnerdes pairs préditibles, pour prédire ave suès leur période de présene en ligne pour la semainesuivante. En�n, les simulations ont montré que notre solution simple a fourni rapidement debons partenaires a�n de répondre au besoin des deux appliations, et ainsi de leur permettrede s'exéuter aussi e�aement à un oût bien inférieur. Nous pensons que e travail sera utilepour beauoup d'appliations P2P, pour lesquelles il a été montré que hoisir ses partenaires, ense basant sur leur disponibilité, améliore de façon onséquente les performanes du système.1. IntrodutionChurn is one of the most ritial harateristis of peer-to-peer (P2P) networks, as the permanent�ow of peer onnetions and disonnetions an seriously hamper the e�ieny of appliations [9℄.Fortunately, it has been shown that, for many peers, these events globally obey some availabilitypatterns ([19, 20, 2℄), and so, an be predited from the uptime history of those peers [15℄.To take advantage of these preditions, appliations need to be able to dynamially �nd goodpartners for peers, aording to these availability patterns, even in large-sale unstrutured net-works. The intrinsi onstitution of those networks makes pure random mathing tehniques tobe time-ine�ient faing hurn.In this paper, we study a generi tehnique to use suh partners, and apply it for two partiularmathing problems: disonnetion mathing , where peers look for partners expeted to dison-net at the same time, and presene mathing, where peers look for partners expeted to beonline simultaneously in the future. These problems are spei�ed in Setion 2.We then propose to use standard epidemi protools for topology management to solve theseproblems. However, in order to onverge to the desired state or topology (here mathed peers),



Figure 1: DisonnetionMathing: peer y is a bet-ter math than peer z forpeer x.suh protools require good metris to ompute the distane between peers. These metris anda well known epidemi protool, T-Man[12℄, are desribed in Setion 3.To evaluate the e�ieny of our proposal, we simulated an appliation for eah mathing problem:an appliation of task sheduling, where tasks of multiple remote jobs are started by all thepeers in the network (disonnetion mathing), and an appliation of P2P �le-system, wherepeers repliate �les on other peers to make them highly available (presene mathing). Theseappliations are spei�ed in Setion 5.To run our simulations on a realisti workload, we olleted a new trae of peer availability on theeDonkey �le-sharing network. With the onnetions and disonnetions of 14 million peers over27 days, this trae is the largest available workload, with detailed information on the availabilityof peers. In Setion 4, we show that peers in this trae exhibit availability patterns, and, usinga simple 7-day preditor, that it is possible to selet preditable peers and suessfully predittheir behavior over the following week. The new eDonkey trae and this simple preditor arestudied in Setion 4.Our simulation results showed that our T-Man based solution is able to provide good partnersto all peers, for both appliations. Using availability patterns, both appliations are able to keepthe same performane, while onsuming 30% less resoures, ompared to a random seletionof partners. Moreover, T-Man is salable and inexpensive, making the solution usable for anyappliation and network size. These results are detailed in Setion 6.Finally, we brie�y present some related work in Setion 7 before onluding in Setion 8.2. Problem Spei�ationThis setion presents two availability mathing problems, disonnetion mathing and presenemathing. Eah problem is abstrated from the needs of a pratial P2P appliation that wedesribe afterwards. But �rst, we start by introduing our system and network models.2.1. System and Network ModelsWe assume a fully-onneted asynhronous P2P network of N nodes, with N usually rangingfrom thousands to millions of nodes. We assume that there is a onstant bound nc on the numberof simultaneous onnetions that a peer an engage in, typially muh smaller than N . Whenpeers leave the system, they disonnet silently. However, we assume that disonnetions aredeteted after a time ∆disc, for example 30 seonds with TCP keep-alive.For eah peer x, we assume the existene of an availability predition Prx(t), starting at theurrent time t and for a period T in the future, suh that Prx(t) is a set of non-overlappingintervals during whih x is expeted to be online. These preditions are omputed on the historyof availability provided by x. In the presene of maliious peers, seure protools for availabilitymeasurement [16, 14℄ must be used to hek that x is not lying on its history.We note ⋃
Prx(t) the set de�ned by the union of the intervals of Prx(t), and ||S|| the size(ardinal) of a set S. 2



Figure 2: Presene Mathing:peer y is a better math than peer
z for peer x.2.2. The Problem of Disonnetion MathingIntuitively, the problem of Disonnetion Mathing is, for a peer online at a given time, to �nda set of other online peers who are expeted to disonnet at the same time.Formally, for a peer x online at time t, an online peer y is a better math for DisonnetionMathing than an online peer z if |tx − ty| < |tx − tz|, where [t, tx[∈ Prx(t), [t, ty[∈ Pry(t) and

[t, tz[∈ Prz(t). The problem of Disonnetion Mathing DM(n) is to disover the n best mathesof online peers at anytime.The problem of Disonnetion Mathing typially arises in appliations where a peer tries to�nd partners with whom it wants to ollaborate until the end of its session, in partiular whenstarting suh a ollaboration might be expensive in terms of resoures.An example of suh an appliation is task sheduling in P2P networks. In Zorilla [7℄ for example,a peer an submit a omputation task of n jobs to the system. In suh a ase, the peer tries toloate n online peers (with expanding ring searh) to beome partners for the task, and exeutesthe n jobs on these partners. When the omputation is over, the peer ollets the n results fromthe n partners. With Disonnetion Mathing, suh a system beomes muh more e�ient: byhoosing partners who are likely to disonnet at the same time as the peer, the system inreasesthe probability that:
• If the peer does not disonnet too early, its partners will have time to �nish exeutingtheir jobs before disonneting and it will be able to ollet the results;
• If the peer disonnets before the end of the omputation, partners will not waste unne-essary resoures as they are also likely to disonnet at the same time.2.3. The Problem of Presene MathingIntuitively, the problem of Presene Mathing is, for a peer online at a given time, to �nd a setof other online peers who are expeted to be onneted at the same time in the future.Formally, for a peer x online at time t, an online peer y is a better math for Unfair PreseneMathing than an online peer z if:
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amount of data have to be transferred, and that partners will have to ommuniate a lot to usethat data.An example of suh an appliation is storage of �les in P2P networks [4, 6, 17℄. For example,in Pastihe [6℄, eah peer in the system has to �nd other peers to store its �les. Sine �les anonly be used when the peer is online, the best partners for a peer (at equivalent stability) arethe peers who are expeted to be online when the peer itself is online.Moreover, in a P2P bakup system[8℄, peers usually replae the replia that annot be onnetedfor a given period, to maintain a given level of data redundany. Using presene mathing,suh appliations an inrease the probability of being able to onnet to all their partners, thusreduing their maintenane ost.3. Uptime Mathing with Epidemi ProtoolsWe think that epidemi protools [21, 22, 13℄ are good approximate solutions for these mathingproblems. Here, we present one of these protools, T-Man[12℄ and, sine suh protools relyheavily on appropriate metris, we propose two di�erent metris, one for eah mathing problem.3.1. Distributed Mathing with T-ManT-Man is a well-known epidemi protool, usually used to assoiate eah peer in the networkwith a set of good partners, given a metri (distane funtion) between peers. Even in large-salenetworks, T-Man onverges fast, and provides a good approximation of the optimal solution ina few rounds, where eah round osts only four messages in average per peer.In T-Man, eah peer maintains two small sets, its random view and its metri view, whih are,respetively, some random neighbors, and the urrent best andidates for partnership, aordingto the metri in use. During eah round, every peer updates its views: with one random peer inits random view, it merges the two random views, and keeps the most reently seen peers in itsrandom view; with the best peer in its metri view, it merges all the views, and keeps only thebest peers, aording to the metri, in its metri view.This double sheme guarantees a permanent shu�e of the random views, while ensuring fastonvergene of the metri views towards the optimal solution. Consequently, the hoie of a goodmetri is very important. We propose suh metris for the two availability mathing problemsin the next part.3.2. Metris for Availability MathingTo ompute e�iently the distane between peers, the predition Prx(t) is approximated bya bitmap of size m, predx, where entry predx[i] is 1 if [i × T/m, (i + 1) × T/m[ is inluded inan interval of Prx(t) for 0 ≤ i < m. Note that these metris an be used with any epidemiprotool, not only with T-Man.3.2.1. Disonnetion MathingThe metri omputes the time between the disonnetions of two peers. In ase of equality, thePM-distane of 3.2.2 is used to prefer peers with the same availability periods:DM-distane(x, y) = |Ix − Iy|+ PM-distane(x, y) where
Ix = min{0 ≤ i < m|predx[i] = 1 ∧ predx[i + 1] = 0}
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Figure 3: Diurnal patterns are learly vis-ible when we plot the number of onlinepeers at any time in our 27-day eDon-key trae. Depending on the time of theday, between 300,000 and 600,000 usersare onneted to a single eDonkey server.3.2.2. Presene MathingThe metri �rst omputes the ratio of o-availability (time where both peers were simultaneouslyonline) on total availability (time where at least one peer was online). Sine the distane shouldbe lose to 0 when peers are lose, we then reverse the value on [0,1℄:PM-distane(x, y) = 1 −
P

0≤i<m min(predx[i],predy [i])
P

0≤i<m max(predx[i],predy[i])Note that, while the PM-distane value is in [0,1℄, the DM-distane value is in [0,m℄.4. Simulation SettingsWe evaluated our a solution based on T-Man on two appliations, one for eah mathing problem.In this setion, we desribe our simulation settings. In partiular, we desribe the harateristisof the trae we olleted for the needs of this study, with more than 300,000 online peers on 27days. With a few thousand peers online at the same time, most other traes olleted on P2Psystems [19, 10, 2℄ lak massive onnetion and disonnetion trends, for the study of availabilitypatterns on a large sale.4.1. A new eDonkey TraeIn 2007, we olleted the onnetion and disonnetion events from the logs of one of the maineDonkey servers in Europe. Edonkey is urrently the most used P2P �le-sharing network in theworld. Our trae, available on our website [1℄, ontains more than 200 millions of onnetions bymore than 14 millions of peers, over a period of 27 days. To analyse this trae, we �rst �ltereduseless onnetions (shorter than 10 minutes) and suspiious ones (too repetitive, simultaneousor with hanging identi�ers), leading to a �ltered trae of 12 million peers.The number of peers online at the same time in the �ltered trae is usually more than 300,000,as shown by Fig. 3. Global diurnal patterns of around 100,000 users are also learly visible: asshown by previous studies [11℄, most eDonkey users are loated in Europe, and so, their dailyo�ine periods are only partially ompensated by onnetions from other ontinents.For every peer in the �ltered trae, the auto-orrelation on its availability periods was omputedon 14 days, with a step of one minute. For a given peer, the period for whih the auto-orrelationis maximum gives its best pattern size. The number of peers with a given best pattern size isplotted on Fig. 4, and shows, as ould be expeted, that the best pattern size is a day, and muhfurther, a week. 5
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patternp[i] = Σd∈[0:6]historyp[d ∗ 24 ∗ 60/10 + i]This preditor has two purposes:

• It should help the appliation to deide whih peers are preditable, and thus, whih peersan bene�t from an improved quality of servie. This gives an inentive for peers topartiipate regularly to the system;
• it should help the appliation to predit future onnetions and disonnetions of theseleted peers.To selet preditable peers, the preditor omputes, for eah peer, the maximum and the meanovariane of the peer daily pattern. For these simulations, we omputed a set, alled preditableset, ontaining peers mathing with the following properties:
• The maximum value in pattern is at least 5: eah peer was available at least �ve daysduring the last week exatly at the same time;
• The average ovariane in pattern is greater than 28: eah peer has a sharply-shapedbehavior;
• Peer availability is greater than 0.1: peers have to ontribute enough to the system;
• Peer availability is smaller than 0.9: peers whih are always online would bias positivelyour simulations.In our eDonkey trae, this preditable set ontains 19,600 suh peers. For every peer in the set,the preditor predits that the peer will be online in a given interval if the peer's daily patternvalue for that interval is at least 5, and otherwise predits nothing (we never predit that a peerwill be o�ine). 6
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Figure 5: For eah peer, we used theavailability bitmap of the �rst week topredit its availability during the seondweek. We omputed the suess rateon the bitmap of the seond week, ora randomized bitmap with similar avail-ability. While availability determinesthe predition suess with randomizedbitmaps, daily patterns improve the pre-dition with real bitmaps (e.g. for 40%of peers (x ≥ 0.6), more than 60% of thepreditions (y ≥ 0.6) are suessful, butonly 30% with randomized bitmaps).Figure 5 shows that preditions annot be only explained by aidental availability, and proves thepresene of availability patterns in the trae. The �gure plots the ratio of suessful preditionsafter a week for the full following week. For eah peer in the preditable set, we used its bitmapof availability on the �rst week of the trae to ompute its predited availability for the seondweek. We then ompared the predition with the real bitmap observed on the seond week, toobtain the predition suess rate. However, even in the absene of availability patterns, thereis a non-null probability of suess when prediting that a peer is online, mostly depending onits availability. To take this probability into aount, we omputed a randomized bitmap ofthe seond week for eah peer, i.e. a bitmap with the same availability where patterns havebeen deleted by randomization. As expeted, we were more suessful at prediting the realbitmap than the randomized one, therefore proving the existene of availability patterns, andthe probability of suess is lose to the peer availability for randomized bitmaps, i.e. withoutavailability patterns.We purposely hose a very simple preditor, as we are interested in showing that patterns ofpresene are visible and an bene�t appliations, even with a worst-ase approah. Therefore,we expet that better results would be ahieved using more sophistiated preditors, suh asdesribed in [15℄, and for an optimal pattern size of one day instead of a week.4.3. General Simulation SetupA simulator was developed from srath to run the simulations on a Linux 3.2 GHz Xeon om-puter, for the 19,600 peers of the preditable set from Setion 4.2. Their behaviors on 14-dayswere extrated from the eDonkey trae: the �rst 7 days were used to ompute a predition, andthat predition, without updates, was used to exeute the protool on the following seven days.During one round of the simulator, all online peers in random order evaluate one T-Man round,orresponding to one minute of the trae. As explained later, both appliations were delayedby a period of 10 minutes after a peer would ome online to allow T-Man to provide a usefulmetri view. The omputation of a omplete run did not exeed two hours and 6 GB of memoryfootprint.5. Simulated AppliationsIn this setion, we desribe the two appliations that we used to illustrate the need for an e�ientprotool for distributed availability mathing. Our goal is not to improve the performane of7
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Figure 6: A task is a set of three remotejobs of 4 hours started by every peer, tenminutes after oming online. A task issuessful when the peer and its partnersare still online after 4 hours to ollet theresults. Using availability preditions, apeer an deide not to start a task ex-peted to abort, leading to fewer abortedtasks. Using disonnetion mathing, itan �nd good partners and it an stillomplete almost as many tasks as themuh more expensive random strategy.these appliations, as this an be done by an aggressive greedy algorithm, but to save resouresusing availability information.5.1. Disonnetion Mathing: Task ShedulingTo evaluate the e�ieny of T-Man and the DM-distane metri, we simulated a distributed tasksheduling appliation. In this appliation, every peer starts a task after 10 minutes online: atask is omposed of 3 jobs of 4 hours on remote partners, and is ompleted if the peer and itspartners are still online after 4 hours to ollet the results.The 2 �rst hours of eah job are devoted to the download of the data needed for the omputationfrom a entral server. As a onsequene, a peer an deide not to start a task to save thebandwidth of the entral server. In our simulation, suh a deision is taken when the preditionof the peer availability shows that the peer is going to go o�ine before ompletion of the task.5.2. Presene Mathing: P2P File-StorageTo evaluate the e�ieny of T-Man and the PM-distane metri, we simulated a P2P �le storageappliation. In this appliation, every peer repliates its data to its partners, ten minutes afteroming online for the �rst time, in the hope that it will be able to use this remote data the nexttime it will be online.The size of the data of eah peer is supposed to be large, hundred of megabytes of example. Asa onsequene, it is important for the system to use as little redundany as possible to ahievehigh o-availability of data (i.e. availability of the peer and at least one of its data replia).Finding good partners in the network is expeted to provide replia whih are more likely to beavailable at the same time as the peer, thus dereasing the need for more replias.6. Simulation ResultsIn this setion, we present the results of our simulations of the two appliations. We are notinterested in the raw performane of these appliations, but in the savings that ould be ahievedby using availability information and partner mathing.6.1. Results for Disonnetion MathingWe ompared Disonnetion Mathing with a Random hoie of partners (atually, using partnerswithin T-Man random view) for the distributed task sheduling appliation. The number ofompleted tasks and the number of aborted tasks are plotted on Fig. 6, for the �rst day, the 7th8
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