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Alignment-based Partitioning of Large-scale
Ontologies

Faycal Hamdi, Brigitte Safar, Chantal Reynaud and Ha#fegdyouna

Abstract Ontology alignment is an important task for informatioreigitation sys-
tems that can make different resources, described by \wA0d heterogeneous
ontologies, interoperate. However very large ontologia@gehbeen built in some
domains such as medicine or agronomy and the challenge n@wnascaling up
alignment techniques that often perform complex taskshis paper, we propose
two partitioning methods which have been designed to takeatiynment objec-
tive into account in the partitioning process as soon asilplessThese methods
transform the two ontologies to be aligned into two sets o€tks of a limited size.
Furthermore, the elements of the two ontologies that mighdligned are grouped
in a minimal set of blocks and the comparison is then enagbee these blocks.
Results of experiments performed by the two methods onwapairs of ontologies
are promising.

1 Introduction

The fast development of internet technology engenderedwaigg interest in re-
search on sharing and integrating sources in a distributeéidomment. The Seman-
tic Web [1] offers possibility for software agents to explepresentations of the
sources contents. Ontologies have been recognised aseantigissomponent for
knowledge sharing and the realisation of the Semantic W&ibrvi By defining the
concepts of specific domains, they can both describe therbotthe sources to be
integrated and explain the vocabulary used by users in stgugowever, it is very
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unlikely that a single ontology covering whole distributegstems can be devel-
oped. In practice, ontologies used in different systemslaveloped independently
by different communities. Thus, if knowledge and data messiiared, it is essen-
tial to establish semantic correspondences between tbéogigs of these systems.
The task of alignment (search for mappings between congisgisus particularly
important for integration systems because it allows séVvet@rogeneous systems,
which each has its own ontology, to be used jointly. This aese subject has re-
sulted in numerous works [12].

The current techniques of alignment are usually based upadlagty measures
between pairs of concepts, one from each ontology. Thessuresare mostly
based on the lexical characteristics of the concept labedéoa on the structural
characteristics of the ontologies [10], [9], [11] which @ive comparing the de-
scription of each concept in one ontology with the desaipf all concepts in
the other. Theses techniques are often tested on smallogigsl(a few hundred
concepts). When ontologies are very large, for example iroAgmy or Medicine,
ontologies include tens of thousands of conceptsg@voc! : 28 439, NiLT 2 :
42 326, Noi® 1 27 652), and the effectiveness of the automatic alignmesthats
decreases considerably in terms of execution time, sizesafiony used or accuracy
of resulting mappings. A possible solution to this problentad try to reduce the
number of concepts given to the alignment tool, and for thigopse to partition
both ontologies to be aligned into several blocks, so thegssed blocks have a
reasonable size.

We propose two methods of partitioning guided by the tasKigheent. These
methods are partially inspired by co-clustering techngjwehich consist in ex-
ploiting, besides the information expressed by the ratatioetween the concepts
within one ontology, the information which correspondstie inter-concept rela-
tions which can exist across both ontologies. The fact thatepts of both ontolo-
gies can have exactly the same label and can be connectectlgtiarr of equiva-
lence is an example of relation easy to calculate even ogr amtplogies, and which
we will use to our benefit. Our methods will thus start by idfgirg, with a simi-
larity measure strict and inexpensive to calculate, theptesuof concepts from the
ontologies which have identical labels, and will base itselthese concepts, called
anchors, to make the partitions.

The rest of the paper is organized as follow. In the next gectve present the
context of our work and some related works in the domain difgaming, and then
we detail more precisely the algorithm of partitioningNP used by the alignment
system RLCON [5, 6] on which we based our propositions. In Section 3 weitleta
our two methods of partitioning. In Section 4 we present aradyese the experimen-
tal results which demonstrate the relevance of these metiaaially, we conclude
and we give some perspectives in section 5.

1 http://www4.fao.org/agrovoc/
2 http://agclass.nal.usda.gov/agt/
3 http://www.mindswap.org/2003/CancerOntology/
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2 Context and state of the art

The problem which we are interested in is the scalabilithefdntologies alignment
methods.

2.1 Context

An ontology corresponds to a description of an applicatiomdin in terms of con-
cepts characterized by attributes and connected by retafidne ontology alignment
task consists in generating in the most automatic way oglatbetween the con-
cepts of two ontologies. The types of these matching relatean be equivalence
relationsisEq, subsumption relationsA or proximity relationssClose. When the
ontologies are very large, the efficiency of automatic atignt methods decreases
considerably. The solution which we consider is to limit $fiee of the input sets of
concepts given to the alignment tool. In order to do this wiifi@n both ontologies
to be aligned into several blocks, so only blocks of reaskmnsize are processed.
The two sets of blocks obtained will then be aligned in paesh pair made from
a block from each set, and the objective consists in minimgifhe number of pairs
to be aligned.

Our contribution is the elaboration of a partitioning aligfum adapted to the
task of alignment and usable on all ontologies containingesahchy of labelled
concepts. It only exploits the relations of subsumptiomigein concepts and their
labels. Partitioning a séf consists in finding disjoined subsdis, E, ..., Ep, of el-
ements semantically close i.e. connected by an importanbeu of relations. The
realisation of this objective consists in maximizing thiatiens within a subset and
in minimizing the relations between different subsets.

The quality of the result of a partitioning will be appreedtaccording to the fol-
lowing criteria:

e The size of generated blocks: blocks must be smaller tham&x@mum number
of elements that the alignment tool can handle.

e The number of generated blocks: this number must be as lowsssigbe to limit
the number of pairs of blocks to be aligned.

e The degree of blocks cohesiveness: a block will have a stcohgsiveness if
the structural relations are strong inside the block andckweiside. This degree
groups the elements which can possibly match into a minimadber of blocks
and thus reduces the number of comparisons to be made.

The fact that the partitioning algorithm only uses, in atighatment, the subsump-
tion relationships between the concepts allows very lamfelogies to be parti-
tioned. It is thus a scalable approach.
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2.2 State of the art

In real application domains the ontologies are becomingeeingly large and
many works as [13], [2] and [5] are interested in ontologytifianing.

Thus the work reported in [13] aims at decomposing ontokgit independent
sub-blocks (oiislands), in order to facilitate different operations, such as rein
nance, visualisation, validation or reasoning, on the logies. This method is not
adapted to our problem because the process of blocks gemeiraposes a con-
straint on the minimal size of the generated blocks whichas appropriate for
alignment. In addition, it builds many small blocks, whidsta negative impact on
the final step of alignment. Works presented in the Modulao{@gy conference [7]
focus specifically on the problems of reasoning and seekitd modules centred
on coherent sub-themes and self-sufficient reasoning.Xangle, the work of [2]
are very representative of this issue, and guarantee thiieatoncepts connected
by links of subsumption are grouped together into a singldute For ontologies
containing tens of thousands of subsumption relations @scvocC and NALT)
this type of constraint can lead to the creation of block&wadly distributed sizes,
unusable for alignment. However, this technique is usedheyMOM system to
align (theoretically) large ontologies, but the tests presd in [15] are only applied
on ontologies of less than 700 concepts.

In our knowledge, only Bm Partition-based Block Matching system, integrated
into the ontology matching systenaECON [5, 6] has been created in order to align
ontologies, but we will see that its method of decompositioes not take com-
pletely into account all the constraints imposed by thigext)in particular the fact
of working simultaneously with two ontologies.

2.3 ThePBM Method

The RBBM* method proposed in [5] consists in decomposing into bloeicheon-
tology independently, by the clusteringpRk algorithm [3], and then by measuring
the proximity of each block of an ontology with every blocktbé other ontology in
order to align only the pairs of concepts belonging to thees blocks. To make

the partition, while Rck considers that the links between the concepts all have
the same value, 8\ introduced the concept afeighted links mainly based on a
structural similarity between concepts.

4 The description of the v algorithm we present here is based upon the implementatalahle
at: http://iws.seu.edu.cn/projects/matching/

5 The blocks are built as sets of concepts, and an intermestigpeused by #v but which we are
not describing here, is needed to retransform them intdagydragments.
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2.3.1 Weighted links

Letc;, cj be two concepts of the same ontoldQyc;; their smallest common ances-
tor anddepthOf(c) the distance in number of edges between the conceyid
the root of O. PBM measures the value of the link connectingand c; called
Links(ci, cj) using the measure of Wu and Palmer [16]:

2+ depthOf (cij)

Links (Ci:Ci) = GepthoT () + depthoT (c))

To prevent high calculation cost of similarity between epair of concept, Bm
considers only the concepts which satisfy the followingtieh:

|depthOf (c;) — depthOf (cj)| <1

2.3.2 Partitioning Algorithm

For partitioning two ontologies in blocksB® is based on two essential notions:
the cohesiveness within a block and theoupling between two separate blocks. Co-
hesiveness is a measure of the weight of all links connectingepts belonging to
the same block, and coupling is a measure of the weight ah&l connecting con-
cepts of two different blocks. Theses notions are calcdlafii¢h the same measure
calledgoodness:

o\ 2GeEBicieB; Links (G, ¢))
goodness(B;, Bj) = sizeOf (B;) - sizeOf (Bj)

Cohesiveness(B;) = goodness(B;, B;), Coupling(B;, Bj) = goodness(B;,B;) where
Bi # B;.

Given an ontologyD, the algorithm takes for input the $8tof n blocks to parti-
tion, where each block is initially reduced to a single cquiad O, and ak desired
number of output blocks or a parameggrlimiting the maximum number of con-
cepts in each block. It first initialises the cohesivenesisavaf each block as well as
the coupling value. For each iteration, the algorithm clesdbe block which has the
maximum cohesiveness value and the block which has the noaxitoupling value
with the first block. It replaces theses two blocks by the ltesiutheir fusion and
updates coupling values of all blocks by taking this new kloto account. The
algorithm stops when it reaches the desired number of blockghen all blocks
have reached the size limit or there is no block whose colesss is larger than
zero.
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2.3.3 Identification of pairs of blocks to align

Once the separate partitioning of both ontologies is a@ugethe evaluation of the
proximity between blocks is based anchors, i.e. from previously known map-
pings between the terms of both ontologies, defined by stongparison techniques
or defined by an expert. The more two blocks contain commohascthe more
they are considered close.

Let k (resp.k) be the number of blocks generated by the partitioning of an
ontology O (resp.0Q’) and B; (resp.B/j) be one of these blocks. Let the function
anchors(By, BY) that calculates the number of anchors shared by two biBglsd
B, and Iet;{j/:l anchors(B;, B)) be the number of anchors contained in a bl&gk
The Proximity relation between two blocks; andB’j is defined as follows:

2.anchors(B;, B’j )
- yk_janchors(By, B)) + y%_; anchors(B;, B))

Proximity(B;, Bj)

The aligned pairs of blocks are all the pairs whose proxinsitgreater than a
given threshold; € [0, 1]. A block may be aligned with several blocks of the other
ontology or with none, depending on the value chosen forttineshold.

Example We applied the PBM algorithm, available online, to two toyalagies to
vizualise its behaviour and facilitate later comparisothveiur own methods.

Fig.1 shows these two ontologies after a partitioning aadewith the control
variable representing the maximum size of merged blocks f& concepts, i.e. a
block exceeding this size cannot be merged. So the blockgnerated contain at
most 6 concepts, and & has 13 concepts, this value ascertained we would get at
least 3 blocks.

Osource Onarger

Br,
BTZ

Fig. 1 The blocks built by Bm

Fig.2 shows the anchors which are supposed to be shareddrebe¢h ontolo-
gies. BlockBg contains 2 anchors, one of which is shared With while the other
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Osgurce Anchors Orarger

Fig. 2 Anchors identification

is shared witlBr,. Block B, only contains one anchor, shared wity . Block Bsz
contains 3 anchors two of which are shared v8{h while the third is shared with
BTZ-

Shared-anchors based proximity calculations must be peefd on every possi-
ble pairs of blocks (6 pairs in this case). As tBgy(, Br1) pair only has one common
anchor while the blocks have, in order, 2 and 4 common ancRooximityBs,
Br1) = 0.33. The other results are: ProximiBg{, Br») = 0.5, ProximityBs, Br1)
= 0.4, ProximityBs, Br2) = 0, ProximityBsz, Bt1) = 0.57, ProximityBsz, Bt2) =
0.4.

The number of pairs actually aligned varies according totkimeshold value.
Lowering the threshold multiplies alignments and the cleanane has of finding
mappings, but also increases runtime costs. With a higishiotd, less time is spent
aligning far blocks but this can result in the loss of potainthappings. When the
threshold is set to 0.4, th8¢&;, Br1) pair is not aligned and the common anchor is
not discovered in the mappings. When the threshold is set3®, @ll the anchors
are discovered in the mappings, but every possible pairoaids], except anchorless
(Bs, Br1) has to be aligned.

This method allows BPm to decompose very large ontologies. Nevertheless this
decomposition is made a priori, without taking into accatinet objective of align-
ment, because it is applied to each ontology independewtty the other. Partition-
ing is done blindly, some anchors may not be in the blockslfirsigned and the
resulting alignment does not necessarily include all @gsmappings. Finally, the
calculation of the relevant blocks to be aligned is expengiv processing time).

Despite these criticisms, the decomposition algorittew s, among all existing
partitioning algorithms, the most adapted to the task afraient since it allows
control of the maximum size of the generated blocks.

We propose two methods that reuse this algorithm by modifigimw it generates
blocks. Our idea is to consider, as soon as possible durmg@dititioning, all the
existing data relative to the alignment between the comsoefiboth ontologies and
to try to simulate, at least in the second method, co-clumer
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3 Alignment Oriented Partitioning Methods

To take into account as soon as possible the objective afrakgt, our methods are
going to lean on two facts: on one hand the couples of consggtsming from both
ontologies which have exactly the same label and can be ctethby a relation of
equivalence and on the other hand the possible structuyairastry of the two
ontologies to be aligned.

Even on large ontologies, it is possible to identify, withimi&rity measure
strict and inexpensive to calculate, concepts which haabal lin common across
ontologies. As in BM, we call these couples concegpichors but we will use them
to generate partitions.

The structural asymmetry of both ontologies is used to ofigleir partitioning
and to choose the method to do it: if one ontology is more sired than the other,
it will be easier to decompose it into blocks with a stron@ingl cohesiveness and
its decomposition can serve as a guide for the decompositithre other ontology.
In what follows, the most structured ontology will be calléa target, Or and
the less structured, th@urce, Os. The first method that we propose, callegrP
(Partition, Anchor, Partition), consists in beginning by decomposing the ta@get
then by using identified anchors, to force the partitionih@gto follow the pattern
of Or. In so doing, this first method partially breaks the struetnfrthe sourc®s.
This is not a problem when the source is poorly structured.

However, if Og is well-structued, the & method is inadequate and we suggest
another partitioning method, calledP/&(Anchor, Partition, Partition) which follows
more closely the structure of both ontologies. TherAnethod partition©r by
favoring the fusion of blocks sharing anchors w@g, and partition€g by favoring
the fusion of blocks sharing anchors with the same block igged fromOr .

3.1 The PAp Method

The R\P method consists in beginning by decomposing the tadgethen by forc-
ing the partitioning 0fOg to follow the pattern ofOt. To achieve this, the method
identifies for each blocBt; from Oy all the anchors belonging to it. Each of these
sets will constitute the kernel @enter CBg of a future blockBg to be generated
from the sourc@®s. The alignment of the pairs of blocks allows to find, in the ffina
step of alignment, all the equivalence relations betweehars. The Rp method
consists of four steps besides the calculation of anchors:

Partition O into several blocksByi. Partitioning is done according to th&ai?
algorithm.

Identify the centers CBg of the future blocks of Os. The centers oDs are
determined from two criteria: the pairs of anchors iderdifietweernOs and Or,
and the block®r; built from the target ontolog®r.
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Let the functiorAnchor (E,E’), whose arguments andE’ are each an ontology
or a block, returns all concepts Bf which have the same label as the concepts of
E’. For each blockBr; built in the previous step, the centers of future block©gf
are calculated as follows:

CBg = Anchor (Os, Br;)

Partition the source Os around the centersCBg. After identifying the centers
of the future block®©s, we apply the Bm algorithm with the following difference.
Instead of inputing the set of thra concepts as blocks, each reduced to a single
concept, we introduce thecenters identified in the previous step, as distinct blocks
but with several concepts and other concept®gthat have no equivalents @r,
each one in an individual block. The cohesiveness of theksloepresenting the
centergs is initialized with the maximum value.

Identifying the pairs of blocks to align. Each blockBg built from a center
is aligned with the corresponding blo&s;. The algorithm can lead to the consti-
tution of Bg; blocks containing no anchors and which, in the current stli@ur
implementation, are not taken into account in the matchnoggss. The treatment
of these blocks without anchors is a perspective of this watilk under study.

Example On the toy example presented earlier, fig. 3 shows first therdposition
of Or achieved by the Bv algorithm, then the identification of the cent@Bg of
the future blocks 0Os. These will be built from the blocks generated for tafget
andBTz. CBg = {C5, Co, C10, C13} andCBsz :{Cz, CG}.

Os?an . Anchors Om.gﬂ
CBSZ// i \\ l -
Coyf C, ACHNCs ) et Cs
o~ / 2
Cy P -, / i /
G G / Cu Co / C / G € |
e \‘ y |
— |
> [
r > [ /
fc C C C
& =/ \e
st \ /
By - Br,

Fig. 3 The center€Bg identified fromBr;

Fig. 4 show®s blocks resulting from the partition @s around the centers. The
test on the maximum size of constructed blocks being peddratcording té°AP
method after the initial block grouping, blo8lg becomes larger than the size limit
so no other block can be grouped with it. It is the sameBfgr Thus this partioning
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Osource Anchors OTaxge(

G G Cy Gy c @ Cs |
|

s/ G Cn
By \__~ B By,

Fig. 4 Partition ofOs around the centeiSBg identified in precedent step

reveals an anchorless blodgsz, which will not be aligned. The aligned pairs are
(Bs1, Br1) and Bs, Br2), immediately identifiable by construction.

3.2 The App Method

The idea of this method is to partition both ontologies at shene time, i.e. to
co-cluster. The problem is that we cannot really treat tlheselogies in parallel be-
cause of their large size. To simulate the parallelism, wetjwa the target ontology
by favoring the fusion of blocks sharing anchors with thersepyand we partition
the source by favoring the fusion of blocks sharing anchatk the same block
generated from the target. Then we take into account thealguice relations be-
tween ontologies identified since the partitioningdaf, which makes the search for
resembling blocks easier and improves alignment resuitiké&lthe BBm algorithm
and our Rp method, this partitioning method is alignment-orientédimplifies the
subsequent task of aligning both ontologies. TheAethod has three steps:

Generate Ot blocks. To generate blocks of the targé, we use the Bm
algorithm by modifying the definition of thgoodness measure to take into account
the equivalence relations between both ontologies. We addféicient representing
the proportion of anchors that are shared in a bBglkf Or. The more anchors a
block contains, the more this coefficient increases its siwkaess or its coupling
value respectively to other blocks. As a result, during teeeggation of blocks, the
choice of the block that has the maximum value of cohesiveolesoupling depends
not only upon relations between concepts inside or outbielblocks ofOr, but also
upon the anchors shared withk.

Let a € [0,1], B; andBj be two blocks ofOr, |Anchor (Bj, Os)| represents the
number of anchors iB; and|Anchor (Or, Os)| represents the total number of an-
chors. Thegoodness equation becomes:
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B c B Links(Ci, Cj .
goodneSS(Bi,Bj)_a<zC|EB|,CJEBJ s(Ci J)) (1- )|Anchor(BJ,OS)|

S760f (B;) - 51207 (B)) @) 7Anchor (Or, Og)|

GenerateOs blocks. Again we modify thegoodness measure to take into ac-
count at the same time the values of links betw@eroncepts, the anchors shared
between both ontologies and the blocks built@r. Let the blockB; of Os be the
block with the maximum value of cohesiveness and the biRyodf Ot be the block
which shares the highest number of anchors \BjthThe new calculation ofood-
ness favors the fusion oB; with Bj, which contains the highest number of anchors
in common withBy. This gathers in a single source block the anchors sharéd wit
one target block.

Let a € [0,1], B andB; be two distinct blocks 0Ds. Let B, be the block of
Ot which shares the highest number of anchors \@&thThe goodness equation
becomes:

B ¢ eB: LINKs(Ci, Cj .
goodn%s(Bi,Bj)_a(zc'eB"CJGBJ s(G J)> (1-a) |Anchor (B, By)|

sizeOf (Bj) - sizeOf (Bj) |Anchor (O, Os)|

Identification of blocks pairs. The alignment is done between the blocks shar-
ing the highest number of anchors; a block®fcan only align itself with a single
block of Or.

Example Fig. 5 and 6 also display results obtained upon our toy exantiy.5
shows the blocks fron©y built according to the &p method, favoring anchor
grouping. Fig. 6 shows the blocks built @, favoring the construction of blocks
sharing anchors with these Gf while taking the structure ds into account.

Every source block is only aligned once with the block withiethit has the
greatest number of common anchors, identified by constmucto we align the
pairs Bst, Br1), (Bss, Br1) and Bs, Br2).

0.
Source Anchors
/Cl\\ l
@ / . C*™E; e i
/\ " |
C; Cg Cn Ci £ | [
Co »pCio ;“‘ /
‘ 4 /
Cys o /
1 ke,
\
Bri

Fig. 5 Built blocks fromOr by the ApPmethod
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Osource Orarges

Anchors

Fig. 6 Built blocks fromOs by the Appmethod

Br3 takes no part in the alignment process because it sharaadte sommon
anchor withBg; and Bg; has more anchors in common wiBy; than with Bys.
This results in the loss of an anchor matat, €s), but reduces alignment runtime.
We can hope that the co-clustering building of the blockssaiter-ontologies
relationships more into account.

4 Experiments

We have implemented the two methods presented previoudlgxgmeriments were
made on various ontologies in order to compare partitioneghods through their
suitability for alignment. Generated blocks were aligngdohirs using the align-
ment software developed within our teafaxoMap [4].

The experiments were first realised on ontologies in the iggattcal area, sup-
plied by COGIT. These ontology sizes are limited so it is possible to alfgnt
directly - without having to partition - and to obtain refaoe mappings. They are
also well known in the team which enabled us to analyse theasgorelevance
of the generated blocks. Other experiments were then madem®pairs of large
ontologies which our tool fails to align because of scalgbjiroblems.

4.1 Experimentson geographic ontologies

Target ontology BDTopo, is composed of 612 concepts related bywsapsion links
in a hierarchy seven levels deefource ontology BDCarto includes 505 concepts

6 The COGIT laboratory (Conception Objet et Généralisatie I''nformation Topographique),
National Geographical Institute
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in a hierarchy of depth 4. The results of the direct alignnmeantied out without
ontologies partitioning are presented in Table 1.

Table 1 Relations identified by aligning BDCarto to BDTopo

Ontologies Target Size  Source Size isEq isClose isA X

BDTopo-BDCarto 612 505 197 13 95 305

To make the partitions, the maximum size of merger blocks fivasl at 100
concepts, i.e. a block exceeding this size cannot be meggetthe blocks thus gen-
erated contain at most 200 concepts. Table 2 lists the nuofli#ocks generated
for each ontology.

Table 2 Partitioning of BDTopo and BDCarto with the different metiso

Target Ontology BDTopo Source Ontology BDCarto
Methods  Anchors Generatedsolated Largest Generated Isolated Largest
blocks concepts block blocks concepts block
PBM 191 5 0 151 25 22 105
Pap 191 5 0 151 10 16 143
ApPP 191 6 0 123 10 16 153

Target ontology BDTopo is the main ontology fooGiT. It is well constructed,
compactand highly structured. The rootis only linked to tirect children of depth
1, which are direct parents to a limited number of nodes. égisy to partition into
semantically relevant blocks, whether by treMPmethod which is mainly based on
the structural relations between concepts, by the lethod, which uses thes
algorithm for the partitioning of the target and so gives $aene results for it, or
by the AP method. Both possible decompositions, consisting of 5 doéKs, are
relevant.

On the opposite side, source ontology BDCarto is less stredtand much dis-
persed. The root is linked to almost thirty direct childrand many sub-trees con-
tain no more than about ten elements. Decomposition is melieatie. The BM
algorithm generates a big number of small blocks comprisingnore than 5 or
6 concepts, 19 blocks do not contain anchors, and 22 bloaksicoonly one iso-
lated concept. By using the information on the shared as;toar methods allow
to aggregate to larger blocks more than half of these snmadkisland many isolated
concepts, while maintaining its semantic consistency. géreerated partition, less
dispersed, is therefore more understandable for the huarahsore efficient for
the next phase of blocks alignment.

The choice of the pairs of blocks to align differs accordimgfte method used:
PBM: among the 25 generated blocks only 6 source blocks contaimoais. The-
ses 6 blocks are aligned with the target blocks for which #ie of shared anchors
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on the sum of anchors present in the two blocks is higher trginea threshold,
fixed here at 0.1. This threshold is reached by 9 pairs of Isloglalignments are
made.

PAP: the 5 source blocks, built starting from the 5 blocks of tagyét which
contain anchors, lead in all to 5 alignments.

APP: the 7 selected pairs are those which maximize the numbenased an-
chors of the 7 source blocks containing anchors and which paxticipates only in
one alignment.

Table 3 shows the number of mappings we obtain by matchindiffezent pairs
of blocks chosen by our alignment todgxoMap. The results presented show that
even by matching fewer pairs of blocks than in trevPmethod, matching blocks
generated by our methods give better results in number aofifélel mappings.

Table 3 Relations identified by the alignment of blocks generatediffgrent methods

Methods Aligned Pairs  isEq isClose isA X Precision  Recall
PBM 9 118 13 52 183 0.96 0.57
PapP 5 192 10 55 257 0.97 0.81
ApPpP 7 147 11 61 219 0.97 0.69

If we analyse the resuft®f the two classical alignment measures to compare the
relevance of the techniques, the precision (the numberoécomappings identified
after partition compared to the full number of returned magg after partition) and
the recall (the number of correct mappings identified aféetifpon compared to the
number of reference mappings), we see that our methods hravelabetter recall.
Indeed, these methods take into account the equivalerat®red between the labels
in the partitioning process, which brings together the episthat have relations be-
tween them in blocks which will be considered thereafteraissyio align, while the
PBM method partitions ontologies independently from eachrathd makes only a
posteriori alignment. TheA? method allows in particular, by construction, to find
all mappings corresponding to the anchors and thus has arhigtall. We are cur-
rently working upon heuristics which could be applied, aftee partitioning step,
on isolated blocks and which would increase the recall ofoeithods.

The fact that the different methods have a precision lowan th. means that
all three of them find mappings which had not been identifiethieyalignment of
the unpartitioned ontologies. Although these mappingshare considered to be
invalid, they are not necessarily wrong. Indeed, for everyrese concept, our tool
produces a single mapping with one concept of the target@mpthat which it

7 These results were calculated automatically by the APlighaients evaluation available on the
Web, http://oaei.ontologymatching.org/2008/align.hthy providing in reference the file gener-
ated by direct alignment bjexoMap without partition.
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considers the best, even if several concepts of the targiéd &@ matched. If the
two concepts involved in a reference mapping are no longapeoed because they
are divided into non-aligned blocks, another mapping, Whidl not necessarily be
uninteresting, can be found for the source concept. Thestiithe quality of these
new mappings, as well as more advanced analysis of theveetpialities of our two
methods, will be carried out in complementary work.

4.2 Experimentson large ontologies

We tested the two different methods on two pairs of largelogies (Library and
FAO). These pairs of ontologies are used as test in the di@usampaign OAEI
(Ontology Alignment Evaluation Initiative) in which alignment tools compete each
year on ontologies of diverse sizes and domains.

For both tests (Library and FAO), the comparison betweemumthods and the
PBM method is complex because theLlEON system was not a participant to the
2008 OAEI campaign and we did not participate to the FAO teshé 2007 cam-
paign. Furthermore, as the FAO pair of ontologies was nosecise provided by
the 2008 campaign, we did not access the reference mapjegpite of this, we
presentin this section, two kinds of experiments. Firstpvayide a comparison be-
tween our results and those obtained by the participantagpdeone the Library test
in 2008. Second, we use the FAO test to compare the numbeodkdbenerated
by our methods and thes® algorithm.

4.2.1 Library test

The Library set of tests is made of two thesauri, GTT and Briak, in Dutch.
These two thesauri are used by the National Library of thé&hdinds to indexed
the books of two large collections. GTT thesaurus contaB4 ®4 concepts and
Brinkman contains 5,221 concepts. Each concept has (gxaci preferred label,
but also synonyms (961 for Brinkman, 14,607 for GTT). Theamiigers of the test
in 2007 showed that both thesauri have similar coverag®%2c@ncepts actually
have exactly the same label) but differ in granularity arat the thesauri structural
information was very poor. GTT (resp. Brinkman) containkydrb, 746 (resp 4,572)
hierarchicalbroader links. Its structure being particularly poor (it has 19,752 root
concepts), GTT thesaurus was considered as the source éxpernments.

As both ontologies are very imbalanced and as the numbetridved anchors
was limited to 3,535, which is not much with respect to the sifthe source, we
only experimented with theA? method. We set the maximum size for a block to
be grouped to 500.

The P method returned 227 blocks for Brinkman, the larger of witiad 703
concepts, and 2,041 blocks for GTT, the larger of which had &incepts. 16,265
concepts of GTT remained isolated.
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Table 4 Partitioning of Brinkman and Gr

Target Thesaurus Brinkman Source Thesaurus GTT
Methods  Anchors Generatedsolated Largest Generated Isolated Largest
blocks concepts block blocks concepts block
Pap 3535 227 0 703 2041 16 265 517

As over 1,800 blocks of GTT contained no anchors, we onlynalij212 pairs
and identified 3,217 matches, only 1,872 of which were edemnee relations (Ex-
actMatch).

Table 5 Relations identified by the alignment of blocks generatethiey? P method

Methods  Aligned isEq isGeneral isClose isA X Precision  Recall
Pairs
Pap 212 1872 40 274 1031 3217 0.88 0.41

The reason why so few equivalence relations were returnitld raspect to the
number of identified anchors, is that both thesauri contdarge number of syn-
onyms. We identified 3,535 anchors while only 2,895 concegi® supposed to
have the same label. This means that at least 640 anchorsrosaurce concepts,
among which at least 2 labels are considered equivalent tihé ¢arget labels,
which are not necessarily associated to the same concepproblem here is that
if a source concept is anchored to 2 distinct target concaplest both these target
concepts belong to the same block, and the target concepkedl by an Exact-
Match relation to only one of these concepts. In the worst dhe 2 target concepts
belong to distinct blocks and theaP method does not know to which block the
source concept should be linked. So theePnethod sets it to become an isolated
concept.

Table 6 Results of the systems taking part in the Library test

Participant ExactMatch Precision Coverage
DSSim 2930 0.93 0.68
TAXOMAP 1872 0.88 0.41

Lily 2797 0.53 0.37

Even though several anchors have disappeared, precistboouverage evalu-
ated only upon equivalence relations (ExactMatch) by tigaisers of the test, and
presented in Table 6, place our systeax®MAP running the Rp method, in rea-
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sonable position. Among the other two participants, DS%[i8] got better results
than us but Lily® [14] did worse.

4.2.2 FAO test

The FAO set of tests (2007) comprises two ontologiesrRAvocand NaLT, which
consist respectively of 28 439 and 42 326 conceptsrévocC is a multilingual
ontology built by FAO (Food and Agriculture Organizatiott)covers the fields of
agriculture, forestry, fisheries, environment and foodLNis the thesaurus of NAL
(National Agricultural Library) on the same subject.

The most important ontology, LT, is used as the target andsRovocis used
as the source. The maximum size of merger blocks is fixed ad@Z60cepts.

Table 7 Partitioning of AGRovocand NaLT

Target Ontology MLT Source Ontology AROVOC

Methods  Anchors Generatedsolated Largest Generated Isolated Largest
blocks concepts block blocks concepts block

PBM 14787 47 4 3356 318 492 2830

Pap 14787 47 4 3356 252 199 2939

ApPpP 14787 47 4 3118 95 199 3534

Despite there are no reference mappings which make pogdsildealyse the
quality of produced alignments, we nethertheless prebemneisults of partitionning
in Table 7 because they seem us relevant. Table 7 shows tthas iexperiment, as
in the previous one, partitioning according to our methodsinmsed the number
of isolated concepts, and in particular according to tire fethod, minimised the
number of generated blocks, leading to partitions that trighess dispersed.

Among the 47 blocks built fo®r according to the & method, only 42 contain
anchors. So 210 of the 252 blocks built fog take no part in the alignment process
which matches 42 pairs of blocks. TheAmethod matches 25 pairs of blocks.

5 Conclusion

As current tools for ontology alignment lose their effeetiess on large ontologies,
the objective of this work was to study the techniques of lmgfp partitioning ori-
ented towards the alignment task.

8 The authors of DSSim say they partition the ontologies butataxplain how.

9 The authors of Lily say they process the ontologies accgrttina method which is not based
upon partitioning but they refer to a yet unpublished agticl
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The two methods we propose take thevPalgorithm for ontology partitioning,
developed for the alignment system, but instead of applgieglgorithm, as Bw,
successively and independently on each ontology, we trake into account as
soon as possible in the partitioning process the contexteolignment task.

Our methods are applied on two ontologies simultaneousty,use alignment-
related data. These alignment-related data are easy tcexwven from large on-
tologies. They include pairs of concepts, one concept fraghentology, which
have the same label, and structural information on the ogie$ to align.

The RP method is well suited for ontologies of a dissymmetricalisture. It
starts by decomposing the best structured ontology andftireas the decompo-
sition of the second ontology following the same patterre Arp method can be
applied when both ontologies are well structured. It fatbesgeneration of blocks
of concepts, which are related, from one ontology to therptheequivalence links.

The fact that the partitioning algorithms only use data g¢asgxtract, in a light
treatment, allows very large ontologies to be partitiored thus a scalable ap-
proach.

Our methods were tested on different ontology couples. Elselts presented
here show that they can build partitions less dispersedrbifitig the number of
generated blocks and isolated concepts. For the expenmemne we have reference
mappings, we have been able to see that our partitions lstf@appings.

We are currently working upon heuristics which could be agablafter the parti-
tioning step, on isolated blocks and which would increasedceall of our methods.

We currently continue the experiments to analyse the dgeslif our two meth-
ods when both ontologies are heavily unbalanced (in termsizefand structure) or
when the number of concepts with identical labels is limited
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