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Abstract—This article presents SCSP (for “Sleep Collect and if the message is not successfully transmitted after soiee tr
Send Protocol”) for wireless sensor networks, a network-MA The rest of the paper is organized as follows. Section Il
cross layer design that resolves the inherent conflict betve® , osenis the related work. In section 11l we describe theFSCS
energy efficiency and throughput. The protocol uses in its M& - . .
layer a new paradigm that we call “sleep, collect and send”. Tie d65|g_n. In _sectlon IV, we evaluate _'ts perform_ance th_rough
idea of SCSP is that a router sleeps for a given amount of time, the simulation of a tunnel supervision scenario. Section V

wakes up and collects data from its children and other routes concludes the paper.
and then send them into a burst during a period of time that
we call transmission period. In its network layer, the protacol Il. RELATED WORK

uses a hierarchical tree structure as network architectureand .
a tree routing protocol. SCSP does not require synchronizabn S-MAC[2] and B'MA_C [4] are the mos_t popu_lar contgntlon
between routers and dynamically calculates the sieep and tect Pased MAC protocols in WSN. S-MAC is designed with en-
periods according to the amount of incoming traffic. The probcol ergy consumption minimization and self-configuration supp
is implemented and simulated in OPNET simulator. in mind. S-MAC periodically switches between sleep and
active states. It provides a synchronization mechanisrh tha
maintains a common sleep schedules between neighbor nodes
Many wireless sensor networks (WSN) applications suathich enables low-duty-cycle operation in multi-hop netks
as forest surveillance are deployed for long periods witly onwhile minimizing energy consumption. The protocol uses an
batteries as main power supply. In order to take account RTS/CTS transmission scheme and a virtual carrier sense
energy efficiency, MAC protocol designs use duty cyclingechnique similar to those in IEEE 802.11 [3] which are ugsed t
mechanisms in which nodes periodically switch betweerpsleprovide adaptive listening and avoid overhearing unnecgss
(low-power) and active modes. However, adding sleep periodlaffic. Finally, it presents a message passing techniguehwh
degrade network throughput which is an essential paramefigments a long message into many small fragments and
for some applications and situations. For example, whentransmit them in a burst.
fire is detected in the forest, a big number of messages willB-MAC provides power management via low power lis-
be generated thus stressing the high throughput funciignatening. Nodes periodically switch between sleep and active
of the MAC protocol. Therefore, nodes in WSN must betates (sleep period is called check interval). When a node
capable of achieving high throughput rates while miningzinwakes up, it checks channel activity. If activity is detetine
energy consumption. When an urgent event occurs, there isnumle stays awake and receives the incoming packet. However,
need for energy saving anymore. Hence, we need a dynaifithe medium is clear, the node goes back to sleep. Each
adaptation mechanism of sleep and active periods. transmission is preceded by a preamble as long as the check
To address this challenge, we propose the SCSP protocohi@rval so the intended receiver is definitely aware of the
network-MAC cross-layer design that dynamically adapts thransmission and receives the incoming packet. SCSP has the
active and sleep periods according to the amount of receivadivantages of both protocols and provides further enhance-
traffic. SCSP consists of a MAC protocol that works accordingents. It uses the sleep and wake up periods as S-MAC
to the paradigm "sleep, collect and send”, similar to therst does. However, during the sleep periods, a node periogicall
and forward” in wired switches except that we add a sleepakes up, checks channel activity and stays active if the
state. Besides, it does not require synchronization betweghannel is not free as B-MAC does. This combination avoids
routers. Thus, it is scalable. The network layer uses a neadifiS-MAC'’s synchronization overhead thus improving scalghil
version of the ZigBee[1] tree routing that is more tolerarih addition, by bursting data, a preamble is sent once for the
to node failures. MAC layer provides the list of neighbofirst message to transmit thus improving throughput. Fnall
routers to the network layer which in its turn provides mulSCSP dynamically adapts active and sleep periods while
tiple forwarding choices to it. Hence, MAC protocol has théhey have to be set during network deployment or through
possibility to change the next-hop router during transiorss reconfiguration mechanisms for S-MAC and B-MAC.

|. INTRODUCTION



IEEE 802.15.4[5] standard specifies the physical laye o2 | WP ‘ P
(PHY) and MAC sublayer for low data rate, low-cost wireless '\[/ 5 B
personal area networks (WPANS) of fixed, portable or movinBeacen ' ‘ Beacon
devices with no battery or very limited energy consumptiot The router wakes
requirements. In its beacon enabled mode, the MAC sublay » aﬁ:flﬁzs e
uses a superframe structure, defined as the time between two
successive beacon transmissions, that is composed ofiae act
period and a sleep period. The superframe structure is ediap’ < ‘ WP -
to a star topology. [6] proposed a solution to enable the us
of superframe structures in multi-hop networks. Howeues i geacon Beacon
synchronized and centralized thus non scalable. (b) heavy traffic load

Reactive routing protocols like AODV [7] and DSR [8] and
pro-active routing protocols like OLSR [9] and DSDV [10] are ! 0 s |Wp ‘nn
not suitable for duty cycled MAC protocols. Path discovery i : : : : : :
reactive protocols has a high delay and energy costs while Beacon subfiame Beacon
pro-active protocols, performing frequent route updated a 1 s 1
taking sleep and wake up schedules into account is expensive
In our protocol we used a modified ZigBee tree routing (ZTR
and m-ZTR) scheme which does not require any message Fig. 1. Subframe structure
exchange or route discovery. The modification tackles some
of its weakness, namely its tolerance to node failure.

(a) normal traffic load

(c) light traffic load

However it does not transmit packets one by one upon their
I1l. SCSPDESIGN arrival. Instead, it goes to reception state and colledis flam
A. General parameters and network architecture its neighbors (simple nodes or routers) during the WP. After

We consider a wireless network composed of simple nod&§ €nd of the WP, the router starts transmitting all packets
and router nodes (named router in the rest of the documeﬂ:z).eu?d in its buffer in a single burst. This is done in the
A simple node is a device that generally has measuremdfit Finally, at the end of the TP, the router sends the next
sensors built in and has limited routing decisions capisli beacon and starts another cycle. The superframe strucure i

A router is a device that implements full routing and networltustrated in Fig. 1(a). Simple nodes are always in sleepeno
management protocols. However, it can act like a simp\”@'ess they receive a packet to transmit from the higherlaye

device when its routing and management capabilities drd!l details of the WP, TP, SP and the operating mechanism
disabled. of simple devices are given next.

The network is organized into a tree and uses the tree2) Waiting period: The WP depends on the amount of

addressing scheme presented in ZigBee standard. The ketyfBfOMing traffic; the higher the traffic volume, the longee th
formation procedure will be developed in Sect. III-C. WP duration. ThéV P duration for a router is given by (1).
All nodes (simple nodes and routers) use CSMA/CA proto- . TNG

X AN ) Naz - ds, 1f NI #0
col to access the medium but with different maximum backoff WP = . ;
) ) . . Npaz - dr, Otherwise
intervals in order to give routers higher chance to access _ )
the medium: we used the unslotted version of CSMA/CAY: IS the number of children associated to the router
proposed by IEEE 802.15.4 (used in the non beacon enableds anddr are the maximum amount of time needed by a
mode). SCSP operates on the top of the "2450 MHz DS§§n|_oIe node and a router, respectively, to perform thesiofii
IEEE 805.15.4” physical layer: the data rate is equal to 2@yoidance roceduredfp), sense the channefdc4) and

1)

kbps. detect that it is Idle (at the first attempt), change the arden
state from receiver to sendet.{;), send the packetdfy:),
B. Channel access protocol wait for an acknowledgment{.;), and receive itd,.;). See

1) General description:When a node starts, it executedig. 2. ds or dgr define one slot time.
the association procedure to integrate the network. For alVmas iS a@n integer that has to be estimated using the
router, once the association is successfully completestiaits incoming traffic (it defines the number of slots). Its valueegi
sending beacon frames to provide useful information to it8e duration of thelW P. It has a minimum value of 1. The
neighbors (including its children) and synchronizationiteo €stimation algorithm is described next.
children. Routers use a superframe structure, defined as th&he estimation algorithm. Let’s define first the se@ ¢ IN
time between two successive beacon frames. The superfrafidhe set ol¥ Ps during which the router receives data and
is divided into three periods; Sleep Period (SP), Waitinddde W P, k € 2 theseW Ps. We define alsol/, k € 2 as the
(WP) and Transmission Period (TP). We call the sum of Sgtio giving the sum of the service times of received packets
and WP a subframe. During the SP, the router enters iff;.is, 7+ £ is the set of received packets duriig Py,)
sleep mode. When the SP expires, the router becomes actilieided by W P, duration. Mi is the service time of packet



i (see Fig. 2).U;, is shown in (2). We note thal/;, can be  Algorithm 1: Estimation algorithm
greater than 1 in the case where the router is still recei@ing™ /« Update Sy*/
packet from a neighbor router while th& P ends (recall that

o =
the router is not preemptive). if U,_1 > Sk_; then
1 | = Q2
Uk _ Zz [ H_1 (2) end
W Py Sy = (1 - Oé)Skfl + alUi—1
Let us denote byS; the exponential moving average of Updat e Nyau*/
U, keQ _ e
if (Sk > Thr,g.) then
Sk =(1—a)Sk_1 + alUi_1 3) | Nmaz = Nmaz +1
else
« is the smoothing factor. We used a non linear filter where | if S, < Thr,,:, then
« is bigger whenU;,_; > S;_; allowing Sy to adapt more | Nimaz = Npaz - 1
swiftly to traffic increase. After a number of trials, we falin end

that values ofo, a; = 0.008 and a;, = 0.01, gave the best end

of all-around performance. The computation%f resembles Nomaw = max(1, min(Nae, NMAX))
that of the average queue length in RED[13] and the round
trip time in TCP [14].

S, is evaluated before sending th& beacon frame and is
used in the Algorithm 1 to determine the value Mf,,, for d
the k" WP (thus its duration). In the algorithn¥ary,qz, BP
Thrmin and NM AX designate the maximum threshold of
Sk, the minimum threshold of;, and the maximum value of < 1 >
Noaz, respectivelyT'h,,., allows the increase of the WP’s ;
duration. When set too high, the WP will not respond rapidly |« >
to the network load growth. When set too low, bandwidth ds, dr
will be wasted since thél’ P will increase too fastT'h,,;n,
is the minimum utilization ratio under which the protocol Fig. 2. dg, dgr andﬁ variables
performance will degrade significanthi’h,,,;, is used to
decrease the WP’s duration : set too high, WP decreases fast
which diminish the benefits of our algorithm. When set topackets are transmitted directly upon the reception of the
low, WP’s duration decreases too slowly compared with trecknowledgementexcept for the first queued packet (because
network load growthNM AX bounds the value oiV,,., to preamble packets are not acknowledged). If the sendenve=cei
prevent a high increase in th& P duration. It is set to 15 in an acknowledgement for a transmitted packet, it drops the
all simulations. packet and moves to the next one in the buffer. If not, it reuse

Intuitively, S, calculates the average utilization ratio ofCSMA/CA to send the non successfully transmitted packet. At
the WP. If S, exceedsl'hr,,.., the value of theN,,., is the end of the TP, the router sends a beacon frame and goes
increased which augmentates the duration of ihe. If S, to sleep.
decreases beloW'hr,,;,, the value ofN,,,, is decreased. Any router has at least one message to send during the TP
We can see that changing thE P duration, affects the value which is the beacon frame. If the router has buffered message
of U, (2) and soS, which in its turn affects the value of to send, it transmits the beacon after finishing the trarsions
No.az- Besides,S;, depends also on the traffic load. Henceyf these buffered messages. Otherwise, it must contend to
our algorithm appears like an iterative process where thecess the channel using CSMA/CA before sending the beacon
objective is to find the good value adW,,., that reflects frame. In this case, the preamble frame is not sent. We shall
the incoming traffic load while satisfying an utilizationtia notice that a beacon frame transmission is always considere
betweenT hr,in, andThr,,q.- successful since beacons are not acknowledged.

3) Transmission periodThe collected data during the wait- After the end of the WP, the transmission procedure de-
ing period are transmitted in a burst. At the beginning of thecribed above begins only if the channel is idle. Otherwise,
TP, the router sends a preamble frame; its duration is supetthe WP is extended until it becomes idle. At each detection of
to the wake up period of routéisThis way, all neighbor a busy state, the WP is extendeddysecondsds is defined
routers will wake up. However, if the network is configuredh Sect. 11I-B2) .
to stay active all the time, preamble transmission is dexhbl 4) Sleep period:During the SP, the router goes to sleep.
After that it sends the queued packets. CSMA/CA protocol idowever it periodically wakes up and senses the channélelf t
used to transmit the preamble packet. Then, the remainicigannel is free it goes back again to sleep, otherwise itirema

tcea
Uit
tack

dpk‘{

dack

1The wake up period is the same for all routers 2Acknowledgments are enabled in SCSP



active as far as it receives data from the medium. The routiepth of the sender which is the minimum number of hops to
goes back to sleep if the SP did not expire yet (in that cageach the root using only parent child links and the number
it starts the WP) and if the channel remains idle for a periaaf children associated to it; the head of the list contaires th
of time equal to the sum ofis and the maximum backoff record with the minimum depth and the number of children.
duration of a router. This amount of time guarantees that Méhen the CP expires, if the list is empty, the CP restarts.
other router is starting its transmission procedure béf@ees Otherwise, the node selects the head of the list and tries to
to sleep. locate the next beacon of the "selected node”, in order to be
The duration of the subframe is a constant defined by tegnchronized with it. Finally, it sends an association esju
network administrator and the duration of the WP dependsiring WP of the selected sender. Upon the reception of an
on the traffic load. Thus, the duration of the SP dependssociation request, a router sends immediately a receptio
also on the traffic. When the traffic load increases, the WBsponse containing the assigned address and the network
increases while the SP decreases and vice-versa. This isgheameters. This is the only case where a given router sends
dynamic adaptation of the sleep and active periods whichasframe during the WP. The association response frame acts
illustrated in Fig.1(b) and Fig. 1(c) for a heavy and a lighike an acknowledgment; if a node sends an association seque
traffic, respectively. and does not receive an association response, it consfaers t
5) Simple nodes operating mechanisi:simple node is frame lost and moves to the next record in the list if any and
always in sleep mode unless it receives a packet to transmeipeats the synchronization process. Otherwise, it shg@m
from the higher layer. In that case, it wakes up and listens tlwe CP. The association procedure is executed once for all
the channel. It keeps listening to the channel until it neegi routers, during network establishment, unless the roaitldec
a beacon frame from a neighbor router. Then, it extracts ttereset the network.
SP and WP durations and the address of the router whici2) Address attribution:The network addresses are assigned
sends this beacon and goes back to sleep during the SP petisidg a distributed address allocation scheme that is Wedig
specified in this beacon frame. After the expiration of SP, i0 provide every potential parent with a finite sub-block of
wakes up again. Now the simple node is synchronized wittetwork addresses to distribute to its children. Duringuoek
the WP of the beacon frame sender. Finally, it sets the negtablishment, the root determines the maximum number of
hop address of the packet to the address extracted from ¢hddren per parent({m), the maximum number of routers
beacon frame and uses CSMA/CA to send it. (Rm) between these children as well as the maximum depth
If a node has another packet to transmit or if the transmisf the network {m) (the root has a depth of 0). A function
sion of the packet being transmitted fails (due to a CSMAalledC'skip(d) (equation 4) is used after that to calculate the
CA failure or an non reception of an acknowledgment framedize of the address sub-bloc being distributed by each paren
the simple node must check first if it can transmit it in théocated at deptla.
remaining time of the WP. If it is the case, it sets the next hop
address of the packet to the address_ extracted fro_m theeaco _ { 14+ Cm-(Lm—d—1), if Rm=1
frame and uses CSMA/CA to send it as the previous packetC'skip(d) =
Otherwise, it must restart the whole procedure; locate adrea
zgr%i)’rs;izpsgl;grl% e;[hpeaflfef eriod of the beacon frame of theThe network address distribution is as follows. T
Any other packet received during the transmission proc
dure is queued. At the end of transmission of all the queu
packets, the simple node goes back to sleep. Note that tiie
hop can be a router that is not the father of the simple no

Lm—d—1 .
S e , otherwise

4

he root

ggs always the address 0. For routers, the address assignmen
ges the value of’skip(d) as an offset: if the node is the

i[st served, its address is one greater than its parent ssldre
Eherwise, the addresses are separated from each other by
skip(d). For simple nodes, network addresses are assigned

C. Network formation in a sequential manner using the following rule :

1) Association:We denote by the root, the router that starts Ap = Aparent + Cskip(d) - Rm 4+ n (5)
the network and specifies all its parameters (like the suidra
length and parameters needed for address attribution). Th&lere 1 < n < (Cm — Rm) and Apereq: represents the
root is equivalent to the the ZigBee coordinator in the Zige2ddress of the parent.

standard. _ D. Routing protocol
The association mechanism works as follows. When the rootl) ZigBee tree routing:End devices (simple nodes in our

becomes active, it starts sending beacon frames perlt;dlca#ase) always send their data to their father. For routegBe&

the root starts using the superframe structure immediatll){ee routing (ZTR) is based on some comparison rules: for a

If a router ora simple deV|c_e wants _to join _the hetwork, | igBee Router with addresd at depthd, if the following
starts collecting beacons during a period of time that wé o

"collection period” (CP). During this period, for any beaco ogical expression is true, then a destination device with
. . . . addressD is a descendant.

received, the node records all the information provided an

stores the record into a list. The list is sorted accordinth&o A< D< A+ Cskip(d—1) (6)
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Fig. 3. Simulation scenario

If it is the case, the Next Hop is given by the following rule: ?;ﬁf&‘ﬁfemo(cr%“"em (mA 13:1
i . Active mode current(mA) 8
e N = D for ZigBee end devices where Sleep mode currentu) 15
D > A+ Rm - Cskip(d) 7 \oltage (V) 3
e N=A+1+ L%J x Cskip(d) , otherwise
o o TABLE |
If the expression is not true, the destination is not a dedaein MICAZ MOTE PARAMETERS

and the message should be routed throdghparent.
2) Modifications: First, simple devices does not always

send their data to their father. Instead, they send it to the gét: gﬁfat(i'g?]/?bs) c2).51023
first received beacon sender. Finally, in prior work, Nef4i] Initial energy (J) 100
proposed an improvement of ZTR using neighborhood table Wake up duration (ms)| 10
in routing decision in order to improve the worse-case delay ;Z:m{n 8';‘2
Our modification follows the same logic since neighborhood ds (ms) 4816
table can be efficiently built using beacon information. The dr (Ms) 3.536
modification works as follows. MAC layer provides the list of

neighbor routers to the network layer. This table is updated TABLE II
whenever a router receives a beacon frame. First, by default SIMULATION PARAMETERS

the next-hop address is the one provided by ZTR with only
one exception; if the destination is a descendant of a neighb
node, the next-hop is set to this neighbor. Finally, if thetne ) ) . ) )
hop as calculated by ZTR is not a descendant, the netw@ti€ given in table I. Table Il summarizes general simulation
layer sorts the neighbor table according routers depth; tRarameters,
neighpor route_r with the r.nin_imum.depth is placed _first. A. Scenario description

During TP, if a transmission fails after some tries and if ) ) ) )
the next hop is the father and the destination is not the fathe W& consider a multi-hop network, which simulates a tunnel
(MAC layer knows its father address), it picks up the heagtPervision system, in a surface of .250m_x 50 m (Fig.3). Itis
of the list and sends the message again to this router. If fFfMPosed of seven routers (blue circles in the figure) and 16
neighbor table is empty or the destination is a descendamt, 8MPle nodes (gray squares). Simple nodes hear only the two
message is destroyed. nearest _routers and the transmission range of rou'gers 23] equ

The modification works when the next-hop as given by zT# the distance between R3 and R2 (86m). The sink node is
is the father. This is because the sink node is generallyaibie r 1€ root nodeC'm, Rm and Lm are equal to eight, four,
Besides, first level nodes tend to die first because most of fm:d four,_respect!vely._ Simple nodes generate a traffic with
traffic crosses them to reach the destination. constant inter arrival time and a constant packet lengttalequ
to 450 bits*. The root node is always active and has unlimited
IV. SIMULATION ANALYSIS energy.

We present in this section a simulation study of SCSP whigh Network lifetime
we implemented in OPNET [15] (Modeler v14.5). We analyze We define the network lifetime as the time of the first router
the energy consumption and end to end delay with differefatlure. In this set of simulations, we varied the sub-frame
network conditions and protocol parameters. We study its
dynamic throughput adaptation behavior. We compare m-ZTRa.quet the initial energy to 100J. However, a typical AloalA battery

. . . . which is used by micaz motes has a theoretical energy of 16R9Q
with the basic ZTR. For energy consumption calculation, weay, supposed that the deployed application generates jiericessages.
use the micaz mote [16] current and voltage parameters whigbwever, SCSP is not specifically designed for such apjicst



il T T 1600
o= Imn-SC3P - dmin - SCSP
~&-I1in- SCSP 1400 15 - scsp
’m‘ 157 ——55-SCSP 12001 =% 1min - IEEE 802.15.4
5 % |-+ 1s-IEEE 802154
0 13- SCSP g
o || ~imin- EEEBILL54 > 10001
£ g
o0 3 8001
£ c
; ]
9
= = 6001
0
2% 4001
200
__________________________ 3
0 ‘ . : 40% T T T T T T T T T
0 0 0 0 & % 60 10 & % 10 0 10 20 30 4 5 6 70 8 9 10
Subframe duration (Number of slots) subframe duration (Number of slots)
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length and then measured the network life time. As WP, tlhee can establish a trade off between energy saving and end

subframe length is measured by the number of sl¥fs,, to end transmission delay. For example, for an inter arrival

multiplied by ds or dr depending on whether the router hasime equal to one minute and a subframe length equal to 100

children composed by simple nodéé,,... = 0 means that the slots, the average end to end delay is equal to 1560ms which

node is always active. Results are plotted for 1s, 5s, 1mih ais considered reasonable in comparison with the 60 seconds

2min generation rates and are illustrated in Fig.4. We nmredsuof inter arrival time.

also the network lifetime of the IEEE 802.15.4 MAC, non Hence, considering the traffic characteristics, the endtb e

beacon enabled mode with static routing, in order to obtailelay and the energy consumption, the network administrato

the performance of CSMA/CA in active mode. can efficiently calculate the optimal subframe length that
The network lifetime increases almost linearly as the subtaximizes the network lifetime.

frame length increases because routers sleep much more time

For light traffic load (2min and 1min message generatida. WP adaptation

rates), the network lifetime increases as the subframetidara | this set of simulations, simple nodes 11 to 18 transmit

increases. The improvement in comparison with the "alwayta starting at 1500s and ending at 2100s with a generation
active” scenario is 2 to 20 times depending on the duratiggte of two messages per second. The rest of simple nodes
of the subframe. For heavier traffic Ioad, network lifetinge istart transmitting at 10s until the end of the simulationhvat
almost constant; on one hand, routers wake up more oftessage generation rate of five seconds. The subframe length
during their SP to get data and on the other hand, the iequal to 20 slots. We used the m-ZTR. The energy is set to
duration is longer since it is adapted according to amougfaximum to avoid nodes death. We plot the WP duration as a
of incoming traffic. SCSP obtains better results except wh@iinction of the simulated time for all routers. Results diea

routers are always active. This is because SCSP has highgkouters R2 and R3 are shown in Fig. 6 along with the total
MAC overhead than IEEE 802.15.4 non beacon enabled mog@jfic sent (in bits/sec) and results of the other routees ar

beacon transmissions for instance. illustrated in Fig. 7.

For all routers except R1, the WP duration increases after
C. End to end delay 10s. This is because some simple nodes start transmittiag da
We run the previous set of simulations again and measuradthe same time (10s). Thus, the WP is adapted quickly to
the average end to end delay as a function of the supetport this increase in the traffic volume. After that, th® W
frame length. The results illustrated in Fig.5 show thatEEEof all routers goes again to its minimum value, because the
802.15.4 MAC always outperforms SCSP. This is because génerated traffic volume is not big and is smoothed according
SP and beacon transmissions overhead. However, if we tagethe active and sleep router schedules. Similarly, batwee
into account the inter arrival time characteristic of thaffic, 1500s and 2100s, eight nodes start transmitting data. Again
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R2, R3 and R4 adapt their WP to this increase in traffic

volume because most of simple nodes that start transméting
1500s send traffic to R3 or R4 which have R2 as father. Note
that the WP duration of R2 remains equal to 9.632ms (two
slots) between 1500s and 2100s because the traffic volume
corresponds to a WP duration of two slots. However, the WP
duration of R3 and R4 oscillate between one and two time
slots. This is because, simple nodes are free to choose the
router to which they send data. So, R3 adapts its WP when
it is chosen and vice-versa. Since, the traffic generatitm ra
is constant, simple nodes generally wake up at the same time
and tend to select the same router. WP of R1 and R5 remains
at minimum since most of the traffic is routed through R7 and
R2.

SCSP efficiently adapts its WP duration to the incoming
o traffic volume. This is an important feature of our protocol
since it solves the problem of throughput degradation intro
0,040 duced by forcing nodes to periodically enter sleep mode.
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0.000 In this set of simulations, we fixed the subframe length to

0.060 — BT 10 slots and data generation rate to one message every five

D,Um_/—\ seconds. Then we measured the traffic received by the sink

node and the total energy consumption during the simulated
1 . time.
0 =00 1IDIDU 1|5|00 QIDIDU zlslgg SIDIDD 3|5|00 4,000 Figure 8 shows the performance of ZTR and m-ZTR. Before
tme(sec)  first router's death, m-ZTR performs slightly better thanRZT
due to the additional transmission attempt to a neighboenod
when the maximum retransmission limit is reached (it is fixed
to five in all simulations). After the first router's death (R1
which is the same for both protocols) and compared to ZTR,
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Fig. 7. WP duration in seconds of R1, R4, R5 and R7



m-ZTR maintains the whole network connectivity for thregs] IEEE-TG15.4 (2003). Part 15.4: Wireless Medium Accessit@ol (MAC)

additional minutes before the received traffic falls duehe t 2rr]gapl\rllgt?/i/%€::<;é(1{g\l(\llei\l(\}siplelicli:_ﬁlgegtiZQZaf%r ggﬂh'%fm‘;‘{zﬁﬁziﬁzgga'
death of R2. This is due to the flexibility of selection of nextis) koubaa, A, cunha, A., and Ales, M. 2007. A Time Division

hop routers by simple nodes and routers. Beacon Scheduling Mechanism for IEEE 802.15.4/Zigbee t@lus

Hence, m-ZTR is more tolerant to node failures than ZTR. Tree Wireless Sensor Networks. In Proceedings of the 19th Eu
romicro Conference on Real-Time Systems (July 04 - 06, 2007)

V. CONCLUSION ECRTS. IEEE Computer Society, Washington, DC, 125-135. DOI
. http://dx.doi.org/10.1109/ECRTS.2007.82
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