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A Multihop Multi-OPS Optical
Interconnection Network

David Coudert, Afonso Ferreira, and Xavier Muioz

Abstract—in this paper, we study the design of regular multi- ~ deal of research effort have been concentrated on single-OPS
cast networks implemented with Optical Passive Star (OPS) cou- topologies [12], [19], [23], they present a severe drawback: since
plers. We focus on an architecture based on both Kautz graphs and an OPS coupler splits an incoming optical signal in several out-

stack-graphs, and show that it is very cost-effective with respectto . . - . . e .
its resources requirements, namely the number of OPS couplers, going optical signals, without signal amplification, the techno-

power budget’ Sca|abi|ity and number of transceivers, and presents |Ogical constraints related to these Spllttlng Capabilities limit its
a large ratio number-of-nodes/diameter. The important issue of size [11] and consequently, the size of the network.

medium access control is also addressed and control protocols for  Therefore, our work focus on multi-OPS networks, which
accessing the optical couplers are given and analyzed. Finally, we geam more viable and cost-effective under current optical tech-
show through simulation that these control protocols efficiently im- . . .
plement shortest path routing on these networks. nology [6]_, [19]. In multl-_OPS networks, given aﬁxed number

of transmitters and receivers per node, and a fixed number of
nodes in the network, one should try to minimize the number of
intermediate nodes a message is required to hop through. Fur-
thermore, other parameters have also to be taken into account,
like the growth capability, the simplicity of control and routing
. INTRODUCTION protocols, as well as the easiness of the physical architecture.

PTICAL interconnection is establishing itself as the most One remarkable proposal for the Optical Interconnection of

O efficient technique for implementing communications iMultiprocessor Systems was the Partitioned Optical Passive
high-performance computing systems, because the maturity3$#r (POPS) topology described in [6], and properly modeled
optical and optoelectronic device technologies supports the d&{3]. A POPS network is a singlehop multi-OPS network,
ployment of very large lightwave networks which can provide ® Which the nodes are partitioned into groups, each group
huge bandwidth. of nodes being connected to all other groups through OPS

Such networks are usually divided into two classes, agouplers. In the POPS network, each OPS coupler connects
cording to the number of intermediate nodes a message ha§1§ group of nodes to one other group. This network benefits
visit before delivery [19]. In asinglehopnetwork, the nodes Of the routing facilities of singlehop networks and of the
communicate with each other in only one step. Unfortunate@{oadC.aSt capabllltles of OPS-based networks. On the other
such topologies require either a large number of transceiv&@nd. it requires elaborate control protocols [6]. The POPS
per node, or rapidly tunable transmitters and receivers. GRWOrk represents an advance compared to a single-OPS
the other hand, in anultihop network, there is no direct path network with respect to the total number of nodes. However,
between all pairs of nodes and a communication should use /i€ @ single-OPS network, the POPS network also presents
termediate nodes to reach the destination. This allows to red{ghnological limitations: the size of the groups of nodes is
the number of (statically tuned) transmitters and receivers gépited by the size of the OPS coupler, as explained before,
node, but the processing of the information by the intermedic@8d the maximum number of groups in the network is equal
nodes may cause a reduction on the transmission speed.  [© the maximum number of transceivers per node, as allowed

These networks can be implemented using existing optidider current technologies. Hence, the sc;alir_lg capabilities of
technology, like the low-energy-loss Optical Passive Star (OPEf POPS network are also limited, motivating us to study
coupler [10], [17], which allows incoming optical signals to bélternatives to singlehop multi-OPS networks.
broadcast to all output ports. OPS-based networks are furthetn this paper, we study the logical topology of regular mul-
classified according to the number of optical couplers used [3fyop multi-OPS optical interconnection networks. We concen-
beingsingle-OP23] or multi-OPS[5], [6]. Although a great trate on topologies based on the family of Kautz digraghé].

The Kautz digraphs have a large number of nodes; d” +
dP—1, for given constant degreand diametef). The eccen-
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GEMNET, and de Bruijn, in [20]. This study showed that Kautz 0 Optical passive star coupler
networks are very attractive and more efficient than the others, ,

in case it would be chosen as the logical topology of a communi- g ]
cation network. Moreover, Kautz digraphs were used as the log-& 2
ical topology of the Rattlesnake ATM switch presented in [13],
which is a cost effective switching system designed to builda 5
local area ATM network that supports multimedia applications.

The Kautz digraph was chosen because of its simple routifig. 1. Optical passive star coupler of degree 4.
mechanism, efficient broadcast and multicast protocols, and the

possibility to generate node-disjoint routes, which makes itnoﬂ?at the bit complexity of our protocols improve on the con-

(or Imk). fault tol_erant [21]. ) _trol sequence proposed in [6] for the POPS network. Finally, we
Notwithstanding, although graphs and digraphs play an ighow through simulation that these control protocols efficiently
portant role in the analysis and synthesigofnt-to-pointnet-  jmplement shortest path routing on the stack-Kautz network. We

works [19], [22], OPS networks featuoae-to-mangommuni- - ¢jose the paper with some concluding remarks and directions for
cations where messages sent by the nodes can be broadcastig@ler research.

outputs of the OPS couplers. Therefore, they can be better mod-
eled by hypergraphs, a generalization of graphs, where edges
may connect more than two nodes [1]. Hence, hypergraphs can
be used to design one-to-many communication networks, as th&or the sake of completeness, in this section we recall the
HyperKautzproposed in [2]. In a nutshell, a HyperKautz netconcepts of the OPS coupler, stack-graphs, the POPS network
work, with n nodes of degreé, usesn OPS couplers of size  and the Kautz-graph.

such thatdn = sm, and has the same routing mechanism as a

Kautz network withn nodes of degreed and diametelog,,n. A. Optical Passive Stars

Thus, a HyperKautz network can be viewed as a Kautz networka optical passive star coupleris a singlehop one-to-many

with » nodes of degreed, in which groups ofs arcs, coming  gptical transmission device. An OPS ) hass inputs andz
from s different nodes, are merged into OPS couplers of siz&y,tputs. In the case wheseequalsz, the OPS is said to be of
(see [2] for more details). On the other hand, since the nodgsyrees (see Fig. 1). When one of the input nodes sends a mes-
connected to the inputs of any OPS coupler are different of tggge through an OPS coupler, theutput nodes have access to
nodes connected to its outputs, HyperKautz networks are diffi- An OPS coupler is passiveoptical system, i.e., it requires
cult to control and to implement, because they lack regularityp external power source. It is composed of an optical multi-
Nevertheless, this topology was evaluated as an optical netwgfkxer followed by an optical fiber or a free optical space and a
in [15], and shown to be more efficient than the Shufflenet—geam-splitter that divides the incoming light signal intequal
point-to-point network—, at least with respect to the number gfgnals of asth of the incoming optical power. The interested
nodes in the network for constant degree and diameter, and @éader can find in [4] a practical realization of an OPS cou-
erage network load. pler using a hologram [10] at the outputs. Another realization
In this work, we introduce regular multihnop multi-OPS netusing optical fiber is described in [17]. Throughout this paper,
works based on the Kautz topology using the concept of stagke will deal withsingle wavelengthOPS couplers of degree
graphs, presented in [5], which allow us to model and manipnplying that only one optical beam can be guided through each
ulate such networks. Thetack-Kautanetwork presented here,device. Consequently, no two nodes can have concurrent access
is obtained from a Kautz graph by replacing each node byi@any OPS.
group of s nodes and each arc by an OPS coupler connecting
two groups ofs nodes. Hence, this network is regular with th&. Stack-Graphs

small constant degree and the low diameter of the underlyinge saw in the introduction that one-to-many networks (e.g.,
Kautz digraph and has a large number of nodes, equakto OpS-based networks) are better modeled by hypergraphs. With
wherer is the number of nodes of the Kautz digraph and  respect to regular OPS-based networks, a particular class of di-
the size of the groups that replaced the nodes. The StaCk-Ka@T@ted hypergraphs, called stack-graphs, was defined in [5]. In-
network has also a simple routing protocol and an efficient afgkmally, they can be obtained by means of piling upopies
optimal broadcast algorithm. of a digraphG and subsequently viewing each stacks ofodes

In the remainder of this paper, we start by recalling, in Segs a hypergraph node and each stack afcs as a hyperarc.
tion I1, the results from the literature upon which we constructethe values is called the stacking factor of the corresponding
ours. In particular, we present the OPS, we recall the stagitack-graph, and(s, G) denotes the stack-graph of stacking
graphs from [5], and we give an example of a POPS network. Wactor s, obtained from the digrapf¥. A formal definition can
also recall the definition of the Kautz graph from [15]. Then, wke found in [5].
introduce thestack-Kautzin Section Ill. We study its character- Therefore, in stack-graphs an OPS coupler of degrée
istics and scalability, and compare it to the POPS, by studyingodeled by a hyperarc linking two hypergraph nodes composed
the resources required by each network. Then, in Section IV, wks vertices each, meaning that the processors of one set (the
give control protocols for accessing the shared OPS’s and shORS sources) can send messages only through the hyperarc,

Il. PRELIMINARIES
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Optical Passive Star coupler

0 4 Destinations
w 0 e
3 OPS s —-
% 2 0 Z \
-
3 7 Sources OPS as a
hyperarc
Fig. 2. Modeling an OPS by a hyperarc.
Optical passive star couplers 1) Definition: [16] The directed Kautz grapk G(d, k) of
degreed and diametek is the digraph defined as follows (see
Fig. 5).
a) Avertexis labeled with aword of length (x4, ..., zx),

on the alphabet = {0, ..., d}, |X| = d + 1, in which

2

g '% xi#$i+1,f0r1§i5k—1.

I % b) There is an arc from a vertex = (x1, ..., z3) to all
A verticesy suchthay = (x2, ..., z, 2), 2 € &, 2 # 74

Another definition of directed Kautz graph, in terms of
line digraph iterationt was proposed in [9]. It is shown that
K@G(d, 1) is the complete digraph without Iooyﬁé(jﬁrl and that
KGd, k) = L’“—l(KjH). Fig. 5 showsK; = KG(2, 1)

Fig. 3. POPS(4,2) with eight nodes. and two iterations of the line digraph.

The Kautz digrapiK G(d, k) hasN = d*~1(d + 1) nodes,
constant degreé and diametek: (hence k = |log,; N]). Itis
both Eulerian and Hamiltonian and optimal with respect to the

1,1y humber of nodes ifl > 2 [16]. As an exampleK'G(5, 3) has
N = 150 nodes, degree 5, and diameter 3.

Notice that routing on the Kautz digraph is very simple, since

a shortest path routing algorithm (every path is of length at most
Fig. 4. POPS(4,2) modeled agt, K3). k) is induced by the label of the nodes.

0.0

whereas the other set (the OPS destinations) can receive medll: A M ULTIHOP MULTI-OPS NETWORK BASED ON THE
sages only through the same hyperarc. Fig. 2 shows an OPS STACK-KAUTZ

coupler modeled by a hyperarc. We now have a good model for multi-OPS networks (the
. ) , stack-graphs) and also a digraph having good properties as a

C. Partitioned Optical Passive Star Network multihop network model (the Kautz digraph). In this section
The POPS network PORS g), introduced in [6], is com- we introduce a multihop multi-OPS architecture based on the

posed ofN = tg nodes and> OPS couplers of degreéeThe stack-Kautz

nodes are divided intg groups of sizé (see Fig. 3). Each OPS

coupler is labeled by a pair of integéts j), 0 < 4, j < g. The A. Definition and Main Characteristics

input of the OPS3, ) is connected to théh group of nodes,  |n order to define the optical interconnection network called

and the output to thgth group of nodes. The POPS is a sinstack-Kautz, we use the Kautz digraph with lodp&™* (d, k),

glehop multi-OPS network. where every node has a loop and hence degred. Thus, we
Since an OPS coupler is modeled as a hyperarc, the POPS ggir define the stack-Kautz as follows.

work POP$t, g) can be modeled as a staék: (or <(¢, K7;), 1) Definition: The stack-Kautz SK (s, d, k) is the stack-

for short) of stacking-factar, wherek; is the complete digraph graphgs(s, KG*(d, k)) of stacking-factors, degreed + 1 and

with loop$ havingg nodes and@? arcs (see Fig. 4), as proposediiameterk (see Fig. 6).

in [3]. The stack-Kautz network has the topology K (s, d, k)
_ andN = sd*~1(d + 1) nodes. Each node is labeled by a pair
D. Kautz Digraphs (z, y) wherez is the label of the stack iK' G(d, k) andy is an

Stack-graphs represent a powerful tool for buildingnteger0 < ¢ < s, i.e.,z is the label of a node group ands
multi-OPS networks based on graphs presenting good topoldige label of a node in this group. Since the stack-Kautz network

ical characteristics. The Kautz digraph, defined below, is one, . , o , , _
4Given a digrapi, theline digraphoperation allows to define a new digraph

such graph. L(G) whose vertex set is in one to one correspondence with the set of arcs of
Let us start with the definition of the Kautz digraph. G. A vertexu of L(G), representing the are = («, y) in G, is adjacent to
a vertexv if and only if v represents the anc = (y, z) in G. We denote by
3A loop is an arc from a node to itself. L?(@G) the digraphL(L(G)) and byL*(G) the digraphL(L*~'(G)).

Authorized licensed use limited to: UR Sophia Antipolis. Downloaded on November 1, 2009 at 12:56 from IEEE Xplore. Restrictions apply.
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KG(2,3) = L(KG(2,2)) = LA(KG(2,1))

KG(2,2) = L(KG(2,1))

Fig. 5. Three Kautz digraphd{G(2, 1) = K and two iterations of the line digrapfiy G(2, 2) = L(KG(2, 1)) andKG(2, 3) = L(KG(2,2)) =
L2(KG(2, 1)).

Fig. 6. Stack-Kautz network K (3, 2, 2).

inherits most of the properties of the Kautz digraph, like shorte$t+ 1 OPS couplers of degree The stack-Kautz network

path routing, fault tolerance and others, itis a good candidate 8K (s, d, k) requiresd*~*(d + 1)2 OPS couplers of degree

the topology of an OPS-based lightwave network. s. Notice that the number of OPS’s is independent of the
2) Diameter: An OPS-based network with the topology of astacking-factor.

stack-Kautz networl§ K (s, d, k) hasN = sd*"1(d+1)nodes  4) Number of TransceiversEach node has one transmitter

divided ing = d*~1(d + 1) groups of sizes. It is possible to and one receiver per link. Hence there dre- 1 transmitters

preserve a small diametérand have a large number of nodesand d + 1 receivers per node and a total 2¢d*~(d + 1)

For instanceSK (12, 5, 3) hasN = 1800 nodes and diameter transceivers in the network.

3. In the following we discuss ways to optimize the assignment
3) Number of OPS CouplersEach group ofs nodes has of parameters, d andk. Table | and Fig. 7 show examples of

an output degre€ + 1, hence it is connected to the input ofsuch assignments.

Authorized licensed use limited to: UR Sophia Antipolis. Downloaded on November 1, 2009 at 12:56 from IEEE Xplore. Restrictions apply.
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TABLE |
RESOURCESEXAMPLES FOR.S KK AND POPS
POPS5(60,30) | SK(20,9,2) | SK(12,5,3) | SK(12,5,5)

Groups 30 90 150 3750
Nodes 1800 1800 1800 45000
Diameter 1 2 3 5
Degree OPS'’s 60 20 12 12
OPS’s 900 900 900 22500
Tr.|Rec. per proc. 30 10 6 6
Tr.|Rec. total 54000 18000 10800 270000
Power budget 60 20 12 12
Broadcast (time steps) 2 3 4 6

Advanced Control 570 980 108 108

(# of bits)

| 4D .-'.'"._ iy
| M |
[[ELLRT]
RIFNN]
poonn) |
soo0n |

(©

Fig. 7. Plots (a), (b), and (c) depict (a)the number of nodes of the POPS, and of (b) the stack-Kautz of diameter 2 and of (c) diameter 3, when both the degree
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d and the stacking-factor vary. Plot (d) shows the behavior ofthe number of nodes of the stack-Kautz of stacking-faeter 32, when both the degreéand

the diametek vary.

B. Power Budget and Scalability

The scalability analysis of a network allows us to find th
best way to build it in terms of number of nodes/network diam- The power budget corresponds to the cost of sending a mes-
eter/stacking factor/degree/technologies/power budget/costsage from one node to another through an OPS coupler in terms

a multi-OPS network like the stack-Kau$zZ{ (s, d, k), it cor-

gesponds to the choice of the three parametedsandk:.
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of energy. When a node sends a message through an OPS omust be large with respect to the group size. Also, it is better
pler of degrees, s nodes receive it. Let the optical power reto increase the diameter of the network in order to minimize
quired by a receiver to detect a message be normalized to 1 #mel number of transmitters and receivers per node. Thus, by
for the sake of simplicity, make the assumption that no loss wicreasing the diameter of the network, the power budget and
light power occur during a transmission. Therefore the powtre resources are proportionally reduced with respect to the
budget of sending one message through an OPS coupler isumber of nodes. However it is necessary to preser¥ed to
the stacking-factor. Consequently, the maximum optical poweave more nodes in the network than OPS couplers.
which can be delivered by an optical transmitter divided by the As an example, given in Table | below,K (20, 9, 2) has
minimum value of the optical power required by areceiver to dé&¥ = 1800 nodes divided in 90 groups of size 20 and 900 OPS
tect a message gives the maximum value of the stacking-factmuplers for a diameter 2. Each node has 10 transceivers and
As an example, an OPS coupler of degree 16 can be realizke power budget is equal to 20. Let the diameter increase of
based on VCSEL's and diffractive optics [11]. one unit and let the number of nodes and OPS couplers stay
The stack-Kautz network K (s, d, k) hasN = sd*~*(d 4+ unchanged. Thus, we obtaff¥{ (12, 5, 3) which is composed
1) nodes divided ing = d* (d + 1) groups of sizes, and of 150 groups of 12 nodes. The power budget is decreased to 12
(d+1)g OPS couplers of degree Each node has degrde- 1  and the number of transceivers per node is now equal to 6.
(i.e.,2(d + 1) transceivers) and the total number of transceivers Table | also gives numerical evidence for both POPS and
in the network is2(d + 1)N. The diameterf, of the network stack-Kautz networks. The three networks PQ®S30),
corresponds to the maximum number of nodes a message ha$4q20, 9, 2) and SK(12, 5, 3) have the same number of
jump through before delivery. nodes for different diametersSK (12, 5, 3) appears to be
When thestacking-factor, s, increases from; to s, then:  better than the others in terms of number of transceivers per
node and total number of transceivers, degree of its OPS cou-
20" plers, power budget and bit complexity of its medium access
2y . .
« the total number of transceivers increases frofPntrol protocol (see Section IV). Furthermore, broadcasting
251d*(d + 1)2 t0 250d*~L(d + 1)2; arbitrary but fixed size messages takes only two times steps
fpore than in POPS, as shown below.

» the degree of the OPS couplers also increases frota

» the number of nodes in the network increases fro
s1d* 1 (d + 1) to sod*~1(d + 1) [see Figs. 7(a)—(c)]. . .
Therefore, the above three resources are increased by a fattoBroadcasting Algorithm

s2/s1. The other parameters remain unchanged. An all-port broadcast algorithm for the Kautz digraph com-
When thedegree d + 1, of the nodes increases frada + 1 pletes in optimalk steps, since in the all-port model, a node
to ds + 1, then: transmits the message through all its links simultaneously. Thus,
» the number of transceivers per node also increases fré§ Proadcast on any digraghwith diameterD, completes in
2(dy + 1) to 2(dy + 1); optlmaID_ steps. _ _
- the number of groups increases fraffi !(d; + 1) to Assuming that the size of a group is greater than the de-
d’;‘l(dQ +1); gree, s > d, one can design a S|m.ple and optimal broadcast
« the number of OPS couplers increases fefim' (d; +1)2 ~ @lgorithm for the stack-Kautz. It suffices to make the broadcast
to d¥=(dy + 1)2; initiator use in the first step the loop, in order to broadcast the in-
. the total number of transceivers increases frof@rmation inside its group, then make each element of the group
2sd’f*1(d1 +1)2t0 2sd’2“*1(d2 +1)%; inform all the elements of a different contiguous group, and this

« the number of nodes in the network increases frogtil completion. A direct analysis shows that broadcast com-
sd* 1 (dy + 1) to sdi~'(dy + 1) [see Figs. 7(a)—(d)]. ~ Pletes in optimak + 1 steps.
This means that the above four resources are increased by
afactor(dy/dy)* ™! ((da +1)/(dy + 1)). The other parameters IV. MEDIUM ACCESSCONTROL PROTOCOLS

remain unchanged. A single wavelength OPS coupler can only be accessed by

Finally, when thediameter k of the network increases from ;.. ode at a time. Sincenodes share + 1 OPS couplers,

k1 t0 Ky, then: s > d, an efficient medium access control protocol is required.
« the number of groups increases frafft =*(d + 1) to  One such protocol was proposed in [6] for the POPS network

d*2=1(d + 1); POPS(t, g) with g groups of size. It supposes that a node
« the number of OPS couplersincreases fifnT ! (d+1)*>  can use all its receivers at the same time, but only one output
to d*==1(d + 1)% port. Each group of nodes contains one node in charge of the
» the total number of transceivers increases fromontrol of the group.
2sdF1=1(d + 1)% to 2sd*2 =1 (d + 1)%; Their control protocol consists of two phases. During the first
+ the number of nodes in the network increases frophase, each node sends to the node in charge of the control of
sd*=1(d + 1) to sd*~1(d + 1) [see Fig. 7(d)]. the group a word ofog ¢ bits, encoding the index of the OPS
Hence, the above four resources are increased by a faaoupler it wants to use. Then, the node in charge of the control
d*>—%1 The other parameters remain unchanged. decides which node is going to gain access to the OPS couplers

Therefore, in order to proportionally decrease the powand sends a word af bits encoding an acknowledgment or a
budget, with a fixed number of nodes, the number of groupsfusal to each node.

Authorized licensed use limited to: UR Sophia Antipolis. Downloaded on November 1, 2009 at 12:56 from IEEE Xplore. Restrictions apply.
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During the second phase, the control protocol perforntise indexes of the OPS couplers from theodes of the group,

a hand-shakebetween senders and receivers with acknowly, puts the node indexes in a table witht 1 entries (one per
edgment or refusal. This second phase requires two glolaPS). Each entry of this table containsindexes, such that
exchanges of information. The first one is to ensure that t@;;o z; < s. Nodepg then chooses one of thg elements
receiving groups have the index of the node which is going for each entry of the table. Since it takéglog ;) compar-
receive the message, encodeg ilog ¢ bits. The second global isons per entry, the time complexity of Step 2 is proportional to
exchange is needed to route back acknowledgment or refusdl, | log z; < >0 z; < s.

encoded ing bits. The bit complexity of the first phase is

t log g+t bits andg log ¢ + g bits for the second. The total bitg  Aqvanced Control

complexity of the control protocol islog g + g log t +t+ g

bits. For instance, take POR®, 30), which has 1800 nodes Another control protocol can be considered under the fol-
divided in 30 groups of size 60. The bit complexity of thidowing hypothesis.

control protocol is 570 bits, which is small compared to the 1) Hypothesis:Each node hag + 1 buffers of messages to
size of the network. be transmitted, one per OPS coupler. At médst 1 messages

For the control protocols of our stack-Kautz network, we sug@n be proposed per node and per communication step.
pose, as in [6], that a node can receive messages on all its link§he node in charge of the control of the group bag +
atthe same time. By reading the header of a message, a nodelgsgpunters ¢ + 1 per node), i.e., 1 per OPS coupler for each
decide whether it has to process it or not. We also suppose thap4de. It adds 1 to each counter which corresponds to a node
node can always receive a message, contrary as in [6] in whi€§eiving a refusal and sets it to 0 when the node receives an
acknowledgment or refusals are transmitted during the secdféknowledgment.
global exchange (i.e.: a node has the opportunity of refusing aAn advanced control protocol of a group of nodes, under hy-
new message when its buffers are full in order to avoid a loBgthesis Section IV-B1, is as follows. Lgy be the node in
of messages). Thus, in our case, the control protocol has jus€kgrge of the control of a group efnodes.
avoid local conflicts, inside a group of nodes. a) All nodes of the group send successively a word f
1 bits, encoding the presence or not of a message to be
transmitted in each of itd + 1 buffers of messages (one
for each OPS), t@y.

1) Hypothesis:Each node has a buffer of messages to beb) Nodep, realizes a maximum weight matching between
transmitted (FIFO). A node can request one OPS per communi- the nodes and the OPS couplers using the weight induced
cation step, in order to transmit the message which is at the top by the counters. This maximum weight matching is real-
of the buffer of messages. ized using a standard algorithm [7].

The node which is in charge of the control of the groupsas ) Nodepo sends a word of log (d + 2) bits, encoding for
counters, one for each node. Each counter is increased of 1 when €ach node an acknowledgment (index of an OPS coupler)
the corresponding node receives a refusal. A counter is setto 0 Or & refusal (special word), to all nodes in its group.
when the corresponding node receives an acknowledgment. The bit complexity of this control protocol is(d + 1) +

A simple control protocol for a group of nodes, under hypotts log (d + 2) bits.
esis Section IV-Al, is as follows. Let, be the node in charge 2) Proposition: Thetime complexity of the advanced con-
of the control of its group of nodes. trol protocol for a group of size and degreé + 1 is O(s(d +

A. Simple Control

2
a) All nodes of the group send successively the index of tﬁg )-
OPS coupler that each one wants to usgytarhis index
is a word oflog (d + 1) bits.

b) Nodep, assigns an OPS coupler to a node if it is the onI?ﬂA hort ical . bet this t ol
one which wants to use it or if its counter is the highest. short numerical comparison between this two controf pro-

In case of conflict (two or more equal counters) one of thté)COIS’ onSK(l?, % 3).’ shows_ t_hat the bit complexit.y of the
nodes is randomly chosen. simple protocol is 48 bits, and it is equal to 108 b}t; W|th the ad-
¢) Nodep, sends a word of bits (one bit per node), en- vanced protocolSK (12, 5. 3) has 1800 nodes divided in 150

coding acknowledgment and refusals, to all the nodes groups of size 12.

the group. It adds 1 to each counter corresponding to aThe advanced control protocol is more complex than the

node receiving a refusal and sets to 0 each counter corﬂample protocol but it allows us to maximize the utilization of
sponding to an acknowledgment the OPS couplers at each communication step. As it will be

shown in Section IV-C, we obtain a good average delivery time

_The bit complexity of this control protocolislog (d+1)+5  for messages with both the simple and the advanced protocols.
bits. The time complexity is computed in the following propo-

Proof: Step 1 takes timé&(s) and Step 3 is composed of
a single send. With respect to Step 2, the time complexity of the
aximum weight matching algorithm @(s(d + 1)?). O

sition. C. Performance Issues
2) Proposition: The time complexity of the simple control ~"
protocol for a group of size and degreé + 1 is O(s). We built a simulator for the stack-Kautz network which im-

Proof: Step 1 takes timé&(s) and Step 3 is composed ofplements a shortest path routing algorithm which guarantees
a single send. With respect to Step 2, once nadeas received that path-lengths are bounded by the diameter of the network.
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_ ) . Fig. 9. Percentage of messages completed for different diameters.
Fig. 8. Leftcurve: cumulative percentage of messages completed. Right curve:

cumulative number of messages completed.
Fig. 9 gives the result of the simulation of the networks

Our simulator can use either the simple or the advanced corfi (12, 5, 2), SK(12, 5, 3) a”‘_j SK(12, 5, .4)’ with 360,
trol protocol. Messages are considered to have a normalized d§iP0: @nd 9000 nodes respectively, for which the lgadas
size. been kept aty = 1 during 1000 communication steps, i.e., in

In order to compare the stack-Kautz control protocols, w&/€rage there is always one message per node in the network.
kept the loady of the networkS K (12, 5, 3), with 1800 nodes,  Note that the theoretical delivery delayyise/d+1. Since the
at~y = 0.5 by “injecting” new messages, during 1000 comeccentricity ofSK (12, 5, 4) is ¢ = 3.74, the average theoret-
munication steps. Fig. 8 shows, for our protocols, the accunioal delivery delay i.5 steps, while Fig. 9 gives us an average
lated percentage of delivered messages out of the total numéelay of ten steps. This can be explained by the low load, which
of messages, as a function of the number of steps neededingdies that all links are not necessarily used at each communi-
well as the total number of the delivered messages. We remaektion step.
that the percentages are the same for the two protocols, but ndtinally, it is also interesting to study traffic situations in which
the total number of delivered messages. The difference betwdlea network could fall in crisis. Hence we plotted the load of the
the total number of delivered messages in the right curve is eetworksSK (12, 5, 3) having 1800 nodes an8lK (12, 5, 2)
plained by the fact that even though the load is kept at the sah@ving 360 nodes, when the probability of arrival of a new mes-
value for the two protocols, the “speed” of the messages is rsatge is sharply increased. This could model, for instance, cases
the same, and therefore, the total number of injected messagibsre global message exchanges are performed in the middle of
is not the same either. Thus, it becomes clear that the advanaetbrmal state of the network. In Fig. 10, the leadf the net-
control protocol is much better than the simple control protocaljork is induced by the probability that a node creates a new
with respect to the number of delivered messages. message at every step. For the curve on the left, we seb.1
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namely theOptical Transpose Interconnection Systé&mm
[18], [22].
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(10]
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(12]
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during 200 steps, them= 0.2 during another 200 steps, and fi-

nally back top = 0.1. For the curve on the right, we get= 0.1,
thenp = 1 for three steps and back o= 0.1. The results show

(14]
(15]

that the stack-kautz is not blocked by either slow or sharp rises

as long as the messages arrival rate goes back to normal.

V. CONCLUSION

[
Inthis paper, we introduced a regular multihop multi-OPS op-

(17]

18]

tical network: the stack-Kautz. This network makes possible the
interconnection of a large number of nodes because it is bas&?]
on alow degree and low diameter graph. We have proposed cofzo]
trol and routing protocols which guarantee an upper bound for

the delivery delay of the messages through the network.

[21]

One conclusion of our work is that the stack-Kautz compares
very well against other multi-OPS logical topologies. More-
over, the stack-Kautz may actually be built, since we showed ir[|22]
[8] its optical layout using existing optoelectronic technologies,
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