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Abstract We address the problem of traffic grooming in WDM rings with all-to-all uniform unitary traffic. We want to
minimize the total number of SONET add-drop multiplexers (ADMs) required. This problem corresponds to a
partition of the edges of the complete graph into subgraphs, where each subgraph has at mostC edges (whereC is
the grooming ratio) and where the total number of vertices has to be minimized. Using tools of graph and design
theory, we optimally solve the problem for practical values and infinite congruence classes of values for a givenC.
Among others, we give optimal constructions whenC ≥ N(N − 1)/6 and results whenC = 12. We also show
how to improve lower bounds by using refined counting techniques, and how to use efficiently an ILP program by
restricting the search space.

Keywords: Traffic grooming, graph, design theory, WDM rings.

1. Introduction
Traffic grooming is the generic term for packing low rate signals into higher speed streams (see the

surveys Dutta and Rouskas, 2002b; Modiano and Lin, 2001; Somani, 2001). By using traffic grooming, one
can bypass the electronics in the nodes for which there is no traffic sourced or destinated to it and therefore
reduce the cost of the network. Typically, in a WDM (Wavelength Division Multiplexing) network, instead
of having one SONET Add Drop Multiplexer (ADM) on every wavelength at every node, it may be possible
to have ADMs only for the wavelength used at that node (the other wavelengths being optically routed
without electronic switching).

This problem is different from that of minimizing the transmission cost and in particular the number
of wavelengths to be used considered by many authors (see the surveys Beauquier et al., 1997; Dutta and
Rouskas, 2000). Indeed, it is known that even for the simpler network which is the unidirectional ring, the
number of wavelengths and the number of ADMs cannot be simultaneously minimized (see Gerstel et al.,
1998, or Chiu and Modiano, 2000 for uniform traffic).
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Here, we consider the particular case of unidirectional rings (the routing is unique) with static uniform
symmetric all-to-all traffic (there is exactly one request of a given size fromi to j for each couple(i, j)) and
with no possible wavelength conversion.

In that case, for each pair{i, j}, we associate a circle (or circuit) which contains both the request fromi
to j and fromj to i. If each circle requires only1C of the bandwidth of a wavelength, we can “groom”C
circles on the same wavelength.C is called thegrooming ratio(or grooming factor). For example, if the
request fromi to j (and fromj to i) is one OC-12 and a wavelength can carry an OC-48, the grooming factor
is 4. Given the grooming ratioC and the sizeN of the ring, the objective is to minimize the total number of
(SONET) ADMs used, denotedA(C,N), and so reducing the network cost by eliminating as many ADMs
as possible from the “no grooming case”.

For example, letN = 4; we have 6 circles corresponding to the 6 pairs{0, 1} , {0, 2} , {0, 3} , {1, 2} , {1, 3} , {2, 3}.
If we don’t use grooming, that is if we assign one wavelength per circle, we need 2 ADMs per circle, and
thus a total of 12. Suppose now thatC = 4, that is we can groom 4 circles on one wavelength. One can
groom on wavelength 1 the circles associated with{0, 1} , {1, 2} , {2, 3} , {3, 0} requiring 4 ADMs and on
wavelength 2 the circles associated with{0, 2} and{1, 3} requiring 4 ADMs and so a total of 8. A better
way is to groom the circles associated with{0, 1} , {0, 2} , {0, 3} using 4 ADMs and those associated with
{1, 2} , {1, 3} , {2, 3} using 3 ADMs for a total of 7 ADMs.

Another interesting example is withN = 9. We haveR = 36 circles. Without grooming, we need
A(1, 9) = 72 ADM’s and for grooming factorsC = 3, 12, 36 we need respectively,A(3, 9) = 36,
A(12, 9) = 18, andA(36, 9) = 9 ADM’s. For C = 36, we groom all the circles on one wavelength.
For C = 12, let the vertex set beA1 ∪ A2 ∪ A3 with |Ai| = 3. Ai = {aj

i , j = 1, 2, 3}. We can groom
on wavelengthi, i = 1, 2, 3, the 3 circles{aj

i , a
j+1
i } and the 6 circles{aj

i , a
k
i+1} where all the indices are

taken modulo 3. So wavelengthi use only 6 ADMs. ForC = 3, we groom the circles in 12 wavelengths
each containing 3 circles of type{i, j}, {j, k} and{i, k}. Thus, by increasing the grooming factor, we
significantly reduce the total amount of ADM’s in the network.

The case we consider has been considered by many authors (Chiu and Modiano, 2000; Dutta and Rouskas,
2002a; Gerstel et al., 1998; Gerstel et al., 2000; Hu, 2002; Wan et al., 2000; Wang et al., 2001; Yuan and
Fulay, 2002; Zhang and Qiao, 1996; Zhang and Qiao, 2000) and numerical results, heuristics and tables
have been given (see for example those in Wang et al., 2001). It presents the advantage of concentrating on
the grooming phase (excluding the routing). It can also be applied to groom components of more general
connections than two opposite pairs into wavelengths or more general classes. These components are called
circles (Chiu and Modiano, 2000; Zhang and Qiao, 2000) or circuits (Wang et al., 2001) or primitive rings (
Colbourn and Ling, ; Colbourn and Wan, 2001).

In Bermond and Coudert, we have shown that the problem of minimizing the number of ADMs for the
unidirectional ringCN with a grooming factorC can be expressed as follows: partition the edges of the
complete graph onN vertices (KN ) into W subgraphsBλ, λ = 1, 2, . . . ,W , having|E(Bλ)| edges and
|V (Bλ)| vertices with|E(Bλ)| ≤ C and where

∑W
λ=1 |V (Bλ)| has to be minimized (the edges ofKN

correspond to the circles, the subgraphsBλ correspond to the wavelengths and a vertex ofBλ corresponds
to an ADM).

In Bermond and Coudert, we have also shown the importance of choosing graphsBλ in the partition
with the best ratio|E(Bλ)|

|V (Bλ)| (see section 1.3). Indeed, if we denote byρmax(C) the maximum ratio among
all graphs with at mostC edges, we have the following lower bound on the minimum numberA(C,N) of
ADMs: A(C,N) ≥ N(N−1)

2ρmax(C) .
We have also shown using tools of design theory that this lower bound is attained for a givenC when

N is large enough. That enables to show that the minimum number of ADMs,A(C,N), for unidirectional
rings with uniform unitary traffic is not necessarily obtained using the minimum number of wavelengths,
disproving conjectures of Chiu and Modiano, 2000 for many values ofC (the first one beingC = 7) and of
Hu, 2002 forC = 16. For the sake of completeness, these results are recalled in section 1.3.
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Here we concentrate our efforts on small values ofN giving the exact values ofA(C,N) whenC ≥
N(N−1)

6 . We also show how to improve lower bounds by using refined counting techniques. For upper

bounds we show how to use efficiently design tools to determineA(4, N) (= N(N−1)
2 for N ≥ 5), a result

also obtained in Hu, 2002 but our proof is much shorter. We also give results forC = 12. Table 1 gives the
values ofA(C,N) for N ≤ 16 and some values ofC as the table in Wang et al., 2001.

C \N 3 4 5 6 7 8 9 10 11 12 13 14 15 16
3 3 7 12 17 21 31 36 48 57 69 78 95 105 124
4 3 7 10 15 21 28 36 45 55 66 78 91 105 120
12 3 4 5 9 12 16 18 24 30 35 39 47 55-56 60
16 3 4 5 6 11 14 18 20 26 32 36 41 45 53-54
48 3 4 5 6 7 8 9 10 16 19 22 24 30 32
64 3 4 5 6 7 8 9 10 11 15 19 22 25 28

Table 1. A(C, N) for N ≤ 16 andC = 3, 4, 12, 16, 48, 64

2. Notation and reformulation of the problem
We precise here our notation and show how the problem can be formulated in terms of graph partitioning.

Although we restrict ourselves to the case of unidirectional rings with uniform static unit traffic, the ideas
can be applied to other situations.

N will denote the number of node of the unidirectional ring
−→
C N

For the unidirectional ring with symmetric traffic,C{i,j} will denote acircle associated to the pair
{i, j}, that is containing both an unitary request fromi to j and fromj to i. SoC{i,j} uses all the arcs

of
−→
C N .

R the total number of circles. In the case of unidirectional rings, with uniform unitary traffic, each
pair{i, j} is associated to a unique circleC{i,j} and thusR = N(N−1)

2 .

C the grooming ratio (or grooming factor). In Chiu and Modiano, 2000,C indicates the number of
circles a wavelength can contain. Similarly,1

C indicates the part of the bandwidth of a wavelength
that can be used by a circle. For example, if a wavelength is running at the line rate of OC-N , it can
carryC = N

M low speed OC-M . Typical values ofC areC = 3, 4, 8, 12, 16, 48, 64.

Let KN be the complete graph onN vertices where there is an edge{i, j} for each pair of vertices
{i, j} ; let CN be the undirected cycle withN nodes.

Bλ will denote a subgraph ofKN . V (Bλ) (resp. E(Bλ)) denote its vertex (resp. edge) set. In the
example of the introduction,Bλ corresponds to a wavelength ; an edge{i, j} of Bλ corresponds to
a circleC{i,j}. So a subgraph can be viewed as the set of circles packed in the wavelength. The
grooming factor implies that|E(Bλ)| ≤ C. V (Bλ) corresponds to the number of (SONET) ADMs
used in the wavelengthλ ; indeed we have to use an ADM in all the vertices appearing in a circle
C{i,j} packed in the wavelengthλ.

So, the original problem of minimizing the total numberA(C,N) of ADMs in a grooming with grooming
ratioC, in the unidirectional ring

−→
C N with unitary static uniform traffic, can be stated as follows.

Problem 1 (ADM)
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Table 2. Values ofρmax(C) for smallC

C 1 2 3 4 5 6 7 8 9 10

ρmax(C) 1
2

2
3 1 1 5

4
3
2

3
2

8
5

9
5 2

C 11 12 13 14 15 16 24 32 48 64

ρmax(C) 2 2 13
6

14
6

5
2

5
2 3 32

9
9
2

64
11

Inputs : a number of nodesN and a grooming ratioC
Output : a partition of the edges ofKN into subgraphsBλ, λ = 1, . . . , W , such

that |Eλ| ≤ C
Objective : minimize

∑
1≤λ≤W |Vλ|

Remark:As we said in the introduction, most interest has focused on a different objective function which
was to minimize the numberW of subgraphs (wavelengths) of the partition. This is an easy problem in this

context sinceWmin =
⌈

R
C

⌉
=

⌈
N(N−1)

2C

⌉
.

3. General bounds

3.1 Maximum ratio ρmax(C)

Let ρ(Bλ) denote the ratio of a subgraphBλ, ρ(Bλ) = |E(Bλ)|
|V (Bλ)| , andρ(m) the maximum ratio of a

subgraph withm edges. Letρmax(C) denote the maximum ratio of subgraphs withm ≤ C edges. We have
ρmax(C) = max {ρ(Bλ) | |E(Bλ)| ≤ C} = maxm≤C ρ(m).

ρmax(C) is given by the following proposition (see Bermond and Coudert, for a proof).

Proposition 2 (Bermond and Coudert, ) If k(k−1)
2 ≤ C ≤ (k+1)(k−1)

2 , thenρmax(C) = k−1
2 and

the value is attained forKk.
If (k+1)(k−1)

2 ≤ C ≤ (k+1)k
2 , thenρmax(C) = C

k+1 and the value is attained for any graph withC edges
andk + 1 vertices.

For the sake of illustration, Table 2 gives the values ofρmax(C) for small values ofC.

3.2 Lower bound
Theorem 3 Any grooming ofR circles with a grooming factorC needs at least R

ρmax(C) ADMs.

Proof: We haveR =
∑W

λ=1 |E(Bλ)| ≤ ρmax(C)
∑W

λ=1 |V (Bλ)|.

In particular, we get the following lower bound

Theorem 4 (Lower Bound) A(C,N) ≥ N(N−1)
2ρmax(C) .

Because of Theorem 4, subgraphs with a ratio equal toρmax(C) should be chosen when possible. Note
that according to Proposition 2, these subgraphs do not have necessarily exactlyC edges and so the minimum
is not necessarily attained forW = Wmin.

For example, letC = 7. If a subgraph has 7 edges, its ratio is at most7
5 = 1.4. But a subgraph with 6

edges can have a ratio64 = 1.5 (and this is attained forK4). Any other subgraph has a ratio at most5
4 . So,

in an optimal solution for the number of ADMs, we have to useK4’s as subgraphs of the partition and not
subgraphs with 7 edges and 5 vertices. But in a solution minimizing the number of wavelengths, we have in
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contrary to use these last ones. Using that, we were able in Bermond and Coudert, to give counterexamples
to a conjecture of Chiu and Modiano, 2000.

Proposition 5 (Bermond and Coudert, ) The conjecture of Chiu and Modiano, 2000 that the

minimum number of ADMs,A(C,N), for unidirectional rings
−→
C N with uniform unitary traffic is obtained

for W = Wmin =
⌈

N(N−1)
2C

⌉
, is false.

3.3 Upper bound and optimal results
Our problem looks similar to design theory. Indeed an(N, k, 1)-design is nothing else than a partition of

the edges ofKN into subgraphs isomorphic toKk called blocks in this theory. That corresponds to impose
in our partitioning problem that all the subgraphsBλ are isomorphic toKk. Note that the classical equivalent
definition is : given a set ofN elements, find a set of blocks such that each block containsk elements and
each pair of elements appears in exactly one block (see the handbook Colbourn and Dinitz, 1996).

More generally, aG-design of orderN (see Colbourn and Dinitz, 1996 chap. 22 or Bermond et al., 1980
or Bermond and Sotteau, 1975) consists on a partition of the edges ofKN into subgraphs isomorphic to a
given graphG. The interest of the existence of aG-design is shown by the following immediate proposition.

Proposition 6 If there exists aG-design of orderN , whereG is a graph with at mostC edges and ratio
ρmax(C), thenA(C,N) = N(N−1)

2ρmax(C) .

Necessary conditions 7 (Existence of a G-design) If there exists aG-design, then

(i) N(N−1)
2 should be a multiple ofE(G)

(ii) N − 1 should be a multiple of the greatest common divisor of the degrees of the vertices ofG.

Wilson, 1976 has shown that these necessary conditions are also sufficient for largeN . From that, we
obtain

Theorem 8 GivenC, for an infinite number of values ofN , A(C,N) = N(N−1)
2ρmax(C) .

Unfortunately, the values ofN for which Wilson’s Theorem applies are very large. However, for small
values ofC, we can use exact results of design theory. For example, from the existence of aG-design for
G = K3,K3 + e,K4 − e,K4,K5 − 3e,K5 − 2e,K5 − e,K5 andK6, whereKp − αe (resp. Kp + αe)
denotes the graph obtained fromKp by deleting (resp. adding)α edges, we obtain

Theorem 9

A(3, N) = N(N−1)
2 whenN ≡ 1 or 3 (mod6)

A(4, N) = N(N−1)
2 whenN ≡ 0 or 1 (mod8)

A(5, N) = 2N(N−1)
5 whenN ≡ 0 or 1 (mod10)

A(6, N) = A(7, N) = N(N−1)
3 whenN ≡ 1 or 4 (mod12)

A(8, N) = 5N(N−1)
16 whenN ≡ 0 or 1 (mod16)

A(9, N) = 5N(N−1)
18 whenN ≡ 0 or 1 (mod18)

A(10, N) = N(N−1)
4 whenN ≡ 1 or 5 (mod20)

A(16, N) = N(N−1)
5 whenN ≡ 1 (mod30)
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4. Determination of A(C, N) for R/3 ≤ C

Lemma 10 For all N ≥ 2, we haveA(C,N) ≥ A(C + 1, N). FurthermoreA(1, N) = N(N − 1) and

A
(

N(N−1)
2 , N

)
= N .

Proof: WhenC = 1, each subgraph contains 1 circle and 2 ADMs, and thus,A(1, N) = N(N − 1). On

the other hand, whenC = N(N−1)
2 all circles fit in the same subgraph andA

(
N(N−1)

2 , N
)

= N . Finally,

it is clear thatA(C,N) is an upper bound forA(C + 1, N).

We will now show that except two particular casesA(C,N) ≤ 2N whenC ≥ R/3. To prove that, we
first need to treat in Lemmas 11 and 12 the particular case ofN = 7, before proving with Theorem 13 the
general result.

Lemma 11 A(7, 7) = 15.

Proof: By Theorem 4A(7, 7) ≥ 42
3 = 14 and the equality could be attained only if there exists a decompo-

sition ofK7 into subgraphs with ratio3/2 (that isK4). Such decomposition does not exist. SoA(7, 7) > 14.
The following assignment of circles into three subgraphs show thatA(7, 7) = 15.

Here, we denote by{u1, u2, . . . , up} the set of edges of the complete graphKp form on these vertices,
and by{u1, u2, . . . , up|v1, v2, . . . , vq} the set of edges of a complete bipartite graphKp,q between the nodes
u1, u2, . . . , up on one side and the nodesv1, v2, . . . , vq on the other side.

Bi Vi |Vi| Ei |Ei|
B0 {0, 1, 2, 3, 4} 5 {0, 1, 4}+ {0, 1|2, 3} 7
B1 {0, 1, 4, 5, 6} 5 {4, 5, 6}+ {0, 1|5, 6} 7
B2 {2, 3, 4, 5, 6} 5 {2, 3}+ {2, 3|4, 5, 6} 7

Lemma 12 A(8, 7) = 14.

Proof: By Theorem 4A(8, 7) ≥
⌈

5×21
8

⌉
> 13, and the following assignment of circles into three sub-

graphs show thatA(8, 7) = 14.

Bi Vi |Vi| Ei |Ei|
B0 {0, 1, 2, 3, 4} 5 K5 − {1|2, 3} 8
B1 {0, 4, 5, 6} 4 K4 − {0, 4} 5
B2 {1, 2, 3, 5, 6} 5 {1|2, 3}+ {1, 2, 3|5, 6} 8

Theorem 13 WhenC ≥ R/3, A(C,N) ≤ 2N , except whenN = 4 andC = 2, and whenN = 7 and
C = 7.

Proof: 1
Let N = 3t + h, whereh = 0, 1 or 2 ; partition the vertex set into 3 setsV1, V2, V3 such that|V1| = t,

|V2| = t +
⌊

h
2

⌋
, and|V3| = t +

⌈
h
2

⌉
.

Let the covering be done with 3 subgraphsBi, i = 1, 2, 3, such thatV (Bi) = Vi ∪ Vi+1 (indices modulo
3). So, the total number of vertices is2N .

Each subgraphBi will contain all the edges betweenVi andVi+1 plus extra edges as follows.

Case 1 :N = 3t. In that case,C ≥
⌈

N(N−1)
6

⌉
= t(3t−1)

2 = t2 + t(t−1)
2 . The subgraphBi contains also

all the edges between the vertices ofVi and so, altogethert2 + t(t−1)
2 ≤ C edges.
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Case 2 :N = 3t + 1. In that case,|V1| = |V2| = t, |V3| = t + 1 ; C ≥ t(3t+1)
2 = t(t + 1) + t(t−1)

2 .

The subgraphB2 (resp.B3) containst(t + 1) + t(t−1)
2 ≤ C edges, namely thet(t + 1) edges betweenV2

andV3 (resp.V1 andV3) plus t(t−1)
2 extra edges chosen as follows. The extrat(t−1)

2 edges ofB2 are chosen

among the edges between vertices ofV3. The t(t−1)
2 extra edges ofB3 are the remainingt edges between

the vertices ofV3 plus t(t−3)
2 edges between the vertices ofV1. That is possible only ift ≥ 3.

B1 contains the remaining edges between the vertices ofV1 and all the edges between the vertices ofV2,
that is t(t−1)

2 − t(t−3)
2 + t(t−1)

2 = t(t+1)
2 edges, so altogethert2 + t(t+1)

2 ≤ C edges.
When t = 1, A(2, 4) = 9 > 8 andA(C, 4) ≤ 8 for C ≥ 3; when t = 2, A(7, 7) = 15 > 14 and

A(C, 7) = 14 for C ≥ 8 (Lemmas 11, 12 and 10).

Case 3 :N = 3t+2. In that case,|V1| = t, |V2| = |V3| = t+1 ; C ≥ 3t2+3t
2 +1 = t(t+1)+ t(t+1)

2 +1.

The subgraphsB1 (resp.B3) contains thet(t + 1) edges betweenV1 andV2 (resp.V1 andV3) plus t(t+1)
2

extra edges chosen as follows. ForB3 we choset(t−1)
2 edges between vertices ofV1 plus t edges between

vertices ofV3. For B1 we chose thet(t+1)
2 edges between vertices ofV2. B2 contains the(t + 1)2 edges

betweenV2 andV3 plus the remaining edges between the vertices ofV3, that is(t+1)2 + t(t−1)
2 ≤ C edges.

Let ϕ(m) = min
{

k | k(k−1)
2 ≥ m

}
, that isϕ(m) =

⌈
1+

√
1+8m
2

⌉
and note that any subgraph withm

edges has at leastϕ(m) vertices.

Theorem 14 LetR = N(N−1)
2 . WhenC ≥ R/3, we have

WhenC ≥ R, A(C,N) = N .

WhenR/2 ≤ C < R, A(C,N) = N + ϕ (R− C).

WhenR/3 ≤ C < R/2, except whenN = 4 andC = 2, and whenN = 7 andC = 7,

A(C,N) = min


2N,
N + ϕ(C) + ϕ(R− 2C),
N + ϕ(C)− 1 + ϕ

(
R− C − (ϕ(C)−1)(ϕ(C)−2)

2

)
.

Proof:
Case 1:C ≥ R. See Lemma 10.

Case 2:R/2 ≤ C < R.
Recall thatϕ(m) is the smallest integerk such thatk(k−1)

2 ≥ m, and letα = ϕ (R− C). If each vertex
belongs to at least 2 subgraphs thenA(C,N) ≥ 2N ≥ N + α. So one vertex belongs to exactly one
subgraph which should contain theN−1 other vertices and at mostC edges. To cover theR−C remaining
edges, we need a subgraph with at leastα vertices. Therefore,A(C,N) ≥ N + α.

A solution with N + α ADMs is obtained by taking two subgraphs. The first one hasα vertices and
coversα(α−1)

2 edges, whereα(α−1)
2 ≥ R − C by definition ofα. The second subgraph contains all the

vertices and covers the remaining edges in number less than or equal toC.

Case 3:R/3 ≤ C < R/2.

a) If each vertex belongs to at least 2 subgraphs thenA(C,N) ≥ 2N .

b) Otherwise one vertex belongs to an unique subgraphB0 which contains at mostC edges. To cover
the remaining edges in number at leastR− C, we need the following lemma.
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Lemma 15 Let k0 = ϕ(C). WhenC ≤ m ≤ 2C, we need at leastmin {k0 + ϕ(m− C),
k0 − 1 + ϕ

(
m− (k0−1)(k0−2)

2

)}
vertices to cover them edges.

Proof: Let B1, B2, . . . , Bk be the subgraphs needed to coverm edges and letB1 be the subgraph
having the maximum number of edges. We consider 3 different cases (the third one using an induction
on m).

1) |V (B1)| = k0. We have|E(B1)| ≤ C. To cover the remaining edges, in number≥ m− C, we
need a subgraph with at leastϕ(m−C) vertices. Thus, altogether we need at leastk0+ϕ(m−C)
vertices.

2) |V (B1)| = k0 − 1, then|E(B1)| ≤ (k0−1)(k0−2)
2 , it remains to cover at leastm − (k0−1)(k0−2)

2

edges. Ifm− (k0−1)(k0−2)
2 ≤ C, the remaining edges are covered using at leastϕ

(
m− (k0−1)(k0−2)

2

)
vertices ; otherwise, at leastϕ(C) + 2 vertices are required, butk0 − 1 + k0 + 2 = 2k0 + 1 ≥
2k0 ≥ k0 + ϕ(m− C).

3) |V (B1)| = k1 ≤ k0 − 2. It remains to cover them− k1(k1−1)
2 remaining edges

(a) If m − k1(k1−1)
2 ≤ C, we needk1 + ϕ

(
m− k1(k1−1)

2

)
≤ k0 − 1 + ϕ

(
m− k0(k0−1)

2

)
vertices by convexity ofϕ;

(b) Otherwise, ifm− k1(k−1)
2 > C, by induction the best covering use a subgraph with at least

ϕ(C)− 1 vertices and soB1 is not of maximum size (⇒ contradiction).

Now we apply the lemma to cover them edges not inB0. Recall thatm ≥ R − C andR ≥ 2C, so
m ≥ C. If m ≤ 2C, the lower bound follows from the lemma withm = R − C. If m ≥ 2C, we need at
least2ϕ(C) ≥ ϕ(C) + ϕ(R− C) vertices.

There exists a solution attaining the minimum. Indeed either the minimum is2N and we have seen
such solution forC =

⌈
R
3

⌉
. Either, the minimum is attained forN + ϕ(C) + ϕ(R − 2C) < 2N and so

ϕ(C) + ϕ(R − 2C) < N . In that case we take two subgraphs on disjoint set of vertices, one withϕ(C)
vertices coveringC edges and one withϕ(R − 2C) vertices coveringR − 2C edges. The lastC edges are
covered by a subgraph containing all theN vertices. Finally, if the minimum is attained forN + ϕ(C) −
1+ϕ

(
R− C − (ϕ(C)−1)(ϕ(C)−2)

2

)
< 2N , we can take two subgraphs on disjoint sets of vertices, one with

ϕ(C) − 1 vertices covering(ϕ(C)−1)(ϕ(C)−2)
2 edges and one withϕ

(
R− C − (ϕ(C)−1)(ϕ(C)−2)

2

)
vertices

coveringR − C − (ϕ(C)−1)(ϕ(C)−2)
2 edges. TheC remaining edges are covered by a subgraph containing

theN vertices.

Applying Theorem 14, we obtained the results of Table 1 forC = 48 or 64 andN ≤ 16, and forC = 12
andN ≤ 9. More precisely, whenC = 64 we have forN ≤ 11, R ≤ C and thusA(64, N) = N and for
12 ≤ N ≤ 16, R ≤ 2C and soA(64, N) = N + ϕ(R− 64). For example, forN = 16 we haveN = 120,
R− C = 56, ϕ(R− C) = 12 and soA(64, 16) = 16 + 12 = 28.

WhenC = 48, we have forN ≤ 10, R ≤ C and soA(48, N) = N , and for11 ≤ N ≤ 14, R ≤ 2C and
A(48, N) = N + ϕ(R − 48). For14 ≤ N ≤ 16, we haveA(48, N) ≤ 2N and the minimum is attained
for this value. For example forN = 16 we haveR = 120, ϕ(48) = 11, ϕ(120− 2× 48) = ϕ(24) = 8 and
N +ϕ(C)+ϕ(R−2C) = 16+11+8 = 35 > 32 ; furthermoreϕ(C)−1 = 10, ϕ(R−C− (10×9)/2) =
ϕ(27) = 8 and the value is34 > 32.

In the preceding cases, the minimum forR/3 ≤ C ≤ R/2 was2N . But the other values of Theorem 14
can be attained. For example forN = 14, R = 91, C = 45, ϕ(45) = 10, ϕ(R − 2C) = ϕ(1) = 2 and so
N + ϕ(C) + ϕ(R− 2C) = 26 < 28 = 2N .
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Another interesting example is the computation ofA(93, 20). We haveN = 20, R = 190, ϕ(93) = 15,
ϕ(190 − 2 × 93) = ϕ(4) = 4 and thus20 + 15 + 4 = 39 < 40, but we also haveϕ(93) − 1 = 14,
ϕ(190 − 93 − (14 × 13)/2) = ϕ(6) = 4 and so20 + 14 + 4 = 38 < 39 (the minimum is attained for the
third case).

For lower bounds, ifN is small, we have also to take into account the fact that subgraphs should have
large intersections and so edges are covered many times.

5. Lower bounds
For other values ofC andN , we have to use more sophisticated arguments.

Proposition 16 Let ai denotes the number of subgraphs ofKn containingi nodes. In any covering of
KN by subgraphsBj , |E(Bj)| ≤ C, the following equations are satisfied :

R =
N(N − 1)

2
≤

∑
i≥2

ai.min
{

C,
i(i− 1)

2

}
(1)

A(C,N) =
∑
i≥2

i.ai (2)

ρmax(C).A(C,N)−R ≥
∑
i≥2

ai.

(
i.ρmax(C)−min

{
C,

i(i− 1)
2

})
(3)

Proof: Equation 1 means that all edges are covered at least once and Equation 2 that the total number of
nodes is equal to the sum of the number of nodes of the subgraphs. Equation 3 follows straightforward from
equations 1 and 2.

This proposition help us to prove lower bounds. We will see an example in Proposition 17 to prove that
A(12, 10) > 23.

Proposition 17 A(12, 10) = 24.

Proof: We haveR = N(N−1)
2 = 45, ρmax(12) = 2 and thusA(12, 10) ≥ d45/ρmax(12)e = 23. From

Proposition 16, we have :

R =
N(N − 1)

2
≤

∑
i≥7

12ai + 12a6 + 10a5 + 6a4 + 3a3 + a2 (4)

A(C,N) =
∑
i≥7

i.ai + 6a6 + 5a5 + 4a4 + 3a3 + 2a2 (5)

2.A(C,N)−R ≥
∑
i≥7

2(i− 6)ai + 2a4 + 3a3 + 3a2 (6)

Note thata6 and a5 are not concerned by Equation 6 as bothK5 and K6 − 3e satisfy ρ = 2. Let
us first prove that the value 23 cannot be attained. IfA(12, 10) = 23, then from Equation 6, we have
46− 45 = 1 ≥

∑
i≥7 2(i− 6)ai + 2a4 + 3a3 + 3a2. Thereforeai = 0 for i 6= 5, 6, and a solution consists

only of K5’s andK6’s. Since23 = 6a6 + 5a5, we have necessarilya6 = 3 anda5 = 1.
Note that at least one node (in fact 6) belongs to only 2 subgraphs, otherwise|A(C,N)| ≥ 3× 10 = 30.

Let node 0 belong to 2 subgraphs. We have to investigate the two following cases :

If node 0 belongs to subgraphsB0 andB1, one with 6 vertices and one with 5 vertices, then w.l.o.g.
V (B0) = {0, 1, 2, 3, 4, 5} andV (B1) = {0, 6, 7, 8, 9}. Then the two remaining subgraphsBi, (i =
2, 3) satisfy|V (Bi) ∩ (V (B0) ∪ V (B1))| = 6 and|E(Bi) ∩ (E(B0) ∪ E(B1))| ≥ 6.
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Sincea6 = 3 anda5 = 1, we have a total of3 × 15 + 10 = 55 edges in all the subgraphs, but for
the subgraphsB2 andB3 at least2 × 6 = 12 edges are already covered. Thus, the number of edges
covered is at most55− 12 = 43 < 45 a contradiction.

If node 0 belongs to the subgraphsB0 andB1, each with 6 vertices, then w.l.o.g.V (B0) = {0, 1, 2, 3, 4, 5},
V (B1) = {0, 1, 6, 7, 8, 9} and|E(B0) ∩ E(B1)| = 1. Then the two remaining subgraphsB2 andB3

are such that|V (B2)∩(V (B0)∪V (B1))| = 6, |V (B3)∩(V (B0)∪V (B1))| = 5, |E(B2)∩(E(B0)∪
E(B1))| ≥ 6, and|E(B3) ∩ (E(B0) ∪ E(B1))| ≥ 4.

Sincea6 = 3 anda5 = 1, we have a total of3× 15 + 10 = 55 edges in all the subgraphs, but for the
subgraphsB1, B2 andB3 at least6 + 4 + 1 = 11 edges are already covered. Thus, we have at most
55− 11 = 44 < 45 edges covered, a contradiction.

Thus,A(12, 10) ≥ 24. The following covering into 4 subgraphs gives thatA(12, 10) = 24.

Bi Vi |Vi| Ei |Ei|
B0 {0, 1, 2, 3, 4, 5} 6 {0, 1}+ {0, 1|2, 3, 4, 5}+ {2, 3, 4} 12
B1 {0, 1, 6, 7, 8, 9} 6 {0, 1|6, 7, 8, 9}+ {6, 7|8, 9} 12
B2 {2, 3, 4, 5, 6, 7} 6 {2, 3, 4|5, 6, 7}+ {5, 6, 7} 12
B3 {2, 3, 4, 5, 8, 9} 6 {2, 3, 4, 5|8, 9}+ {8, 9} 9

The other lower bounds forC = 12 andN ≤ 16 are obtained in the same way. For constructions, we
need to use designs tools as we will see in the next section.

6. Constructions
For small values ofC it is possible to give the exact values ofA(C,N) for all N . WhenC = 3 it has

been done in Bermond and Ceroi, .

Theorem 18 (Bermond and Ceroi, )

(i) WhenN is odd, A(3, N) = N(N−1)
2 + ε, whereε = 0 if N ≡ 1 or 3 (mod6), and ε = 2 if

N ≡ 5 (mod6) ;

(ii) WhenN is even,A(3, N) = N(N−1)
2 +

⌈
N
4

⌉
+ ε, whereε = 1 if N ≡ 8 (mod12), and ε = 0

otherwise.

The proof uses techniques inspired of design theory. In the even case, the optimal solutions use a lot of
K3’s and someK1,3 or P4. Indeed, the degree ofKN being odd, one has to use subgraphs with odd degree.

For example, ifn ≡ 0 or 4 (mod12), the optimal solution consists ofN(N−1)
6 − N

4 K3’s and N
4 K1,3.

Note that there always exist solutions minimizing both the number of ADMs and the number of subgraphs
(wavelengths) so conjecture of Chiu and Modiano, 2000 is true forC = 3.

For C = 4, the following theorem was given in Hu, 2002. We give here a shorter proof to show how
simple partitions can be used.

Theorem 19 (Hu, 2002) A(4, 2) = 2, A(4, 4) = 7 and otherwise,A(4, N) = N(N−1)
2 . Furthermore,

the number of subgraphs is the minimum
⌈

N(N−1)
8

⌉
.

We first need the following lemma (a particular case of Sotteau, 1981) for which we recall the proof.

Lemma 20 Whenp andq are even,Kp,q can be decomposed intopq
4 C4’s.
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Proof: Let p = 2r andq = 2s and let the vertices ofKp,q be on one sidea1, a
′
1, a2, a

′
2, . . . , ar, a

′
r and

on the other sideb1, b
′
1, b2, b

′
2, . . . , bs, b

′
s. Then, thers = pq

4 C4’s of the decomposition ofK2r,2s are
(ai, bj , a

′
i, b

′
j), for i = 1, 2, . . . , r andj = 1, 2, . . . , s.

We can now give a short proof to Theorem 19.

Proof: [Theorem 19]
ForN ≤ 5, the results follows form Theorem 14.A(4, 2) = 2, A(4, 3) = 3, A(4, 4) = 7, andA(4, 5) =

10. ForN ≥ 6, the lower bound follows from Theorem 4 asρmax(4) = 1.
Now, we can prove the Theorem by induction. More precisely, we can prove thatKN can be decomposed

into
⌈

N(N−1)
8

⌉
− α C4’s andK3 + e (the graph obtained by adding an edge and a node toK3) plusα K3s,

whereα = 0 if N ≡ 0 or 1 (mod8), α = 1 if N ≡ 3 or 6 (mod8), α = 2 if N ≡ 4 or 5 (mod8), and

α = 3 if N ≡ 2 or 7 (mod8). So the total number of subgraphs isWmin =
⌈

N(N−1)
8

⌉
.

The construction can be easily done for6 ≤ N ≤ 12.
Now suppose that the Theorem is true forN , then it is true forN + 8. Indeed ifN is even,KN+8 can

be partitioned into aKN , a K8 and aKN,8. By induction hypothesis,KN can be decomposed intoC4’s,
K3 +e andα K3’s ; K8 can be decomposed intoC4’s andK3 +e ; KN,8 into C4’s by Lemma 20. SoKN+8

can be decomposed intoC4’s, K3 + e andα K3’s.
If N is odd, we partition the edge set ofKN+8 into aKN and aK9 having one vertex in common and a

KN−1,8. By induction hypothesis,KN can be decomposed intoC4’s, K3 + e andα K3’s ; K9 andKN−1,8

into C4’s. SoKN+8 can be decomposed intoC4’s, K3 + e andα K3’s.

For other values ofC, more sophisticated tools of design theory have to be used. We give an example for
C = 12 where we can solve completely the caseN ≡ 1 (mod4).

Proposition 21 WhenN = 4h + 1, A(12, 4h + 1) = (4h + 1)h.

Proof: As ρmax(12) = 2, A(C,N) ≥ N(N − 1), that is(4h + 1)h for N = 4h + 1.
Letv1, v2, . . . , vl be some nonnegative integers; thecomplete multipartite graph with class sizesv1, v2, . . . , vl,

denotedKv1,v2,...,vl
is defined to be the graph with vertex setV1 ∪ V2 ∪ . . . ∪ Vl where|Vi| = vi, and two

verticesx ∈ Vi andy ∈ Vj are adjacent if and only ifi 6= j. For t > 0, we denoteKg×t (resp. Kg×t,u)
Kg,g,...,g (resp.Kg,g,...,g,u) whereg occurst times.

Note thatK2,2,2 is a graph with 6 vertices and 12 edges (so withρ(K2,2,2) = 2).

By Theorem 1.2.4 pages 189-190 of Colbourn and Dinitz, 1996, we know that whent ≡ 0 or 1 (mod3),
Kt×2 can be decomposed into2t(t−1)

3 K3, and that whent ≡ 0 (mod3), Kt×2,4 can be decomposed into
2t(t−1)+8t

3 K3. It follows that whent ≡ 0 or 1 (mod3), Kt×4 can be decomposed into2t(t−1)
3 K2,2,2, and

that whent ≡ 0 (mod3), Kt×4,8 can be decomposed into2t(t−1)+8t
3 = 2t(t+5)

3 K2,2,2.
We are now able to prove the proposition.

Forh ≡ 0 or 1 (mod3), letV =
∑h

i=1 Vi∪{0} with |Vi| = 4. Thus,KN can be partitioned intoh K5

corresponding to the subgraphsBi constructed onVi∪{0} and theKh×4 with classesVi. Furthermore,
Kh×4 can be partitioned into2h(h−1)

3 K2,2,2’s. So altogetherA(12, N) = 5h+4h(h− 1) = 4h2 +h.

Forh ≡ 2 (mod3), letV =
∑h−2

i=1 Vi∪Vh−1∪{0} with |Vi| = 4 for i = 1, 2, . . . , h−2 and|Vh−1| =
8. So,KN can be decomposed into(h − 2)K5 (constructed onVi ∪ {0} for i = 1, 2, . . . , h − 2),
a K9 on Vh−1 ∪ {0} and aK(h−2)×4,8 which can be decomposed into2(h−2)(h+1)

3 K2,2,2, and thus
A(12, N) = 5(h− 2) + 18 + 4(h− 2)(h + 1) = 4h2 + h (using the fact thatA(12, 9) = 18).
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7. ILP formulation
We can easily formulate our problem in terms of integer linear programming (ILP) which may be solved

using CPLEX.
Let el

i,j = 1 if subgraphBl contains edge{i, j}, and 0 otherwise, and letnl
i = 1 if i ∈ V (Bl). We have

∀ {i, j} ∈ V,
∑

l e
l
i,j ≥ 1

∀l, el
i,j ≤ nl

i

el
i,j ≤ nl

j

∀l,
∑

{i,j}∈V el
i,j ≤ min

{
C, |Vl|(|Vl|−1)

2

}
Minimize

∑
i

∑
l n

l
i

We may add some other constraints to reduce the research space. Letd =
∑

l min
{

C, |Vl|(|Vl|−1)
2

}
−R ;

it corresponds to the number of edges which may appear in more than one subgraph. Let alsoxl
i,j = 1

if
∑

k≤l e
k
i,j ≥ 1 and 0 otherwise, meaning that edge{i, j} is contained by at least one of the subgraphs

B1, B2, . . . , Bl. We have

∀l ∀ {i, j} ∈ V, el
i,j ≤ xl

i,j

xl−1
i,j ≤ xl

i,j∑
{i,j}∈V

(∑
k≤l e

k
i,j − xl

i,j

)
≤ d

With these general conditions, we can find solution only forN ≤ 8. However, we can again limit the
research space. For example we can use Proposition 16 to know for a given possible value ofA(C,N) what
are the sizes of the subgraphs, fix already some subgraphs, etc . . . Doing so, we can quickly eliminate some
values ofA(C,N). We can also know if a given partition is valid or not.

8. Conclusion
In this article, we have solved the problem of traffic grooming in unidirectional WDM rings with uniform

unitary traffic for various values ofN andC. We have shown how to use graph theory and design tools to
either solve the problem or help an ILP program ; that has enabled us to solve optimally the problem for
practical values and infinite congruence classes of values for a givenC. The tools can be easily extended
to uniform but non unitary traffic. Indeed, if we have a request of sizer from i to j, it suffices to consider
decomposition of the edges of the complete multipartite graphrKN . We can also extend the ideas to the
case of arbitrary traffic, but it requires to partition general graphs and this is known to be a difficult problem
in graph theory. However, our tools can be used in an ILP formulation. We can also consider networks
different from the unidirectional ring, if we are first able to group the requests into circles (that is the way
used in Colbourn and Ling, ; Colbourn and Wan, 2001 for bidirectional rings). Finally, the tools can also
be used to groom traffic in a slightly different context, for example , in the RNRT project PORTO our
team developed with France Telecom and Alcatel, the traffic was expressed in terms of STM-1 (each one
needed one wavelength) and we grouped them into bands or fibers, typically a fiber containing 8 bands of 4
wavelengths (see Huiban et al., 2002).
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