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Une approche tensorielle pour le calcul des moments mixtes
d’ordre supérieur des chaines de Markov avec absorption

Résumé : Cet article s’intfesse au calcul des moments d’une chaine de Markov absorbante. Les
premiers et les seconds moments non-mixtes sont déterminés dans les livres classiques, tel que le
livre de J. Kemeny et J. Snell "Finite Markov Chains". La raison en est que les premiers et les
seconds moments non-mixtes s’expriment facilement sous forme matricielle, ce qui n’est pas le
cas des moment mixtes d’ordre arbitraire. Le fossé est comblé dans cet article od grice 4 une
approche tensorielle des formules explicites pour les moments supérieurs mixtes d’ordre arbitraire
sont obtenues.

Mots-clés : Chaines de Markov absorbantes, moments d’ordre supérieur, tenseur.
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1 Introduction

Let us consider an absorbing Markov chain and let matrix P be its transition matrix. By renumbering
the states we can decompose matrix P in the following way

I 0
r=(59)

where submatrix @) is a substochastic matrix corresponding to transient states. Let T be the set of
transient states and 7" be the set of absorbing states. We can define a fundamental matrix Z of the
absorbing Markov chain

Z=0I-Q) '=14+Q+Q*+....
Fundamental matrix Z = {2}, jer has the following probabilistic interpretation.

Definition 1.1 Define N; to be a function giving the total number of times before absorption that
the absorbing Markov chain visits a transient state j.

Let us denote by E; [N;] the first moment of function INV; assuming that the Markov chain starts at
state ¢, where ¢, j € T'. Then

Z ={E; [Nj]}@ng

as it is noted in [3]. Non-mixed second moments E;[N. JZ] can also be found [3] with the help of
matrix Z as

{Ei [sz] }i,jeT =27Z(2Z49 — 1),
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4 D. Nemirovsky

where Z;, is the same matrix as Z, but all the off-diagonal elements are set to zero.
However, the mixed second moments E;[N; Ny ] and the mixed higher-order moments E; [H;”:_ol N kj}

are not so easy to calculate. Here we address this problem by tensor approach. Possible applications
of our general result are Personalized PageRank [2]] and polling system [1]] which will be the topics
of the subsequent publications.

2 Mixed second moments in matrix form

First we consider mixed second moments E;[N; V] to show that calculation of them is not straight-
forward in matrix form

Let us denote by u the indicator function 1¢x, —;;. We note that N; = >~ o0 U -

Theorem 2.1 E;[N;Ny] is finite.

Proof. When we have proven the statement, it justifies our algebra with series below.

B[N, N = (zu> ;)ug B | S w | = 3 S B [urad].

©=0=0 ©=01=0

E; {u@uﬂ is the probability that the process is in state j at step @ and in state k at step 1,

starting in state .
We need to consider three cases

* Let ¢ = . If states j and k are equal then we have that E; [u uk] = pgf), if states j and k

are not equal then we have that E; [u U k] = 0 since the process cannot be in two different

states at the same step ¢ = 1. Hence, we write F; [u uk] = p2 ; )(53 k» where d;;, here and
below is the Kronecker symbol.

e Letp < 9, and letd; = 9 — . Then, E; {u“’uﬂ is the probability that the process is in state

© w} (¢), (d1)

j at step ¢, and in state k at step ¢ + d;. Hence, E; { =Di; Pji -

e Letp > v, andletds = ¢ — . Then, E; {u”’uﬂ is the probability that the process is in state

k at step 1), and in state j at step 1) 4 do. Hence, E; [u uk} = pg;f)pgjz).

INRIA



Tensor approach to mixed high-order moments of absorbing Markov chains 5

We proceed as following.

E; [N;Ny] = ZZE ufuy| =

©=01=0
= ZE [u uk} uuk + Z E[u uk} =
=0 \ =0 =p+1
Z Zplw)p(sa ¢)+p(w)5jk+ Z pgf)pjlb »)
»=0 p=p+1

According to [3, Corollary 3.1.2], there are numbers b > 0, 0 < d < 1 such that pz’;- < bd¥, and we
can give the following estimate.

0o p—1 o
Ei[N;Ne) < ) | D (0d?) (bd? ™) +bd?65 + Y (bd?) (bad¥ %) | =
P=0 \w=0 p=p+1
e’} p—1
S (eSS e vnae 3 ) -
=0\ v=0 Y=p+1
S 2 5P » 2 p+1 " Nt 2 o " 2d<ﬂ+1
Z b2d? + bd? 5, + b2d Zd = 3 (PP + baooy 12— ) =
=0 »=0
[ i 1 d
sz“’duzbd%f”bzm;dw“ RPN T e

(et
Since ~—_o—

completes the proof.

= w; £21d — d < 1, when ¢ — oo, the series Z o ¢d? converges. This

Now that we have proven that E;[N; Ny is finite, let us calculate its value. We define matrix
A(i) as

Aji (i) = E;[N;Ny].
Theorem 2.2 The matrix of the mixed second order moment is given by

=Yz, (D(v)Z + ZD(v) - D(v)),

veT

RR n° 7072



6 D. Nemirovsky

where matrix D(v) is defined by

) _ 1) l.fV :] = ka
Dii(v) _{ 0, otherwise.

Proof. Letus calculate £, [N; Ni]. Following the principal idea of [3| Theorem 3.3.3] we ask where
the process can go in one step, from its starting position v. It can go to state ¢ with probability p, ..
If the new state is absorbing, then we can never reach states j or k£ again, and the only possible
contribution is from the initial state, which is d,;0,4. If the new state is transient then we will be
in state j 6,,; times from the initial state, and IV; times from the later steps, and we will be in state
k 4, times from the initial state, and N times from the later steps. Let us denote by 7" the set of
transient states, and by 7 the set of absorbing states. We have

N Nk Z pmp(su](;uk + Z puap N + 5u]) (Nl + 5vk)} =

peT peT
= D Pupbuibuk + > Pug (By [NjNk] + 8, [Ni] + Ey [Nj] 6,1 + 6,00k) =
peT peT
= Y Pue (B [N;NK] + 6,5 B [Ni] + By [N] 6,1) + 8,50, =
peT
= > DBy IN;N + > o (00 Ey [Ne] + Ey [N;] uk) + 6,00k )
peT peT

We recall that z,; = E, [N}]. Let us denote €(¢, j, k) = E, [N;N}]. Let us continue as follows

NNk pr NNk] + prp 61/]E [Nlc} +E [Nj](suk)+6uj(suk~

eeT peT
V gk Z pmpg 907.]7 = Z Pre (5ujchk' + Zapj(;l/k) + 5uj5yk-
weT peT
Z (6VLP - pl’tp) E(‘P,j, k) = Z Py (5Vj24,0k + Z«pj(suk) + (suj(suk'
peT peT

Let us multiply the last expression by z;, and sum over v.

Dz ) Bup = pup) (@ dik) =Y 2w Y Do (Busziph + 2p0k) + 000k

veT w€eT veT w€eT

Next let us consider the lefthand side of the expression. Let us fix j, k for the moment. We can
reformulate the lefthand side in matrix terms. We can consider £(yp, 7, k) as a vector indexed by
@, let say e(p, j, k) = A,(J, k). Let us form matrices Q = {puotv.per, Z = {24}y, jer, and
I = {0, }v,per is the identity matrix. One can see that the lefthand side can be formulated as

Z(I = Q)X k),

INRIA



Tensor approach to mixed high-order moments of absorbing Markov chains 7

and, since Z = (I — Q)~!, we have

or, written in a component form,
Z Ziy Z (6Vg0 - pVgD) 5(<)Oa.jv k) = 6(i7ja k)
veT peT

Now we consider the righthand side.

Z Pve (5ijzgak + thjéuk) + 61/j6uk' =
peT

51/]' Z PvpZpk + 5uk Z PvpZpj + 51/j51/k~ (2)
peT peT

One can see that d,,;0,, = D;,(v) and 6, Z<peprchk ={D(v)QZ} i, and d;y ZweT PrpZepj =
{QZD(v)};i. Hence, we can write (2) in a matrix form.

D(v)QZ+ QZD(v)+ D(v).
Let us analyse the last expression.
DW)QRQZ+QZD(v)+ D(v)=DWw)(Z—-1)+ (Z-1)D(v)+ D(v) =
= D(Ww)Z—-D(v)+ ZD(v) — D(v)+ D(v) = D(v)Z + ZD(v) — D(v).
Thus, we can complete the proof by concluding that

AG) =z (D(W)Z + ZD(v) — D(v)).

One can see that we have to consider the mixed second moments either as a vector A(j, k)
depending on two indeces or as a matrix A(7) depending on one indeces in the above proof. We need
this trick because of poverty of matrix operations. In the contrast to the matrix approach, calculation
of the mixed second moments and the mixed high-order moments is natural in a tensor form, as we
shall show below.

3 Introduction to tensors

We give a brief introduction to basic facts from the tensor theory which we shall use in the further
sections. We do not present the tensor theory in its completeness, we just define what we need for
our application to the mixed high-order moments. Interested reader is referred to [6, 5] for more
details.

RR n° 7072



8 D. Nemirovsky

Figure 1: Change of a basis of a coordinate system. At the figure we have vector a, basis (e, e3),
coordinates of vector a in the basis (al, a2) , new basis (€1, &), coordinates of vector a in the new

basis (a',a?).

Tensors are a generalization of such notions as vector and linear operator. Firstly, let us remind
the notion of vector.

We consider a vector as an objective quantity having a magnitude and a direction. The vector
does not depend on the way we describe the world. We denote the vector under consideration by a.
If we fix a coordinate system with its basis, (e1, e, . .., e, ), we can represent the vector as an array

of real numbers, coordinates of the vector, (a',a?,...,a"),

n
_ i
a= E a'e;.
i=1

When we change the basis or the coordinate system, we recalculate the coordinates by certain rules,
but the vector itself does not change, see Figure[T] Let us assume now that we know only the vector
and we do not know the coordinates of the vector. How can we determine them? It turns out that we
can find a vector for each coordinate multiplying which by vector a by inner product we determine
certain coordinate. Let e’ is such a vector for coordinate a’.

Vectors e’ are linear independent and, hence, form other basis which is called dual basis. Dual basis

(e',€2,...,e") relates to basis (e1,e2,...,€,) as

INRIA
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e /

a;

Figure 2: Dual basis. At the figure we have vector a, basis (eq, e2), coordinates of vector a in the
basis (a', a?), dual basis (e*, e?), coordinates of vector a in the dual basis (a1, as).

where 6} is the Kronecker symbol. As in any other basis, we can find coordinates of vector a in the
dual basis, (a1, as, ..., a,), see Figure 2}

n
a= E a;e’.
i=1

The coordinates of the vector in the main basis are called contravariant components of the vector.
The coordinates of the vector in the dual basis are called covariant components of the vector. The
notions “contravariant” and “covariant” are justified by the fact that when we change basis we use
different rules to recalculate covariant and contravariant coordinates of the vector. Further, we shall
always write covariant components with subscripts and contravariant components with superscripts.
One can see that one-dimensional array of real numbers is enough to determine a vector.

But there are other entities for which one-dimensional array of real numbers is not enough. They
are linear operators, linear mappings of a vector space to another vector space. If we fix coordinate
systems in the vector spaces we can express a linear operator A by a matrix, say matrix A. If
we change the basis, we recalculate entries of matrix A obtaining another matrix A, but the both
matrices correspond to same linear operator A.

A={d} A={al}.

Matrices corresponding to linear operator A can be written in the main basis and/or the dual basis.
Let matrices A, B, C correspond to linear operator A, but they are expressed in different bases.

A={d}} B={b} C={cy}

Components of matrix A are one-time contravariant and one-time covariant, components of matrix B
are twice contravariant, components of matrix C' are twice covariant, but all the matrices corresponds

RR n° 7072



10 D. Nemirovsky

to same linear operator .A. One can see that a linear operator can be expressed by a two-dimensional
array of real numbers.

But there are entities which cannot be represented by a two-dimensional array of real numbers.
They are multilinear operators which are also called tensors. Let us express a tensor .4 by compo-
nents which are n-times contravariant and m-times covariant. The order of tensor is n + m and its
component form is given by

7,17,2
ahlhz h

Let us introduce tensor operations which we need for further development. Tensor product ® of
a tensor A which is n-times contravariant and m-times covariant and a tensor 3 which is s-times
contravariant and ¢-times covariant is a tensor C which is n + s-times contravariant and m + ¢-times
covariant (3)).

A®B=C, 3)

where components of tensor C in some basis can be found by formula

a11l2 n P1P2..-Ps _ 1122 nP1P2...Ps
kika.. km hihg...ht — Ckika...kmhiha...he

where indeces i1, %2, . . ., in,k1, k2, - - -, KmspP1, P2, - - -, Ds and hy, ha, ..., hy take all possible values.
Further we shall write tensor product ® as

0192...0n P1P2.. _ d1%2...inP1P2...Ps
Al g o @ bh1h2 = Chiko...kmhiha...hy)
assuming that indeces 41, to, . . ., tn,k1, k2, . - -, km,phpg, ...,ps and hy, ha, ..., h; take all possi-

ble values.
In some cases we need to consider only components of tensors having same indeces in tensor

product (@).

i1%9.. 11%9...0n 11%2.. 1189...0n 11%2..
ak1k2 k bhth...h, O ko k bhlhz...ht Ck1k2 k hiho. byt (4)

Also let us define tensor contraction ® by formula in (3).
217,2 klkz 1112 k:lk‘g k} 1122
G, OO = D) Z L S A ®)
[

We note that tensor contraction is equivalent to matrix product if the matrices are written in one-time
contravariant and one-time covariant components.

We shall use tensors and the tensor operations in application to the mixed second moments and
the mixed high-order moments.

4 Mixed second moments in tensor form

Having introduced tensor operation in the previous section, we shall show that the mixed second
moments can be calculated from the tensor point of view without tricks which we used in the matrix
form.

We denote £ = E; [N;] and 5§ w = Ei [N;N], where 5§» and 53  We consider as tensors.

INRIA



Tensor approach to mixed high-order moments of absorbing Markov chains 11

Theorem 4.1 The mixed second moments are given by
ey = e,0(f Q6 +ef®8) -5 ®5Y).
Proof. We begin the proof as in Theorem [2.2]arriving to expression (T)).

v [INJNEL = D Do B INiN + D Puo (005 E [Ni] + Eyp [Nj] 601) + 81500
peT peT

Now we rewrite the above expression in the tensor form. Hence, E, [N;] = €%, E; [N;Ny] = 53. -
We consider matrix Q) = {pw}wpeT as tensor qw Kroneker symbol Oy WE treat as dy tensor.

e =q, 0N + 450 (67 @0 +ef ®7) + 07 @4y,

e —apOen = a0 (65 @0 +ef ®Y) + 0% @Y.
Since €%, = 64, © Efk, we write

(05 —q5) Och = a5 © (67 ® 0F +ef ®3Y) + 67 ® Y.
Let us multiply the above expression from left by €, by tensor product with contraction.

e, O (0 —qh) Oeh =, 0 (¢4 0 (¥ @) +ef ®0Y) + 07 @ 67) .
Since tensor sfj corresponds to matrix Z, and tensor (6; — q;) corresponds to matrix I — (), and
Z = (I —Q)"", we obtain that
e, © (8, — qb) ©ef, =8, @ el = ey

Now we can continue using the following observation. Since tensor g}, corresponds to matrix (), and
tensor sf corresponds to matrix Z, and QZ = Z — I, then ¢}, © 5;-0 =Y — 4.

el = e, 0 (o706 +ef @8)) +0 @6)) =
= 0 (o(ElOf)+d, o (f o))+ @) =
= 0 (Loel)f + (o) @6 +8 @) =
= 0 -0 @6+ (e —0) @8 + 8 ®5) =
= 6,06 -0 R0 +ef @8 -0, @8 + 6 @ 6}) =
= O (YR} +ef ) -0 ®5Y).
Concluding that
eh=e,0 (Y @6+ ®5) — 5 ®6Y),
we complete the proof. "

One can see that we used the natural tensor operations to calculate the mixed second moments in
the above proof and we need not the trick with representation of the moments as in the matrix form.

RR n° 7072



12 D. Nemirovsky

5 Auxiliary combinatorial result

Before we deal with the mixed high-order moments, we need an auxiliary combinatorial result.
Let M be a finite set of elements of any nature with cardinality m. Let M = {ko, k1, ..., km—1}-
Let us enumerate all the combinations of the elements of set M having length j and let us index
them by ¢, where j = 0,...,mand+ =0,..., (Z”) — 1. Let us define a function f(M, j,1). Value
f(M, j,1) is the combination of the elements of set M having length j and index . Let us denote

F(M, j.p) = M\ f(M,j,9).

Let us consider f (M, j,1), where ) = 0, ..., (7) — 1. Since the order of the elements in combi-
nation f (M, j, 1) does not matter, we can assume any order. Let f(M, j, 1) = {kwo, Eorson sk, }
where w, = 0,...,m—1,2=0,...,j— 1. Weshall assume that wy < w; < --- < w;j_1. Accord-

ing to [4] we can calculate v as

=5 (7)

where ( ) = 0,if a < b. Such indexing provide lexico-graphic ordering to combinations f (M, j, ).
It means that, for example, when m = 3 and j = 2, combinations will be ordered like this: kokq,
koksz, k1ks. We need the lexico-graphic ordering only to prove Proposition [5.1] below, although the
proposition holds for any ordering. In any other discussion we assume any, but fixed, ordering.

Let us denote by A the set of all combinations of elements of set M with length .

A:{f(M,%,p)‘sz,...,(Z)—1}.

Let us denote by B the following multiset.

B:{f(f(M,j,z/;),%,X)’w:o,...,(T;) _1’X:0""’<i> —1}.

One can see that multiset B consists of the same elements as set A. Let us establish a precise relation
between set A and multiset B.

)

Proposition 5.1 B is a multiset of the elements of set A and each element of set A is taken (mij

times.

Proof. See Appendix. .

The auxiliary combinatorial result plays an important role in our treatment of the mixed high-
order moment which we consider in the next section.

6 Mixed high-order moments

Let us now consider the mixed moments of higher order. Before we formulate the mixed high-order
moments in tensor formalism, let us prove that the moments are finite.

INRIA
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Let us consider the conditional moment generating function of the absorbing Markov chain,
M;(y) = E; [e>¥Ni], where summation is performed over all states of the Markov chain and
the process starts at a transient state . We need to prove that the moment generating function is

analytical in the origin.
Let us define vector ¢ and matrix © = {0 }irer

G = e” (1 - Zsz) ;
keT
i = ik — €' pik.

Proposition 6.1 If all y; are small enough, moment generating function M (y) is give by
M(y) =07'C.

Proof. We ask where the process can go in one step, from its starting position .

E; [ezyjN”} = Zpikeyi + ZpikEk -ez-#i yjNﬁy"(N"'“)} =

keT keT )

= > e’ + > piEr €Zyij+yi} =
keT keT )

= Zpikeyi + ZpikEk ezyﬂ'Nieyi} =
keT keT )

= e (1 - szk) +e¥i ZpikEk {62 yjN]} .

keT keT

And we solve the above equation in the following way.

E; [ezyjN’} = e¥ (1 - ZPm) +e¥ ZpikElc [ezyij} ;

keT keT
E; {GZ yij] _ oY ZpikEk [62 yjNJ} = Y (1 _ Zsz) 7
keT keT
Z (dir — €' pir) Bk [ez nyﬂ} = e¥ (1 - ZPik) .
keT keT

Then, we can rewrite () in matrix form

OM(y) = (.

RR n° 7072
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14 D. Nemirovsky

Let us show that matrix © is invertible. Let us denote by ¢ = |7T'| and by = the matrix

e 0 ... O
_ 0 e ... 0
0 0 ... e¥
We express matrix © as
0=1-EQ,

where () corresponds to the transient states of the absorbing Markov chain. Since matrix = is di-
agonal, then matrix Z() is matrix () whose rows are multiplied by diagonal elements of matrix =.
Matrix () is substochastic, hence,

Q1 =gq,
where ¢ = (ql,qg,...,qt)T,andqui <1,Vi=1,...,t,and Fi: ¢; < 1. Then,

E‘Ql =q= (equlv 3y2(]2a RN} eytqt)T

Matrix =@ is substochastic, if 0 < e¥iq; < 1,Vi = 1,...,t, and Ji : e¥q; < 1. Therefore, if
yi < —Ilng;,Vi=1,...,t,and Fi : y; < —In ¢;, matrix © is invertible.
And we can determine the conditional moment generating function by

M(y) =07'C.

One can see that the conditional moment generating function M (y) is analytical at the origin,
and, hence, there exist all the mixed high-order moments and they are finite.
We denote

el = Ei[Ny],
e, = Ei[NjNi],...,
m—1
hobrokns = Bi | 1] Nis |
=0
where m is a natural number. Let us denote M = {kg, k1, ..., km—1}. The cardinality of set M is

m. We call set M the basis set.
We have got the mixed moments of higher order in tensor representation. Since the product is a
commutative operation, the order of indeces koky ... k,,—1 in 52()1@1‘.. [ does not matter, and we

H ) — i
canwrit€ €y, g = Epr-

INRIA
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-1
Let us denoteoay ;. . = @,—, 0y . Letus define tensor;ay , .,  asfollows:

(7)1

Gk k1 = Z 5;(M,j,w) ®Oa?(M,j,w)'

P»=0
Since index v passes all possible values, the order of indeces kgky ... kp,—1 in jazo I does
. v .V v o _ U
not matter, and we can WIIE jag po g =0 We note that,,a%, = €7,.
Let us define tensor ;bY", as follows:
3O%okq.. k1
(7)1
v _ ® v
Vheks ks = D St P0UF s -
$=0
. . . . s v

Since index 1 passes all possible values, the order of indeces kok; ... k,,—1 in kao Ky ko1 does

not matter, and we can write ;b7 = ;by/. We note that,, by, = £7,.0b5, =oa},, and, in
Y U
general, ;b7 = ;al,.

Let us define tensor,.;cy ., , where 2 < j, as follows:

()1

”jczoklmkm—l = Z ”a;(MajﬂP) ®0a?_(M7j,w)'
=0

-1

Since index v passes all possible values, the order of indeces koky ... ky—1 in cZO Kyo ko1 does
. LV _ U
not matter, and we can write ,. Choky.. ko1 —#5CM-

Proposition 6.2 The following formula takes place:

m
v v
0jCM = <j)0‘1M~

Proof.
() () .
0jCu = Z 00 (0. 5,5) ©OUF(M j ) = 04l = ( j)o‘ﬁw'
=0 =0

Proposition 6.3 The following formula takes place:

v o__ v
JiCm =janr-

RR n° 7072



16 D. Nemirovsky

Proof.
(7)1 (7)1
= D i) ©0% i = D Sfaniw ©CF g =%
$=0 $=0
Propositions[6.2] and [.3 are the particular cases of the following proposition.

Proposition 6.4 The following formula takes place:

m —
v v
s2jCM = <m_j)%ajw~

Proof. We can write ,.;c}, as follows

i Ch = 2 @F () DOUF(ag ) =
$=0
(7)-1(L)-1
_ v v v
= D g0 POUH (0,50 ) POUF (0150 v
Pp=0 x=0

We can write ;.a’y; as follows:

(7)1
@y = EF(M,e,9) DOUF(A1 e ) ®)
»=0

Since operations “+” and “®” are commutative, to prove the statement of the proposition it is
enough to show that every term of summation (8) can be found in summation (@) (7 ~%) times.

m—j
Indeces f(f(M,j,v), 5, x) in (7) make up multiset B from Section and indeces f(M, s, 1))
in (8) make up set A from Section[5] Therefore, we apply Proposition[5.1]and complete the proof. =

Theorem 6.1 The mixed high-order moments of the absorbing Markov chain is given by

m—1

ey =, > ()",

2=0

Proof. Let us assume that the theorem is proven for smaller values of m, particularly for m = 2
Theorem [A.11
We start with the non-tensor representation of the high-order mixed moments, F; [HT;O Y kJ} .

Let us calculate F; [H;n;ol N, kj} . Following the approach of [3, Theorem 3.3.3] we ask where
the process can go in one step, from its starting position ¢. It can go to state ¢ with probability p;,. If

INRIA



Tensor approach to mixed high-order moments of absorbing Markov chains 17

the new state is absorbing, then we can never reach states k;, where j = 0, ..., m —1, again, and the
only possible contribution is from the initial state, which is H;’;Bl 6,;kj. If the new state is transient
then we will be in state k; 6ikj times from the initial state, and Nk]., where j = 0,...,m — 1, times

from the later steps. We have

m—1 m—1 m—
Ei | T Nes | = D2 pio [] i, + D picBe H N, + 0ir;) | =
j=0 peT j=0 p€eT =0

m—1
> pie [ 0, +

peT j=0

+ pr<

peT
7]77,) 1

. E,l II Ne| I] Gw+-+

+ Z EW H NH H 51‘5 +

=0 KEf(M,m—1,3) k€ F(M,m—1,3)

KEM

=0 KREf(M,5,%) w€Ef(M,j,%)
(7)-1
+ > B II ™| II e+ 11 6)
h=0 KEF(M,1,1)) KEF(M,1,3) KEM

We note that

m—1
> pie [ 0k + D pig [ 0= 11 0in | Do pie + D pio | = T 0in-
weT j=0 peT KEM KEM peT p€eT KEM
And we continue

m—1
HNkj = H51n+zpzap<

=0 KEM pET

II ™«

rEM

m— 1(7)_1
+ E, 0 IT N I 5m>.

Jj=1 =0 K€ f(M,5,%) wEF(M,j,)

Let us rewrite the last expression in the tensor form. We will use index v in place of ¢ for further

development. We note that [ ], F(M.j) du+ is represented in the tensor form as ), F(M.j) or =
v .

Uaf(M,jw)' Hence, we write

m—1(7)-1
e = oai Tap O | ey + Z Z Erg) B0V (ar ) | =

m—1
= q:; Oer + q:; © Z]bﬁjy +oaky.
j=1

RR n° 7072
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Let us consider g, ©> 7" b2 4pak, and, in particular, q%,®;b}/ as one term of the summation.

(7)1
oV _ ®
GO =050 D arsu) ©oUF )
$=0

Next we consider ¢, © 5‘}’( M.j) and proceed further by induction.

v ] v j—%-i—l M
G5 O g = 0o Oeh O (1) RLTYRINE

Since g © eff =¢€;, — 4.

Jj—1
_ j—x+1
T © €far i = (€1 —01) © > (1) T ja) =
=0
j—1
— J—x+1 o o
= orgw — 0O Y (1) 2 Uf (M Ga) =
=0
j—1
_ Jj—x
= fangw D VTl ).
=0
Now we come back to ¢, © ;b7 .
(7)1 i-1 _
v _ Jfﬂ —
ACIL DY (8?(My ot Z - %a?w,j,w) ®0aF(nr,j,9) =
$=0 =0
j—1 (T) 1
= g+ ) VT D g @00 =
3=0 $=0

it

j—1
= jafir+ ) (-1 e
2=0

j .
= Z (=1 sjcis
2x=0

INRIA



Tensor approach to mixed high-order moments of absorbing Markov chains 19

Now we come back to ¢/} ® Z;":_llj b3/ +Foak;.

m—1
v v v _
Gy © E by Foays =
j=1

7j=1 =0
m—1 J m—1 )

= D (1Tl + > (1) ocks oy =
j=1 2=1 j=1
m—1m—1 m—1 4

: 17 ekt 3 07 (7 o
n=1 j=sx 7=0 J

We note that Z;ﬁ:o (—1)j (7]”) = 0, and, therefore,

m; 1 () = o
_ (m*%

Let us consider Z;n:_%l (—1)777,.;¢%,. We recall that,;c}, = ety according to Propo-
.. . m—1 G5 fm—
smon and we consider >-7" " (—1)"77 (7.7%).

=

S (i) - E o) E

Jj=x j=0 J

(")

v m—1 v v
Hence, for ¢; © 377, ;b3 +oafy, we have

m—1 m—1 m—1
4y © D57 Hoaks = 3 (<" a4 (-0 oaty = 37 (1)
j=1 x=1 2=0

And, finally, we obtain

m—1
e = Lok +ab0 Y b ok =
=1
m—1
v - 1 174
= Loy + Y (-1 Ak,
=0

RR n° 7072
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: v v ®
Next we consider €7, — g2 © €.

ehr —dp Oy = (0 — ) @ e,
and multiplying by e/, from left, and recalling that €}, © (8% — ¢) = 0, we have
e o (55, — q;) Oet = 6; ©e¥, =l

We complete the proof with

=

m—

ey =€ 0 Z (=)™t ay,.

2=0

One can see that tensor formalizm allows us to calculate the mixed high-order moments by
compact formula. The mixed high-order moments are determined by the moments of lower orders.

7 Conclusion
We considered the mixed high-order moments of an absorbing Markov chain. While the first mo-
ments and the non-mixed seconds moment can be expressed in a matrix form, it can hardly be done

for the mixed high-order moments. Using tensor formalizm, we developed a compact close-form
expression for the mixed high-order moments.

8 Acknowledgements

I would like to thank my scientific advisor, Konstantin Avrachenkov, for a lot of useful suggestions
which significantly improved the presentation of the material of the paper.

Appendix: Proof of Proposition

Let us consider the following set

D(M,j,) = {(f(f(M,jw),%,x),(w,x))‘wzo,..., (’f) Sly=0,..., (i) —1}.

It is the set of elements of multiset B equipped by its indeces, therefore, we can distinguish equal
elements of multiset B and compose the set. We shall write D (M, j, ») = D if it does not produce
any ambiguity.

INRIA
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Let us consider the following set

G_{(f(M,%,p),(p,L))‘p_o,...,(Z)—1,L_0,...,<Tn_;{> —1}.

It is the set of the elements of set A equipped with its index p and auxiliary index ¢. Due to index ¢,
each element of set A is repeated (', %) times in set G.

To prove the proposition we need to show that there is an one-to-one mapping from (p,¢) to
(1, x), which we denote by (¢, x) (p, ¢), such that

D=F,

where

, m m—
F ) = { (£ 0100, 00 ) o = 0o () = Lm0 (M) ).
» m—j
We shall write F' (M, j, 3¢) = F if it does not produce any ambiguity.
First of all, we prove that the cardinalities of sets D and F' are equal. The cardinality of set D is
equal to

2= (7) () = i = =

And the cardinality of set ' is equal to

|l = (TZ) (Z:ﬁ - %!(nin!— %)!(m—j)!gz:;)—!mjw)! B %!(m—gi(%—j)!'

Hence, one can see that |[D| = |F| and the one-to-one mapping can be potentially established.
Therefore, the definition of set F' is valid. We should prove that D = F'.

We shall assume lexico-graphic ordering of combinations discussed above in the further devel-
opment of the proof.

We shall continue the proof using the mathematical induction. We lead the induction by the
cardinality of set M. Hence, let us prove the base of induction.

e Letmm = 1and M = {ko}. We have following options for (j, »¢): (0,0), (1,0), (1,1). Let us
consider each option.

- (.= 0.0)
D (M,0,0) =
{tr om0, 000, a0 s =00 (§) = 1=00 (5) <1} -
(0. 0.0}
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F(M,0,0) =
{(f (M0, ) . () ()

= {0, (¥, x) (0,0))} =
= {(0,(0,0))}

- (J,%) = (1,0)
D (M,1,0) =

{t ¢ 0019).00.00) \w 0 (}) 1m0 (§) <1} -
{0, (0,0}

0,
0,

F(M,1,0) =
{(f (M,0,p), (¥, x) (p1))

= {0,060 0,0) =
= {0.0.0)}.
-G =)
D(M,1,1) =
— {uwonie e ls=o. () - 10 () -1} =

= {({ko},(0,0))}.
F(M,1,1) =
= {(f(MJ,p),(MX)(PyL))

= {({ko}, (¥,x) (0,0))} =
= {({ko},(0,0))}.

e Let m = 2 and M = {kg, k1}. We have following options for (j, 3): (0,0), (1,0), (1,1),
(2,0), (2,1), (2,2). Let us consider each option.

- (]’ %) = (050)
D(M,0,0) =

Lrwonomon.woolp=o. . (2) - 1x=0... () -1} =
{0, 0,0))}.

INRIA
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F(M,0,0) =
{(f (M0, ) . () ()

= {0, (¥, x) (0,0))} =
= {(0,(0,0))}

- (], %>

0,
0
= (1,0)

D (M,1,0) =

- {vwanie.on.wo =0 (3) - 1x=0.

D(M,1,1) =
= {vronima0 o= (3) - 1x=o.

= {(f(f(Mﬂ17w)>17X)7(¢=X))|w:0 77777 17X:0}:
= {({kO}v(OaO))’({kl}v(lao))}
F(M,1,1) =

- {(f(M,l,p),(w,x)(p,a)) p—0,~~~7(i> —1’“0""’(

= {(f(M,LP),(d),X)(p,L))‘,0:0 """ leZO}:
= {({ko}v(w’X) (an))v({kl}’(w’X) (170))} =
= {({ko},(0,0)), ({k1},(1,0))}.

RR n° 7072
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- G = 2,0
D (M,2,0) =
{t oz 00w e =0 (5) - 1x=o.(

= {(f(f(Ma2vw)7O7X)v(¢aX))|7/}:OaX:O}:
= {(0,(0,0))}.

F(M,2,0) =
_ {UMLQMJ%XH%M
= {(f(Ma07P)7(1/J7X) (pvb))‘pZOaL:O} =
(0. (4.x) (0,0))) =
— {(0.(0,0))}.
~ (o) = 21)
D(M,2,1) =
{ oz a0 wa e =0 (3) - 1x=o

- {(f(f(M72>¢),LX)a(w,X))WZO’XZO 7777 1}:
= {({ko},(0,0)), ({k1},(0,1))}.

F(M,2,1) =
- {(f(MJ,p),(MX)(PyL))

= {(f(M,;1,0),(,x) (p;)) lp=0,...,1,0=0} =
= {({kO}v(wa)() (030))7({]{1}’(#}’){) (170)) =
= {({k0}7(0’0))7({k1}7(071))}

- (G = (2,2)
D (M,2,2) =
{2 20wl =0 (5) - 1x=o.

{(f(fF(M,2,4),2,x), (¥, X)) [ =0,x =0} =
= {({ko,k1},(0,0))}.

2 2 —
p=0,..., —1,0=0,..., 0
0 2-2

2
0
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F(M,2,2) =
= {rorzo. w0 =0 (5) ~te=on (375) <1} -
= {020, (00 (1) [0 = 0,0 = 0) =
)} =

= {({ko, k1}, (¥, x) (0,
{({ko, kl}a (070))} .

Having proved the induction base, we continue with the induction step.

Let us consider set F'. Since combinations f (M, 5, p) are ordered in lexico-graphic order, we
know that combinations f (M, s, p) containing element kg have indeces p = 0, . . . (:‘:11) —1,and
we can write

) R e R
I ) WO R R

= Uk

F

C

Combinations f (M, s, p) as elements of set F; contain element &y and the combinations of set F5
do not contain element k.

Let us consider set D. We again exploit that the combinations are ordered in lexico-graphic
order, then combinations f (M, j, 1) containing element kq have indeces v = 0, ..., (7;7__11) -1
Thus, we can write

. m—1 j
D = {(f(f(M7]7¢)7%7X)7(¢7X))‘QZJZO,,(]_1)—17X20,’<%>_1}U
m—1 m J
J—1 J »
= DiUDs.
We do the same with set D;. Combinations f (f (M, j,1), », x) containing element ko have
indeces y = 0,..., (2~}) — 1, and we express D; as follows

D = {oni s @ =0 (T2 < tx=on (7]) <1

7j—1

{(f(f(M,j,w,z,x),w,x))]w:o,...,(7;?_‘11) = () (0) 1)

D, U Dy.

C

Hence, we partition set D as D = D, U Dy U Ds.
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Let us prove that D, = F;. We can rewrite F as follows

Fo— {{ko,mM\{ko},%—Lp)},w,x)w)\

1 _
p=0,...,<m >—1,L:0,...,<m },‘)—1}.
x—1 m—j

Considering set D, one can see that each element of the set contains &y and all the combinations of
the elements of set M containing element k( are counted.

D,

{vw ot wafe=o. (77 ~1x=0 (17]) -1} -

1 x—1

{({ko,ﬂf(M\{kom S = 1,20} () '

1 i1
w:o,...,("? )—1,X:0,...,<J )—1}.
j—1 x—1

One can see that D, = D (M \ {ko},j — 1, 3¢ — 1), therefore, by induction, we can conclude that
D, = F).

Next we shall prove that F» = Dj, U D5. One can easily see that

o= {0 o) o0 |o= (1) (0) <=0 (M) <1

n—1

and, renumbering elements,

= U Or b @0 o =0 (") <=0 (M) .

x

Let us consider D5. Since combinations f (M, j,1) of set Dy do not contain kg, we write, renum-
bering elements,

4

D, = {(f(f(M\{ko}7j,1/1),%,x)7(w,x))‘w—O,---7(mj1) =0 (1) -1f

One can see that Dy = D (M \ {ko}, j, »¢), therefore, we conclude by induction that

D = {0 o)) o ) fp =0 (M) om0 (T T )

> m—1—j

Let us consider Dj. Renumbering elements of set D;, we have

Dy = {rG0naw @ =o (T ) <=0 (U ) 1)
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Since combinations f (f (M, j,v), s, x) do not contains element kg, we do not need it in combina-
tions f (M, j, ), hence, we write

Dy = {U G Ona0 ) o =0 (T < ta=on (U <1

or it is the same as

Dy = { GO G -0 0 o) o =0 (M) = () <1

Now one can see that Dy = D (M \ {ko},j — 1, 5), therefore, we conclude by induction that

Dy = {0 ) @0 oo =0 (M) St (M) <

» m—7j

We renumber elements of D,, as follows

Dy, — {(f(M\{ko},%,m,(w,x)(p,n)\

p:0,.‘.,<m_1)—1,L= (m_l_?),...,<m_?)—1},
4 m—1—7 m—J

and we obtain that

DybUDy = Fj.
Thus, we have
D,UDy,UD, = F|UF;,
and, consequently,
D = F,

which completes the proof.
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