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Une approche tensorielle pour le calcul des moments mixtes
d’ordre supérieur des chaines de Markov avec absorption

Résumé : Cet article s’intfesse au calcul des moments d’une chaine de Markov absorbante. Les
premiers et les seconds moments non-mixtes sont déterminés dans les livres classiques, tel que le
livre de J. Kemeny et J. Snell "Finite Markov Chains". La raison en est que les premiers et les
seconds moments non-mixtes s’expriment facilement sous forme matricielle, ce qui n’est pas le
cas des moment mixtes d’ordre arbitraire. Le fossé est comblé dans cet article od grice 4 une
approche tensorielle des formules explicites pour les moments supérieurs mixtes d’ordre arbitraire
sont obtenues.

Mots-clés : Chaines de Markov absorbantes, moments d’ordre supérieur, tenseur.
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1 Introduction

Let us consider an absorbing Markov chain and let matrix P be its transition matrix. By renumbering
the states we can decompose matrix P in the following way

I 0
r=(59)

where submatrix () is a substochastic matrix corresponding to transient states. Let T be the set of
transient states and 7" be the set of absorbing states. We can define a fundamental matrix Z of the
absorbing Markov chain

Z=01-Q)  '=14+Q+Q*+....
Fundamental matrix Z = {2}, jer has the following probabilistic interpretation.

Definition 1.1 Define N; to be a function giving the total number of times before absorption that
the absorbing Markov chain visits a transient state j.

Let us denote by E; [N;] the first moment of function N; assuming that the Markov chain starts at
state ¢, where ¢, j € T'. Then

Z ={E; [Nj]}m‘gT

as it is noted in [I]]. Non-mixed second moments E;[N. JZ] can also be found [1]] with the help of
matrix Z as

{Ei [sz] }i,jeT =27Z(2Z49 — 1),
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4 D. Nemirovsky

where Z;, is the same matrix as Z, but all off-diagonal elements are set to zero.
However, the mixed second moments and the mixed higher-order moments are not so easy to
calculate, but we manage it in the further discussion.

2 Mixed second moments in matrix form

First we consider mixed second moments E;[N; V] to show that calculation of them is not straight-
forward in matrix form
Let us denote by u the indicator function 1;x, —;;. We note that N; = S

Theorem 2.1 E;[N;Ny] is finite.

<P0J

Proof. When we have proved the statement, it justifies our algebra with series below.

Ei[N;Ny] = (Zu) gu;ﬁ -5 iiug"u;ﬁ ZZE[uuk}

©=01)=0 ©=0 =0

E; [u‘puﬂ is the probability that the process is in state j at step ¢ and in state k at step 1,

starting in state <.
We need to consider three cases

* Let ¢ = 1. If states j and k are equal then we have that F; [u uk] = pgf), if states 5 and k&

are not equal then we have that F; [u uk] = 0 since the process cannot be in two different

states at the same step ¢ = 1. Hence, we write E; [u uk] = pgf)éjk, where §;;, here and

further is the Kronecker symbol.

* Lety < 9, andletd; = 1) — . Then, E; [u uk} is the probability that the process is in state

® w} (), (d1)

J at step ¢, and in state k at step ¢ + d;. Hence, E; [ =D Dk

e Letp > v, and letds = ¢ — . Then, E; {u uk} is the probability that the process is in state
k at step 1), and in state j at step 1) 4 do. Hence, E; [u uk} = pg;f)pgjz).

We proceed as following.

E;[N;Ny] = ZZE [u uk}:

©=0 =0
- Z ZE {ujuk]—i—E [u uk]—i— Z E; [u“’u}f] =
»=0 Pp=p+1
oo p—1
_ Z sz(;f)p(sja w)+p(ea)5 . Z pgf)pgf ®)
»=0 \p=0 Pp=p+1

INRIA



Tensor approach to mixed high-order moments of absorbing Markov chains 5

According to [[1, Corollary 3.1.2], there are numbers b > 0, 0 < d < 1 such that pf;- < bd?, and we
can give the following estimate.

E; [N;Ny] <i Z(bdw) (bd* %) + bd* 6, + Z (bd?) (bd*=#) | =

»=0 \¥=0 P=p+1
e’} e—1
SO df +bd?5 + b7 Z v | =
=0 Y»=0 Y=p+1
o0 ] [eS) d"o+1
_ 2 . 2 —+1 ) _ 2 . 2 _
= ) | Ved? +bd?55 + 67d > d —Z<bapd"’+bd"°5]k+b1_d>—
=0 P=0 =0
1 d
= b2 pd? bd?§ b2 dett = p? d? + bd; b? .
z:o ¥ +§:0 ik T Z E:OSO + ]kl_d+ (1—d)2
@ @ %)
Since % = WT‘fld — d < 1, when ¢ — o0, the series Z:o:o wd?¥ converges. This

completes the proof.
u

Now that we have proved that E;[N; Ny] is finite, let us calculate its value. We define matrix
A7) as

Aji (i) = E;[N;Ny].
Theorem 2.2 The matrix of the mixed second order moment is given by

Zz“’ Z+ZD( ) D(V))7

where matrix D(v) is defined by

) _ 1) if” :.7 = ka
Di(v) = { 0, otherwise.

Proof. Letus calculate £, [N; Ny]. Following the principal idea of [[1, Theorem 3.3.3] we ask where
the process can go in one step, from its starting position v. It can go to state ¢ with probability p, ..
If the new state is absorbing, then we can never reach states j or k£ again, and the only possible
contribution is from the initial state, which is d,;0,4. If the new state is transient then we will be
in state j ,,; times from the initial state, and IV; times from the later steps, and we will be in state
k 4, times from the initial state, and N times from the later steps. Let us denote by 7" the set of
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6 D. Nemirovsky

transient states, and by 7 the set of absorbing states. We have

N Nk Z pmp(sl/]él/k + Z pucp N + 51/]) (Nl + 61/16)} =

weT peT
= Z pl/(p&/]&/k + Z pmp N Nk] + 5VJE [Nk] + Eap [Nj] 5l/k + 5uj51/k) =
weT peT
= D Do (Ep INjNi) + 605 B [Ni] + B, [Nj] 60) + 60,1 =
peT
= Zpl/go NNk: + mep 61/]E [Nk]'i'E [Nj]éuk)+6yj5uk~ (1)
peT weT

We recall that z,; = E, [N}]. Let us denote €(¢, j, k) = E, [N;N}]. Let us continue as follows

VINGNE = D DBy INiNW + 3 pup (005 E [Ni] + Ey [N;] 61) + 8100

weT peT
V NN Z pwpg 90737 = Z DPry (6l/jztpk + Zapjfsuk) + 6uj51/k~
eeT peT
Z (5wp - pwp) 5(‘;07ja k) = Z Py (5ijgak‘ + Zc/)jdyk) + 6Vj5uk-
weT peT

Let us multiply the last expression by z;,, and sum over v.
Z Ziv Z (51/90 - pugp) 5(90aj7 k) = Z Ziv Z Py (5ujznpk + thj(;l/k‘) + 5l/j5Dk"
veT peT veT weT

Next let us consider the lefthand side of the expression. Let us fix j, k& for the moment. We can
reformulate the lefthand side in matrix terms. We can consider (¢, j, k) as a vector indexed by

@, let say e(p, j,k) = A,(j, k). Let us form matrices Q = {pvotv.per, Z = {2pj e jer, and
I = {0,4}v,per is the identity matrix. One can see that the lefthand side can be formulated as

Z(I = Q)A(, k),
and, since Z = (I — Q)~!, we have
or, written in a component form,
Z Ziv Z (61/90 - pwp) 5(90’.7.’ k) = E(ivja k)
veT peT

Now we consider the righthand side

Z Pve (5ijzgak + ztpj(suk) + 51/]'611]@ =
peT

51/]' Z PvpZpk + 5uk Z PvpZpj + 5Vj5Vk' (2)
peT peT

INRIA



Tensor approach to mixed high-order moments of absorbing Markov chains 7

One can see that d,,;0,, = D;,(v) and 6, Z%przipk ={D()QZ} i, and 0;y Z@ET PrpZepj =
{QZD(v)};k. Hence, we can write (2) in a matrix form

D(w)QZ + QZD(v) + D(v).
Let us analyse the last expression

D(W)QZ+QZD(v)+ D(v)=DWw)(Z—1)+ (Z—-1)D(v)+ D(v) =
= D(Ww)Z—-D(v)+ ZD(v) — D(v)+ D(v) = D(v)Z + ZD(v) — D(v).

Thus, we can complete the proof by concluding that

AG) = 2z (D(W)Z + ZD(v) — D(v)).
veT

One can see that we have to consider the mixed second moments either as a vector A(j, k)
depending on two indeces or as a matrix A(7) depending on one indeces in the above proof. We
need this trick because of poverty of matrix operations. In contrast to matrix approach, calculation
of the mixed second moments and the mixed high-order moments is natural in tensor form, as we
shall show below.

3 Introduction to tensors

We give a brief introduction to basic facts from tensor theory which we shall use it in further sections.
We do not present tensor theory in its completeness, we just define what we need for our application
to the mixed high-order moments. Interested reader is referred to [2} 3] for more details.

Tensors are a generalization of such notions as vector and linear operator. Firstly, let us remind
the notion of vector.

We consider a vector as an objective quantity having a magnitude and a direction. The vector
does not depend on the way we describe the world. We denote the vector under consideration by a.
If we fix a coordinate system with its basis, (e1, e, . . ., €,,), We can represent the vector as an array

of real numbers, coordinates of the vector, (al, a?,... ,a”),

n
i
a= E a'e;.
i=1

When we change the basis or the coordinate system, we recalculate the coordinates by certain rules,
but the vector itself does not change, see Figure[T} Let us assume now that we know only the vector
and we do not know the coordinates of the vector. How can we determine them? It turns out that we
can find a vector for each coordinate multiplying which by vector a by inner product we determine
certain coordinate. Let e’ is such a vector for coordinate a®.
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8 D. Nemirovsky

Figure 1: Change of a basis of a coordinate system. At the figure we have vector a, basis (e, e3),

coordinates of vector a in the basis (al, a2) , new basis (€1, &), coordinates of vector a in the new

basis (a',a?).

N | /
________________ 1.7
a, '\
y N
|
a a N
'\
A a' N
e’ “ y \.
AN

7

a,

Figure 2: Dual basis. At the figure we have vector a, basis (e1, e2), coordinates of vector a in the
basis (a', a?), dual basis (e', €?), coordinates of vector a in the dual basis (a1, az).

INRIA



Tensor approach to mixed high-order moments of absorbing Markov chains 9

Vectors e’ are linear independent and, hence, form other basis which is called dual basis. Dual basis

(e',€2,...,e") relates to basis (e1,ez,...,e,) as

i i
e' - ej = 0;,

where 5j is the Kronecker symbol. As in any other basis, we can find coordinates of vector a in the
dual basis, (a1, as, ..., a,), see Figure 2}

n
a= E a;e’.
i=1

The coordinates of the vector in the main basis are called contravariant components of the vector.
The coordinates of the vector in the dual basis are called covariant components of the vector. The
notions “contravariant” and “covariant” are justified by the fact that when we change basis we use
different rules to recalculate covariant and contravariant coordinates of the vector. Further, we shall
always write covariant components with subscripts and contravariant components with superscripts.
One can see that one-dimensional array of real numbers is enough to determine a vector.

But there are other entities for which one-dimensional array of real numbers is not enough. They
are linear operators, linear mappings of a vector space to another vector space. If we fix coordinate
systems in the vector spaces we can express a linear operator A by a matrix, say matrix A. If
we change the basis, we recalculate entries of matrix A obtaining another matrix A, but the both
matrices correspond to same linear operator .A.

A={a}} A={ai}.

Matrices corresponding to linear operator .A can be written in the main basis and/or the dual basis.
Let matrices A, B, C correspond to linear operator A, but they are expressed in different bases.

A={a} B={by} C={c}.

Components of matrix A are one-time contravariant and one-time covariant, components of matrix B
are twice contravariant, components of matrix C' are twice covariant, but all the matrices corresponds
to same linear operator .A. One can see that a linear operator can be expressed by a two-dimensional
array of real numbers.

But there are entities which cannot be represented by a two-dimensional array of real numbers.
They are multilinear operators which are also called tensors. Let us express a tensor .4 by compo-
nents which are n-times contravariant and m-times covariant. The order of tensor is n + m and its
component form is given by

G
Let us introduce tensor operators which we need for further development. Tensor product ® of a
tensor A which is n-times contravariant and m-times covariant and a tensor /3 which is s-times

RR n° 7072



10 D. Nemirovsky

contravariant and t-times covariant is a tensor C which is n + s-times contravariant and m + ¢-times
covariant (3)).

A®B=C, 3)

where components of tensor C in some basis can be found by formula

alllz “in bP1P2 -Ps 62112 AnP1P2.-Ps
k]kg k }Llhg h{ klkg k }Llhg ht

where indeces i1, 49, . . ., in,k1, k2, - - - s KmsP1, P2, - - -, Ps and hy, ha, ..., hy take all possible values.
Further we shall write tensor product ® as

1192...0n ® 1P2---Ps __ 1112 SinP1P2---Ps

kika...km hiha..ht — Chkika...kmhiha.. .he
assuming that indeces i1, %2, .. ., in,k1, k2, ..., kmsp1, D2, - --,Ps and hy, ho, ..., h, take all possi-
ble values.

In some cases we need to consider only components of tensors having same indeces in tensor
product (@).

1192...00 1192...90 11920 1E102...00 i112..
ay OO = g b = L e 4)

Also let us define tensor contraction ® by formula in ().
i1i2...in klk‘g 7,11,2 klkz km _ ’L‘l’ig...in
Uk ko.. ko bh1h2 E :E , E : k1k2 Oy h  HT = Chiha. e )
kl kZ km

We note that tensor contraction is equivalent to matrix product if the matrices are written in one-time
contravariant and one-time covariant components.

We shall use tensors and the tensor operations in application to the mixed second moments and
the mixed high-order moments.

4 Mixed second moments in tensor form

Having introduced tensor operation in the previous section, we shall show that the mixed second
moments can be calculated from the tensor point of view without tricks which we used in the matrix
form.

We denote ¢ = E; [N;] and €}, = E; [N;Nj|, where ¢’ and £}, we consider as tensors.

Theorem 4.1 The mixed second moments are given by
ey = e, 0(f Q6 +eL®8) -5 ®6Y).
Proof. We begin the proof as in Theorem [2.2]arriving to expression (T}

By [NjNkl = > pupBy [INiNel + D Pu (00 B [Nk] + By [N;] 60k) + 8030
weT peT

INRIA



Tensor approach to mixed high-order moments of absorbing Markov chains 11

Now we rewrite the above expression in tensor form. Hence, E,, [N;] = 7, E; [N;N;] = ¢};.. We
consider matrix Q = {py }v, e as tensor q;- Kroneker symbol Oyr We treat as 0y, tensor.

e =q, QN + 450 (e @0 +ef ®87) + 07 ® 4y,

€ — QL O =L O (6] @0 +ef @67 + 87 ® 5.
Since e}, = 0, © sfk, we write

(05 —ay) O =q, O (6] @0} +ef @ 67) + 67 ® 6. (6)
Let us multiply the above expression from left by €, by tensor product with contraction.

e, 000 —q)) 0l =6, 0 (¢ 0 (F @ +ef @07) + 67 @57).
Since tensor si corresponds to matrix Z, and tensor (5; — q;) corresponds to matrix I — @, and
Z=1I- Q)(fl), we obtain that
e, O (60 —q) Oef, =6, 0eh =&l

Now we can continue using the following observation. Since tensor ¢, corresponds to matrix (), and
tensor 5}0 corresponds to matrix Z, and QZ = Z — I, then ¢}, © 5;" =¥ — 4.

e = 6,0 (@05 +ef @)+ @) =
= 6 0(o(ErO)+q,0 (f ®) +0Y @67) =
= 0 ((Loel) 5+ (¢ 0el) @65 + 6 @5}) =
= c,0((ef—0) @0 + (ef — ;) @Y + 65 ®6)) =
€0 (f @0 —0Y @8, +ef @Y — 0, @685+ 65 @) =
= 5iy®(5 ®6k+5k®5u 5k®6;)
Concluding that
el =6,0 (Y @6 +ef @67 — 67 ®8Y),
we complete the proof. "

One can see that we used the natural tensor operations to calculate the mixed second moments
in the above proof and we need not the trick with representation of the moments as in matrix form.

S Auxiliary combinatorial result

Before we deal with the mixed high-order moments, we need an auxiliary combinatorial result.
Let M be a finite set of elements of any nature with cardinality m. Let M = {ko, k1, ..., km—1}-

RR n° 7072



12 D. Nemirovsky

Let us enumerate all the combinations of the elements of set M having length j and let us index
them by 1), where j = 0,...,mand ¢ =0, ..., (T) — 1. Let us define a function f(M, 7,). Value
f(M, j,) is the combination of the elements of set M having length j and index . Let us denote

M, §,9) = M\ f(M,j, ).

Let us consider f(M, j,v), where ) =0, ..., (’7) — 1. Since the order of elements in combina-
tion f(M, j,1) does not matter, we can assume any order. Let f (M, j,¢) = {kuwg, kwys - -+ kw, s }»
where w, =0,...,m—1,z=0,...,j — 1. We shall assume that wg < wy < --- < w;_1. Accord-

ing to [4] we can calculate v as
j—1 w
=2 ()

where ( b) = 0, if a < b. Such indexing provide lexico-graphic ordering to combinations f (M, j, ¥).
It means that, for example, when m = 3 and j = 2, combinations will be ordered like this: kgk1,
koksz, k1ks. We need the lexico-graphic ordering only to prove Proposition [5.1] below, although the
proposition holds for any ordering. In any other discussion we assume any, but fixed, ordering.

Let us denote by A the set of all combinations of elements of set M with length .

AZ{f(M,mp)‘p:O,...,(n;)—1}.

Let us denote by B the following multiset.
. m J
B{f(f(Ma%dJ),%,X)’UJO»,<j) 17X0aa<%> 1}

One can see that multiset B consists of the same elements as set A. Let us establish precise relation
between set A and multiset B.

Proposition 5.1 B is a multiset of the elements of set A and each element of set A is taken (
times.

m—j )
Proof. See Appendix. "

The auxiliary combinatorial result plays an important role in our treatment of the mixed high-
order moment which we consider in the next section.

6 Mixed high-order moments

Let us now consider the mixed moments of higher order. Before we formulate the mixed high-order
moments in tensor formalism, let us prove that the moments are finite.

Let us consider the conditional moment generating function of the absorbing Markov chain,
M;(y) = E; [e2¥Ni], where summation is performed over all states of the Markov chain and

INRIA
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the process starts at a transient state s. We need to prove that the moment generating function is

analytical in the origin.
Let us define vector ¢ and matrix © = {01 }; rer

(1 - zp@ ,
keT

Vi = Oi — €¥'Dig.

Gi

Proposition 6.1 If all y; are small enough, the moment generating function M (y) is give by
M(y) =07'¢.

Proof. We ask where the process can go in one step, from its starting position i.

E; [62 y.jN7:| - Zpikeyi + ZpikEk _ezj¢i yij+yi(Ni+1):| —

keT keT i

= Zpikeyi + ZpikEk ezyﬂ'Nﬁy’} =
keT keT )

= > e’ + > piEr 62%1\96%] =
keT keT i

= e¥ <1 — ZPik) +e¥ Zpik:Ekz [62 yij} .

keT keT

And we solve the above equation in the following way.

E; [ezyjN’} = e¥ (1 - me) +e¥ ZpikElc [eZyij} ;

keT keT
E; {GZ yij] _ oY ZpikEk [62 yjNJ} = Y (1 _ Zsz) 7
keT keT
Z (dir — €' pir) Ex [ez nyﬂ} = e¥ (1 - ZPik) .
keT keT

Then, we can rewrite (7)) in matrix form
OM(y) = C.

Let us show that matrix © is invertible. Let us denote by ¢ = |T'| and by = the matrix

eyr 0 ... 0
_ 0 €2 ... 0
0 0 ... e¥

RR n° 7072
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We express matrix © as
0=1-2Q,

where () corresponds to transient states of the absorbing Markov chain. Since matrix = is diagonal,
then matrix Z() is matrix () whose rows are multiplied by diagonal elements of matrix =. Matrix @
is substochastic, hence,
Q1 =gq,
where ¢ = (ql,qg,...,qt)T, and0 < ¢q; <1,Vi=1,...,¢t,and 3i : ¢; < 1. Then,
2Q1 =q = (eY"q1,e%qo, . . ., ey”qt)T

Matrix =@ is substochastic, if 0 < e¥iq; < 1, Vi = 1,...,t, and Ji : eYq; < 1. Therefore, if

yi < —Ilng;, Vi=1,...,¢t,and 3¢ : y; < — In g;, matrix O is invertible.
And we can determine the conditional moment generating function by
M(y) =07'C.

One can see that the conditional moment generating function M (y) is analytical at the origin,
and, hence, there exist all the mixed high-order moments and they are finite.

We denote € = E; [N;], €%, = Ei [NjNi, ..., €4y ko, = B [H;nzfol Nk]}, where m is a
natural number. Let us denote M = {ko, k1, ..., kn—1}. The cardinality of set M is m. We call set
M the basis set.

We have got the mixed moments of higher order in tensor representation. Since the product is a
commutative operation, the order of indeces kok ... ky,—1 in Eiokl s does not matter, and we

S, —

m—1

ite o0 — i
canwrite €, . = Epf-

_ m—1 ¢p AV .
=Q®,—y 0y - Letus define tensorjay , . asfollows:

(7)1

v
Let us denotegay, 5.,

Am—1

v _ v v
3%k o1 = Z €1 ) COUF( ) ®
$=0
Since index 1) passes all possible values, the order of indeces kok; ... kp—1 injay ., does
not matter, and we can write jazo Ky = ja% ;. We note that,,ay, = €',.
Let us define tensor ;jb;", . as follows:
OR1.--R"m—1
(7)1
v — 3 v
st = 2 Shnia B0 s ©)
%=0
Since index 1 passes all possible values, the order of indeces koki ... kp—1 inbf . does

not matter, and we can write jbf:kl.. = ;b%/. We note that,,,by;/ = e%,,0b%, =oa’,, and, in

WU U
general, ;b7 = ak,.

~k'm,71

INRIA
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e : .
Let us define tensor,.;cy, ., , where 2 < j, as follows:

(7)1

i ok ks = D UG (0) D0 (1,549
$=0

m—

Since index 9 passes all possible values, the order of indeces koki . . . kp—1 INucjcp g ko

not matter, and we can write ,.;cy . =.iChy-

Proposition 6.2 The following formula takes place:

m
v v
0jCM = <j)0aM'

Proof.
(7)1 (7)1
v v 14 v m v
00t = D 09Far) B0y = ot = ( ')OaM'
=0 $=0 J

Proposition 6.3 The following formula takes place:

v o __ v
JiCym =N -

Proof.
(7)1 (7)1
G = D 0 B0y = D SR B0 =it
=0 =0

Propositions [6.2 and [6.3] are the particular cases of the following proposition.

Proposition 6.4 The following formula takes place:

m — x
v v
2jCpNr = (m . j)nCLM.

Proof. We can write ,.;c}, as follows

v

J
v _ 1% —
sjCM = Z 220 (M) DOCF(ar ) =

v

RR n° 7072
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We can write ;.a’y; as follows:

()
= D Ef ) POV (a1 ey (12)
$=0
Since operations “+” and “®” are commutative, to prove the statement of the proposition it is
enough to show that every term of summation (I2)) can be found in summation (TT) (Z:’j‘) times.
Indeces f(f (M, j,¥), >, x) in (TI) defined in multiset B from Sectionand indeces f (M, s, 1)
in (I2)) defined in set A from Section[5} Therefore, we apply Proposition[5.1]and complete the proof.

Theorem 6.1 The mixed high-order moments of the absorbing Markov chain is given by

m—1
e =, 0 > ()" ah, (13)
x=0
Proof. Let us assume that the theorem is proven for smaller values of m, particularly for m = 2

Theorem 4,11
We start with non-tensor representation of the high-order mixed moments, E; {H;":_Ol N, kj} .

Let us calculate E; [HT:_Ol N, k,} . Following the approach of [1, Theorem 3.3.3] we ask where
the process can go in one step, from its starting position <. It can go to state ¢ with probability p;,. If
the new state is absorbing, then we can never reach states k;, where j = 0, ..., m —1, again, and the
only possible contribution is from the initial state, which is H;TL;Ol dik;- If the new state is transient
then we will be in state k; 6ikj times from the initial state, and Nkj, where j = 0,...,m — 1, times
from the later steps. We have

m—1 m—1 m—1
Ei H Ni, | = pr H dik; + Zpinw H (Nkj + 5ikj)
J=0 peT Jj=0 peT j=0
m—1

= > pig [ 0w, +

peT j=0

+ Z Pie (Esa

peT

I ~.

KEM

+ Z Ecp H NH H 6in +

=0 kEf(M,m—1,1) KkEF(M,m—1,3)

+ 4 JZ E@ H N, H Oire + v+ +

W
(7)

N Z_le I ~ 11 5m+]:[5m>.

=0 KEF(M,1,3) KEF(M,1,2) KEM

(7)1

0 K€ f(M,j,4) KEF(M,5,¢)

INRIA



Tensor approach to mixed high-order moments of absorbing Markov chains 17

We note that

m—1
> pie [ 0k + D pig [1 0= 11 0in | Do pie + D pie | = T 0in-

peT j=0 eeT KEM rEM weT peT KEM

And we continue

m—1
T v | = Hme(
§=0

KreEM weT

II ™«

KEM

m— 1

Sl o] o)
j=1 =0 KEF(M,j,h) wEF(M,j,1)

Let us rewrite the last expression in tensor form. We will use index v in place of ¢ for further

development. We note that ], F(M.j0) dur is represented in tensor form as ), F(M.jb) oy =

0L (M, 5,y

m 1( )71
_ ® ® _
e = ooy +4p© <5M +> > g ®0a?<Mu’,w)>—
j=1 =0
m—1
@ Oeh +aqs o Y b5 +oak;.
j=1

Let us consider ¢/ ® Z;n 11 ;b5 Hoak, and, in particular, a4 0; b%/ as one term of the summation.

()

v qev v 173 v
O =4O D Fiars P00 ar)-
=0

Next we consider ¢, ©® 5‘;( M) and proceed further by induction.

® J »+1l p
o O €f(ar gy = Qo O €4 © Z 2 Qr (M)

Since g, © ef) = €], — 0.

Qo © €f(ar, ) = ) o Z VT el gy =
j—1 B
= g~ 0n 0D VT gy =
-1
= g+ 2 U T w0
2=0

RR n° 7072
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Now we come back to ¢, © ;b7

v wv. o __ v v —
a, O5by = Z < F(Mg) T Z %af<M,j,w>> Q0aF () =
(’?)71
= ah+ D (DTN dang @00 =
2=0 =0

j—1

2x=0
J
= Z (=1)" "y
2=0
Now we come back to g, © 377" SLbEY 4ok,
m—1 m—1 )
5 © ZJ toay = D (1) Tl +oahy =
j=1 =0
m—1 J m—1
= Z (=1 ey + (=1)70j¢hs +oaky =
j=1 2x=1 j=1
m—1m—1 m—1 )
- (17 ekt 3 17 (7 oy
x=1 j=ux 7=0 J

We note that Zm (—1) (’Jn) = 0, and, therefore,

i (1)~ (’7) = (—1)™H1, (14)

Jj=0

Let us consider Z;n:_%l (—l)j_"%jc’]’w. We recall that ¢, = (7"

)=
. m=j
sition and we consider Z;”:;l 0" (%)

a’y; according to Propo-

() - R e ()= s e ()

Jj=3 7=0

S E () () e

Jj=

INRIA
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v m—1 v v
Hence, for ¢; © 377, ;b3 +oafy, we have

m—1 m—1 m—1
v v v m—z+1 v m+1l v m—z+1 v
9y © E :ij +oay = E (=1 sty + (1) oay = (-1) Q-
Jj=1 x=1 x=0

And, finally, we obtain

m—1
q,Och +a50 Zjbﬂ’ +oah, =
j=1

v
€M

m—1

v m—zc+1 v
q, ©eq + Z (=1) PLSYE

2=0

: v v ¥
Next we consider €7, — g2 © €.

et —dp Oy = (0 — ) @ ey,
and multiplying by e/, from left, and recalling that €}, © (8% — ¢) = 0, we have
e, © (0) —ap) ©efy = 0, Ocf, =i

We complete the proof with

=

m

=0 X ()"

2=0
u

One can see that tensor formalizm allows us to calculate the mixed high-order moments by
compact formula. The mixed high-order moments are determined by the moments of lower orders.

7 Conclusion

We considered the mixed high-order moments of an absorbing Markov chain. While the first mo-
ments and the non-mixed seconds moment can be expressed in matrix form, it can hardly be done
for the mixed high-order moments. Using tensor formalizm, we developed compact expression for
the mixed high-order moments.

RR n° 7072
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Appendix: Proof of Proposition

Let us consider the following set

D(M,j, ) = {(f(f(M,j,w,z,x),(w,x))\wzo,..., (") - rtx=o0 (1) -1}

It is the set of elements of multiset B equipped by its indeces, therefore, we can distinguish equal
elements of multiset B and compose the set. We shall write D (M, j, ») = D if it does not produce
any ambiguity.

Let us consider the following set

GZ{(f(M,%,p),(p,L))‘p:O,...,(Z)—1,L=0,...,<Tn:]%,> _1}.

It is the set of the elements of set A equipped with its index p and auxiliary index ¢. Due to index ¢,
each element of set A is repeated (””T_’; ) times in set G.
To prove the proposition we need to show that there is one-to-one mapping from (p, ¢) to (1, x),
which we denote by (1, x) (p, ¢), such that
D=F

)

where
F ) = { (£ 0100, 00 o) o =00 (1) = Lm0 (M) ).

We shall write F' (M, j, »¢) = F if it does not produce any ambiguity.
First of all, we prove that the cardinalities of sets D and F' are equal. The cardinality of set D is
equal to

Dl = (?) (i) - j!(nzn!—j)!%! (jj!— ol (m—j)!Z!!(j—%ﬂ’

And the cardinality of set F' is equal to

|7 = (TZ) (T:l:j) = %!(nin!— %)!(m—j)!gz:;t)—!m%)! N %!(m—gi(%—j)!'

Hence, one can see that |D| = |F| and the one-to-one mapping can be potentially established.
Therefore, the definition of set F' is valid. We should prove that D = F.

INRIA
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We shall assume lexico-graphic ordering of combinations discussed above in the further devel-
opment of the proof.

We shall continue the proof using the mathematical induction. We lead the induction by the
cardinality of set M. Hence, let us prove the base of induction.

e Letm = 1and M = {ko}. We have following options for (3, »¢): (0,0), (1,0), (1,1). Let us
consider each option.

- (4,2) = (0,0)
D (M,0,0) =
_ {(f(f(M,O,d)),O,X)a(d’vX))‘1/’—07"'7((1)> —1,x_0,...,(8> _1}_
= {(0,(0,0))}.
F(M,0,0) =

= {0000, w0 =0 (o) < 1= (12 0) 1} -
(.. 0.0) =

(0.0.0)}.
-G = (L0
D (M,1,0) =
= {raonim.o0.wanfr=0.. () 1= () -1 -
= (00,00}
F(M,1,0) =

i {(f(M,O,p)v@/f’X)(Pab))‘P—Ov---v(é) —1>L—O""’<1—(1)) _1}_

{(@, (,x) (0,0))} =
{(0,(0,0))} -

-G =0

D(M,1,1) =

{eronim . wanls=o..(}) - 1x=0...(}) -1} -
(ko). 0,0

RR n° 7072
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F(M,1,1) =
= {(f(M,l,p%(MX)(PM))

= {({ko}v(va)(OaO))}:
= {({ko},(0,0))}.

e Let m = 2 and M = {kg, k1}. We have following options for (j, 3): (0,0), (1,0), (1,1),
(2,0), (2,1), (2,2). Let us consider each option.

~ () = (0,0)
D (M,0,0) =
= {(f(f(MO,w),O,x),(%x))‘d)0,---7((2)>LxO,.--,(g)l}
— {0,000}
F(M,0,0) =
= {000,000 0 p =0 (§) <1 =00 (5T0) <1 f =
{00, (6,x) (0,0))} =
{0, (0,0}
— () = (1,0)
D (M,1,0) =
= {raonim.o0.wanfr=o.. (3 -0 () -1 -
= {0, W, )10 =0,....,1,x =0} =
= {(0.(0,0)), (9, (1,0))}
F(M,1,0) =
= {000,000 0 |p =0 (§) <1 =0 (570) <1 f
= {0, (@,x)(p,1)|lp=0,0=0,...,1} =
= {0, (6,0 (0,0)), (0, (6, (0,1))} =
= {(0.(0,0), (0, (1,0))}

INRIA
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- G =)
D(M,1,1) =
{amm a0 oo =0 (3) - 1x=o.(

= {(f(f(Malﬂ/J)»LX)’(Q/J,X))W:0 ~~~~~ 1aX:O}:
= {({ko},(0,0)),({k1},(1,0))}.
F(M,l,l) =

= {ronnn e en)p=0.(}) - =0 (57

= {(f(Ma170)7(1/J7X) (p,L))‘pZO ----- 1,¢
{({ko}, (¥.x) (0,0)), ({k1}, (v, x) (1,0))} =
= {({ko},(0,0)),({k1},(1,0))}.

- (4,%) = (2,0)

D (M,2,0) =

I

(a]
—

I

= {(f(F(M,2,9),0,x), (¥, x)) [ =0,x =0} =
= {(®7(070))}'

F(M,2,0) =
= {(f(Mﬂ:P)a(%X)(PyL))
= {00, 06.) () |p = 0,0 = 0} =
= {(wv(w7X)(OvO))}:
= {0.0.0)).
-G = @)
D(M,2,1) =
{ronzmawanls=o..(5) - 1x=o....(

{(F(fM,2,9),1,%), (¥,x) [ =0,x=0,...,1} =
= {({kO}v(OaO))’({kl}v(oal))}

RR n° 7072
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1
1

)

{(f(f(M72,w),0,x),(w7x))‘w=0 ..... (3)-1x=o () -1} -
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F(M,2,1) =

{vori0.@06m)p=0.(}) 1m0 (37)) -1} -

= AWM, 1,0), (@) (p,0) Ip=0,..., 1,0 =0} =
= {{ko}, (¥,x) (0,0)), ({k1}, (¥, x) (1,0))} =
{({ko},(0,0)), ({k1}, (0, 1))}

- (4,20 = (2,2)
D(M,2,2) =

= {raorzm.20.wanfr=0.. () - 1x=0. (5) -1 -

- {(f(f(Ma2vz/])>27X) ( ))W—O X—O =
= {({ko, k1},(0,0))} .

F(M,2,2) =

= {rorzo. w0 =0 (3) < toe=on (373) <1} -
((F (M.2.0),(06.3) (0.0) Ip = 0,1 = 0) =

- 0)} =

{({ko, kl}a (¢7 X) (Oa
{({ko,k1},(0,0))}.

Having proved the induction base, we continue with the induction step.

Let us consider set F'. Since combinations f (M, 5, p) are ordered in lexico-graphic order, we
know that combinations f (M, 5, p) containing element ky have indeces p = 0, . .. (% 1) —1,and
we can write

{(f(M%p ‘p ( :11>1,L—0,...7(”T;__?>1}u
(R ) S RO

- R UPE,.

F

C

Combinations f (M, s, p) as elements of set F; contain element &y and the combinations of set F5
do not contain element kg.
Let us consider set D. We again exploit that the combinations are ordered in lexico-graphic

order, then combinations f (M, j, 1) containing element ko have indeces ¢ = 0, ..., (’;7:11) — 1.

INRIA
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Thus, we can write

D = {(f(f(M,m)m,x>,(w,x>)‘wzo,...,(’;7__11)—szo,...,(i)—l}u
' i<f<g<M,j,w>,%,x>,<w,x>>\wz(’;7‘11),...,(7;7)—szo,...,(i)—l}:
= 1 U Do,

We do the same with set D;. Combinations f (f (M, j,1), 2, x) containing element ko have
indeces x =0, ..., (-7_1) — 1, and we express D; as follows

x—1

Dy = {(f(f(M,j,w),%7x)7(w,x))’¢:07~-~,(m_1> = (7)) <1y

j—1 x—1
U l{)(f:J;(M,j,w,%,x),(w,x))‘w—o,--~»@__f) —Lx= (i:i) (i) 1} -
= @ be

Hence, we partition set D as D = D, U Dy U Ds.
Let us prove that D, = F;. We can rewrite F as follows

Fo- {{ko, (F O\ (kb — 1)} 2 (9.0 (912)) \

1 _
pzo,...,(m )—1,L:0,...,(m }_‘)—1}.
x—1 m—j

Considering set D, one can see that each element of the set contains kg and all the combinations of
the elements of set M containing element k( are counted.

D, = {Uuoni 0 won|e =0 (M7 ci=0n (I7]) 1) -

1 n—1

{({kmf(f(M\{ko}J S 1) = 1,20} () ]

-1 j—1
p=0en (") o (1Y) ).
J—1 x—1

One can see that D, = D (M \ {ko},j — 1, 3¢ — 1), therefore, by induction, we can conclude that
D, = F).

Next we shall prove that F, = Dy U Ds. One can easily see that

P o= {(f(M\{ko},z,pw,x)(p,m\pz(m‘l),...,(m)—1,L=o7...,(m‘”)—1},

x—1 » m—j
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and, renumbering elements,

o= {U0n s 0o o) =0 (") <=0 (BT <1

m-=J

Let us consider Ds. Since combinations f (M, j,1)) of set Dy do not contain kg, we write, renum-
bering elements,

D, = {(f(f(M\{ko}7j,w),%,x)7(w,x))‘w=0,m,(mj_1> i () -1

ya

One can see that Dy = D (M \ {ko}, j, »), therefore, we conclude by induction that

D, = {(f(M\{ko},%,p>,<w7x><p,o>\p:o,...,<m1)—1»:0,...,(7”1?‘)—1}.

> m—1—j

Let us consider D;. Renumbering elements of set D}, we have

Dy = {rG0na 0 @ =o (M) s =0 (7)1 <1

Since combinations f (f (M, j,v), s, x) do not contains element kg, we do not need it in combina-
tions f (M, j, 1), hence, we write

Dy = {06 Ona0 om0 o =0 (M) =0 () <1
or it is the same as
Dy = {0 G =100 o) [ =0 (M) <=0 () <1

Now one can see that Dy = D (M \ {ko},j — 1, 5), therefore, we conclude by induction that

D, = {<f<M\{ko},%p),w,x)(p,L))\po,...,(m‘1>1»07...,(7”‘1‘”)1}.

» m—j

We renumber elements of D, as follows

Dy — {(f(M\{ko},%,m,(w,x)(p,m\

pZO,...7<m_1)—1,L: <m_1—%)7,(m_%)_1}7
% m—1—j m—j

and we obtain that

DyUDy = Fj.
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Thus, we have
D,UDyuUDy = F; UF27

and, consequently,

which completes the proof.
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