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Extending a given language with new dedicated featuresénargl and quite used approach to make
the programming language more adapted to problems. Begsgrcto the application, this leads
to less programming flaws and easier maintenance. But ofeaume would still like to perform
program analysis on these kinds of extended languagesttioydar type checking and inference. In
this case one has to make the typing of the extended featomgsatible with the ones in the starting
language.

TheTom programming language is a typical example of such a sitnat$at consists of an extension
of Java that adds pattern matching, more particularly associgtatéern matching, and reduction
strategies.

This paper presents a type system with subtypingéon, thatis compatible witdava’s type system,
and that performs both type checking and type inference. Mjegse an algorithm that checks if all
patterns of alom program are well-typed. In addition, we propose an algoritiased on equality
and subtyping constraints that infers types of variablesiging in a pattern. Both algorithms are
exemplified and the proposed type system is showed to be smehdomplete.

1 Introduction of the problem: static typing in Tom

We consider here th&éom language, which is an extension fdva that provides rule based constructs.
In particular, anyJava program is alom program. We call this kind of extensidarmal islands[4], [3]
where theoceanconsists ofJava code and thésland of algebraic patterns. For simplicity, we consider
here only two newl'om constructs: &match construct and & (backquote) construct.

The semantics dfmatch is close to thanatchthat exists in functional programming languages, but
in an imperative context. Amatch is parameterized by a list of subjecise(expressions evaluated
to ground terms) and contains a list of rules. The left-hade sf the rules are patterns built upon
constructors and fresh variables, without any linearisfrietion. The right-hand side i®ota term, but a
Java statement that is executed when the pattern matches thecsudpwever, thanks to the backquote
construct ) a term can be easily built and returned. In a similar way ®dtandarcdswitch/case
construct, patterns are evaluated from top to bottom. Inraento the functionamatch several actions
(i.e. right-hand sides) may be fired for a given subject as long asemarn or break instruction is
executed. To implement a simple reduction step for each itusiffices to encode the left-hand side
with a pattern and consider theva statement that returns the right-hand side.

For example, given the sarkt and the function symbolsuc andzero, addition and comparison of
Peano integers may be encoded as follows:
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public Nat plus(Nat t1, Nat t2) { public boolean greaterThan(Nat t1, Nat t2) {
%match(tl,t2) { %match(tl, t2) {
x,zero() -> { return ‘x; } X,X -> { return false; }
x,suc(y) -> { return ‘suc(plus(x,y)); } suc(x) ,zero() -> { return true; }
} zero() ,suc(y) -> { return false; }
} suc(x) ,suc(y) -> { return ‘greaterThan(x,y); }
}
}

In this combination of an ocean language (in our chkse) and island features (in our case abstract data
types and matching), it is still an open question to perforpetchecking and type inference.

Since we want to allow for type inclusion at the pattern leteé first purpose of this paper is to
present an extension of the signature definition mechanilawiag for subtypes. In this context we
define Java-like types and signatures. Therefore the set of types is the wfidava types and abstract
data types (i.eTom types) where multiple inheritance and overloading areiftaidén. For example, given
the sortsInt™, Int~, Int andZero, the type system accepts the declaraliaf™ <: Int A Int~ <:Int
but refuses the declaratid®ro <: Int* A Zero <: Int~. Moreover, a function symbaluc cannot be
overloaded on both sorisit* andInt ™. In order to handle those issues, we propose an algorithatbas
on unification of equality constraints [14] and simplificatiof subtype constraints|[8] [1,/16]. It infers
the types of the variables that occur in a patteraidy in the previous example). Moreover, we also
propose an algorithm that checks that the patterns ocgumia Tom program are correctly typed.

Of course typing systems for algebraic terms and for remgitias a long history. It includes the
seminal works done on OBJ, order-sorted algebras[[10, 9]Maudade [6]; the works done on feature
algebras[[2] or on membership constraints| [11, 7]; and theksvon typing rewriting in higher-order
settings like [[17] or [[5]. Largely inspired from these warksur contribution here focusses on the
appropriate type system for pattern-matching, possiblgutwmassociativity, in dava environment.

2 Type checking

Given a signature,, the (simplified) abstract syntax offam program is as follows:

rule = cond— action

cond = term <gterm | cond, A cond
term = x| f(termy,...,terny)

action = (termy,...,term,)

The left-hand side of a rule is a conjunction of matching ¢tois termy < term consisting of a pair

of terms and whers denotes a sort. We introduce the sétof free symbols. Terms are many-sorted
terms composed of variablgs 2" and function symbol$ € .%. The set of terms is writtef (%, 27).

In general, araction is a Java statement, but for our purpose it is enough to consider atraation
consisting of termsy,...,ey € (%, 2") whose instantiations are described by the conditions, and
used in thelava statement.

Example 2.1. The last rule of thgreaterThan function given above can be represented by the following
rule expression:
suax) <t Asudy) <tz — (X Y)
In a first step, we defing” as a set of sorts and we consider thabatextl” is composed of a set of
pairs (variable,sort), and (function symbol,rank):

M=o |Mulra|x:s|f:s,....,.sn—s
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and context access is defined by the functient0£f(I',e) : I x 7 (%, 2") — . which returns the sort
of termein the context :

sort0f(I,x) =s,if x:sel sort0f([, f(ey,...,en)) =s if fis,...,.s5y > sel

wherex € 2 andf € 7.

We denote by (x : s) the fact thatx : s belongs tor'. Similarly, I'(f : sq,...,5, — S) means that
f:s,...,5 — sbelongs ta. In Fig.[1 we give a classical type checking system defined bgtaf
inference rules. Starting from a contdxiand a rule expressiorn, we say thatr is well-typed if 71 wt
can be derived by applying the inference ruletis a special sort that corresponds to the well-typedness
of arule or a conditioncond

TVAR N-e:'s; MNey: s T-FUN

r(x:s)Fx:s r(f:sy,...,.sh—9s)Ff(en,....,en):s
: : I (condy) : wt I+ (cond,) : wt

re:s I_'_ez'sT-MATCH (cond) (condh) T-CoNJ
ME(e1 g &) wt Ik (cond A...Acond,) : wt
I+ (cond) : wt N-e:s; N-e: s,
T-RULE
It (cond— (ey,...,6ey)) :wt
if sort0f(l,g)=s, fori e [1,n]

Figure 1: Simple type checking system.

2.1 Subtypes and associative-matching

In order to introduce subtypes ifom, we refine. as the set of sorts, equipped with a partial order
called subtyping It is a binary relation on? that satisfies reflexivity, transitivity and antisymmetry.
Moreover, since we allow for some symbols to be associatweeintroduce the se#, of variadic sym-
bols to denote them. Now, the set of terms is writlB(% U.%,, Z") and terms are many-sorted variadic
terms composed of variabless 2" and function symbol$ € .7 U.%,. In the following, we often write

¢ a variadic operator and call itlist.

We extend matching over lists to be associative. Therefqatt@rn matches a subject considering
equality relation modulo flattening. Lists can be denotedumgction symbols! € %, or by variables
x € Z annotated by. Such variables, which we write, are calledstar variables So we consider in
the following many-sorted variadic terms composed of \aeisx € 2, star variables* (wherex € 2")
and function symbold € .# U.%,. Moreover, we define that function symbdls .%#, with variable
domain (since they have a variable arity) of sgrtand codomairs are written? : s;* — s while star
variablesx* are also sorted and writtedi : s.

Since terms built from syntactic and variadic operators lcave the same codomain, we cannot
distinguish one from the other only by theirs sorts. Howgtles is necessary to know which typing rule
applies. Moreover, an insertion of a term can be treated byways: given termg(e;),¢(e),¢1(e1) €
T(F U Py, 2) wherel, (1 € %,, we have: 1) an insertion of a ligfe;) into a list/(ez) corresponds
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to a concatenation of these both lists resulting(i, e2); 2) an insertion of a list1(e;) into a list/(e)
results inf(¢1(e1),e2). For that reason, it is important to distinguish the listirthe inserted term by
its function symbol in order to define which typing rule come for list must be applied. For this
purpose, we introduce a notion of sorts decorated with fondymbols, calledypes to classify terms.
The special symbol ? is used as decoration when it is not lusefinow what the function symbol is,
i.e. when the expected type is known but not the expectediamsymbol. This leads to a new set of
decorated sort¢ which is equipped with a partial ordets. Itis a binary relation o Where§l <ls %2
is equivalent tes; <: A (g1 =02V g2 =?).

As pointed out in the introduction, we assume in all that papat the signatures considered do not
have multiple inheritance and that we do not allow functigmbol overloading.

Given these notions, we refine the notion of confexs a set of subtyping declarations (type,type)
and pairs (variable,type), and (function symbol,rank)isTh expressed by the following grammar:

Fo=@ | MUl s sy | x: P [ X | f:sf,...,8—=s |0:(s) =4

where: corresponds to the reflexive transitive closurezgfand context access is refined by the func-
tion sort0f(l,e) : I x .7 (¥ U.%, Z) — Z which returns the type of termin the context :

sort0f(l,x) = & ifx:derl sort0f (I, f(ey,...,en)) = Sf,iff:Sri),...,Sﬁ—>Sf€r
sort0f(M,x*) = ¢, ifx:sel  sort0f(l,l(ey,...,en€) = §,ifl:(s)) —»serl

wherexe 2, f € F, 0 e P, g€ FUF U{?} ands’,s’, 9. € 2.

The context has at most one declaration of type or signaemréepm since overloading is forbidden.
This means that foe € .7 (F U.%,, 2°) andsi*, s (wheregs, g, € F U.%,U{?} ands]*, ¢ € 2) if
e:s)' el ande: s €T thens] = s?. We denote by (sf* <:ss?) the fact thas]* <:ss3* belongs td".

2.2 Type checking algorithm

In Fig.[2 we give a type checking system to many-sorted variims applying associative matching.
The rules are standard except for the use of decorated tyfesmost interesting rules are those that
apply to lists. They are threeT{EmPTY] checks if a empty list has the same type declardd T-ELEM]

is similar to [T-Fun] but is applied to lists; andTEMERGH is applied to a concatenation of two lists of
types' in I, resulting in a new list with same tyfsé.

The type checking algorithm reads derivations bottom-uimcéSthe rule ug] can be applied to
any kind of term, we consider a strategy where it is appliedadfother typing rule can be applied. In
practice, Bus] will be combined with [-VaR], [T-Fun] and [T-ELEM] and the types} which appears in
the premise will be defined according to the result of functert0f(I",e). The algorithm stops if it
reaches theT-VaRr] or [T-SVAR] cases, ensuring that the original expression is welldyjpe if none of
the type checking rules can be applied, raising an error.

Example 2.2. Letl = {¢: (Z°)" — Z*,one: — N°" x*: 7! 7 : 7!y : 7.7 N? <:;s Z7}. Then the expres-
sion{(x",y,Z") <7 £(ong()) — (y) is well-typed and its deduction tree is given in Fij. 3
3 Type inference

The type system presented in Secfibn 2 needs rules to cdstrse in order to find the expected deduc-
tion tree of an expression. Without these rules it is posdiblfind more than one deduction tree for the
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- T- — T-SV,
I'(x:sg)l—x:s‘JTVAR rx:s)kFx:¢ AR
whereg € .7 U.%,U{?}
Frets] ... The:s

> Sl,, - * 7 T-FUN N T-EMPTY
r(f:sf,...,ss—=s)Ff(en,....en):s F:(s) —=s)re):s
F-le,....en):s8 Tre:s F-lep,....en): s Tre:d

(,)el* ) ! T-ELEM (791* ) T-MERGE
Fe:(s)" —¢)rt(e,...,ene):s Fe:(s)) —<)r-Le,....ene):s
if sort0f(I",e) # s’ ande # x* if sort0f(r,e)=¢

rhe:s! Mre:s

— G
M@ P ree P rre:s oo
whereg,g; € .F U.%,U{?} if sort0f(I,e) =", whereh € .Z U.%,
Fr-e:s’ The:s I+ (cond):wt ... T (cond):wt
TH(er < &) wt T-MaTCH Ik (condA...Acondy) : wt T-Cony
M (cond):wt Thep st M-ey:sn
T-RULE
It (cond— (eq,...,en)) 1wt
if sort0£(I, ) =, whereg € . U.%,U{?}fori € [1,n]

Figure 2: Type checking rules.

same expression. For instance, in Exaniplé 2.2, the 8ulg][can be applied to the leaves resulting of
application of rule T-VAR]. The resulting tree will still be a valid deduction tree agnthe variables in
the leaves will have typsl” instead of typeZ’ declared in the context amdf’ <:s Z°. For that reason, we
are interested in defining another type system able to ihentost general types of terms. We add type
variables in the set of types (defined up to here as a set ofatedosorts) to describe a possibly infinite
set of decorated sorts. The set of typBge(Z U {wt},?") is given by a set of decorated sof#s a set of
type variables/ and a special sontt:

Ti=o || wt

wheret € Fpe(Z2U{Wt}, 7)), a € ¥,9€ % UFU{?} ands? € 7.

In order to build the subtyping rule into the rules, we usmastraint set Go store all equality and
subtyping constraints. These constraints limit types tiiaths can have. The languageéis built from
the set of typesZpe(Z U {wt},7") and the operators=s" (equality) and “<:s” (extension t0.%pe( 2 U
{wt}, ¥") of the partial order defined in Subsectfon]2.1):

Ci=T1=sT2|T1<sT2

wherec € €, 11, T2 € Fpe(Z U {Wt}, 7).

A substitutiono is said tosatisfyan equatiorr; = 10 if 011 = 01,. Moreover,o is said tosatisfya
subtype relatiom; <:s 7o if 0T1 <:s O To.

Thus, o is asolutionfor C if it satisfies all constraints i€. This is writteno = C. The set? (C)
denotes the set of type variablesdn
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—— T-EmMPTY - T-SVAR
ree):z! !
7 T-MERGE 5 T-VAR
FEoxX):Z° WA
7 T-ELEM ———— T-SVAR
FEex,y) :z r=z:z*
7 T-MERGE
FEX,Y,Z) Z
T-GEN

MHex,y,z°) 27

—— T-FUN
I+ ong) : N°"®
————— GEN
M-ong):N
———— T-EMPTY ———————— SuB
Fre0):z Fkone().Z
T fond)) 2 T-ELEM
5 T-GEN
rFé(ond)) z T-MATCH T-VAR
ME(x yZ*) z7) L(on€())) - wt ’ T-RULE
( (X, %,Z°) %z7 L(ong)) — (y)) : wt

Figure 3: Type checking example.

Constraints are calculated according to the applicatiamilet of type inference system (see [lg. 4)
where we can read the judgmdnt e: T ¢C as “the terme has typer under assumptions whenever
the constraint€ are satisfied”. More formally, this judgment states tat (0 =C — ol Fe: oT).

3.1 Type inference algorithm

In Fig. [4 we give a type inference system with constraintsortfer to infer the type of a given expres-
sion 1, the context is initialized to: 1) subtype declarations of the fosi<:s S; wheres] ands; € Z;

2) a pair of the form(f : s}, ...,st — s') for each syntactic operatdroccurring innwhereg'-’, st € 7 for

i € [1,n]; 3) a pair of the form(¢: s]” — &) for each variadic operatdroccurring intwheres;, s’ € 7;

4) a pair of the form(x : o) for each variablec occurring inrtwherea € 7 is a fresh type variable; 5) a
pair of the form(x* : o) for each star variablg* occurring in7t wherea € 7 is a fresh type variable.
Moreover, each type variable introduced in a sub-derivaisoa fresh type variable and the fresh type
variables in different sub-derivations are distinct. AsSaction 2.2, we explain the rules concerning
lists: [CT-EmPTY] infers for an empty list() a type variablex with the constrain = ¢, s’ given by
the rank of/; [CT-ELEM] treats applications of lists to elements which are neittsts with the same
function symbol nor star variablesCT-MercH| is applied to concatenate two lists of same tgfieand
[CT-STAR] is applied to concatenate a list and a star variable of theedgpes’.

Example 3.1. Letl = {/: (Z?)" — Z‘,one: — N°"€ x* : a1,y : 2,7 : a3, N? <:;s Z?}. Then the expres-
sion/(x*,Y,Z°) < (q, £(ONE)) — (y) is well-typed and the deduction tree is given in Eig. 5.

3.2 Constraint resolution

In Fig.[8 we propose an algorithm to decide whether a givestcaimt seC has a solution, whermg, g, €
F U P U{?}. We denote byg <% €T the fact that there exists, ...,s, such thats’ <: s} €T,
s <serl, ..., s <87 el and(g; =g or gz =?). If the algorithm stops without failure thedis said
to be insolved form
While solving a constraint s€we wish to make sure, after each application of a constragalution
rule, that the constraint set at hand is satisfiable, so astexterrors as soon as possible. Therefore we
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Frx:7)Fax:ae{a=s1} CT-VAR [(X:01) FaX :ae{ai=sa} CT-SWAR

MFger:a1eCy ... Thgen:aneCy CT-FUN

n
(25§ ) b Fonen) oo {a =’} U GU{ai <is)
i=

CT-EmPTY

F:(s) —s)rFal(): ae{a=ss}

et l(er,...,en):aeCy M e:areCo

() =) Faller...,ene)  ae{a =55, a1 <:sS UCLUC,
if sort0f(I,e) # < ande # x*

CT-ELEM

IMbFel(e,...,6n):00Cy MN-ge:aeCy

F:(s)" =) Faller,...ene) ae{a=ss}UCUC,
if sort0f(r,e)=¢

CT-MERGE

e l(er,....,en):aeCy Mg X :aeCy

= CT-STAR
Fe:(s) =) Fal(er....enX): ae{a =} UCLUC,

I'I—ctel:alocl rl—ctez:(120C2

CT-MATCH
[ l_ct (el «[T] ez) Z\Nt'{al <sT,02 =g T}UC]_UCZ

I Fet (cond) : wteCy I e (condy) : wteCp

n CT-ConJ
I e (cond A ... Acond,) :wte | C
i=1

rl_ct (COn(j)Wt.CCond rl_ctel-[l.Cl rl_ct%-[n.Cn
CT-RuULE

n
Ibe (cond— (eg,...,€n)) SWI'Ccond_Ulci
i=
if sort0£(l,g) =1, fori € [1,n] whereT; € Fpd( 2 U{Wt},¥)

Figure 4: Type inference rules.

must combine the rules for error detection and constrasaivéion in order to kee@ in solved form. The
rules for the constraint resolution algorithm are provide#ig.[4, whereg, 91,0, € # U.%,U{?}. The
rules (1)-(14) are recursively applied ov@r More precisely, rules (1)-(3) work as a garbage collector
removing constraints that are no more useful. Rules (4) 8hddnerates. Rules (6) and (7) generate
more simplified constraints. Rules (8)-(12) genematand simplified constraints by antisymmetric and
transitive subtype closure. Rules (13) and (14) are applieeh none of previous rules can be applied
generating a new from a constraint over a type variable that has no other caing. The algorithm
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CT-EmMPTY CT-SVAR
Mt £() : 05 0Cg = {a5 =5 Z'} Mot X :a5eCq = {05 =s 01} CT-STAR CT-VAR
I et £(X) : a5 eCp = {as5 =s Z } UC3UCy M y: ageCs = {ag =s 02} CT-ELEM
Mot £(X,y) : a5 eCy = {a5 =s Z', ag <:s Z’} UC, UCs
CT-SVAR
: Mz : o ={as=sa
ct i 50Cs = {05 =s a3} CT-STAR
Mt 4(X,Y,2°) : a5 eCp = {a5 =s Z' } UCL UCg
(1)
— CT-EmMPTY CT-FuN
Mot () : ageCr = {ag =sZ'} I e ong) : a7 eCg{az =s N°"¢} CT-ELEM
e f(ong)) : ageCs = {ap =s Z*, a7 <:s Z°} UC;UCg
2
() @ - CT-MATCH CT-VAR
I et (U(X",Y,Z°) <[q,) £(ONE())) - WE @ Coong = {05 <!s 04,06 =s 0} Mtety: ageCio={ag =s a2} CT-RULE

I et (60X, Y,2") <K[q,) £(ONE)) — () :wteCr = {a2 =5 02} UCcondUC10

Figure 5: Type inference example.

1) {st<sa,a<ss2}wC
) {s<sa,s?<sajwC
() {a<sst a<issy}wC
4) {st<ssywc
) A{st' =5 }wC

fail if S* <:sS2 ¢ T

fail if As. (s <:s’ €T NP <557 €T)
fail if (s <sSPETMASE <5 ¢1T)
fail if S <:sS2 ¢ T

fail if sy # sV o1 # 9

Ry

Figure 6: Rules for detection of errors in a constraint&et

stops if: a rule return€ = @, then the algorithm returns the solution if C reaches a non-solved form,
then the algorithm for detection of errors returral; or if C reaches a normal form different from the
empty set, then the algorithm returns an error. We say tealtiorithm igfailing if it returns eitherfails

or an error.

Example 3.2.Letl = {¢: (Z?)" — Z!,one: =N x*: ay,y: 02,7 : a3,N? <:s Z”} and Gong = { 05 =5
Z*,a10 =s Q1,05 =5 Z', 010 =5 Z', Gg =5 Q2,05 =5 Z', A9 <5 1.7, 0 =5 03,05 =5 Z, O =5 L', 06 =5
7!, a7 =s N ag =5 Z', a7 <:s 77, 05 <:s A4, 0 =s A4, 02 =5 A2} from the Example3l1. Let = @ and
C =Ccong- The constraint resolution algorithm starts by:

1. Application of sequence of rules (4), (1) and (5) genagafia, <:s Z7,N°"e <: 77 7! <:s Z'} UC
and{as — Z', aip > ag, a1 7', ag +— Az, Qg — 3,03 Z¢, g 7 a7 — N°"© ay = Z'} U
o

2. Application of rules (1), (2) and (3) generatifg, <:s Z°} and g;
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1) {r=st}WwWC,0
(2) {r<st}wC,o
3 {§il <:S§2}&JC’,G

4) {a=st}wC,o
(5) {r=sa}wC o

C,o
C.,o
C/,O- |f §il <:5§2 S I

[a—T1]C {a—~T}UCO
[0 —»TIC {0 —~T}UCO

(6) {ﬁl < a,% <sa}wC o
(7a) {a <t a <ssPywC o
(7b) {a <:s§1,a <s gz}LirJC’,G

{S<sa}uC, oif Is. (s}t <is €T ASE <557 €T)
{a <ssPIUC, oif () <isSPET)
{a <ssPIUC,oif (2 <55 €T)

{n=s2}UC 0

{on <saz}Ula — a2]C,{a— a}UC
{f<saor}Ula— a1]C {a—a1}Uo
{on <s U o — on|C {a—mn}Uo

[a— sP|IC {a—sPtucif st <isSP el

C{a—rt1}iugifa¢ ¥ (C)
C{a—Tt}luoif ag¢ v (C)

8) {m<sTy,a<sni}wC o
9) {ai<sa,a<sa}wC o
(10) {f<sa,a<sai}yC o
(11) {1 <sa,a <sFwC o
(12) {s]' <sa,a <ssPtwC.o

(13) {a<sT}WC, O
(14) {rt<sa}wC. o

A aan a y

Figure 7: Constraint resolution rules in cont&xt

3. Application of rule (13) generating and {a, — Z’} U g, the algorithm then stops and returos
providing a substitution for all type variables in the detian tree of!(x",y, z") < g, £(ONg()) —

(y).

4 Properties

Since our type checking system and our type inference syatiress the same issue, we must check
two properties. First, we show that every typing judgmeat ttan be derived from the inference rules
also follows from the checking rules (Theorém]4.2), in patar the soundness. Then we show that
a solution given by the checking rules can be extended touwisolproposed by the inference rules
(Theoreni 4.14).

Definition 4.1 (Solution) Letl be a context and e a term.
e Asolutionfor (I',e) is a pair (0, Ty) such thatol - ge: T1, where T € ZU {wt}.

e Assuming a well-formed sequdnt- e: T eC, asolutionfor (I',e 7,C) is a pair (g, Tz) such that
o satisfies C an@1 <:s To, where T € ZU{wt} andt € Fpe( Z U {Wt}, 7).

Theorem 4.2(Soundness of constraint typingpuppose that ¢ e: TeC is a valid sequent. Ifo,s9)
is a solution for(I",e 1,C), then it is also a solution fofl", e) (i.e. e is well-typed iifr).

Proof. By induction on the given constraint typing derivation for e: T ¢ C. We just detail the most
noteworthy cases of this proof.
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CaseCT-ELem: e=/{(ay,...,an,a) T=aqa
Fl—cté(al,...,an):aocl MFga:areCy

We are given thato, &%) is a solution for(I" (¢: (s})” — s5),e,a,C), that is,o satisfie<C andoa <:s
&9, Since(o,99) satisfiesC; andCy, (0,00a) and(o,oa;) are solutions fo(I", ¢(ay,...,an),a,C1) and
(F,a,a1,Cy), respectively. By the induction hypothesis, we haifer o(¢(ay,...,a,)) : ca andol +
oa:oa;. Sinceoa; <isS;, by Sus we obtainoT - ga: s;. Sinceoa = s}, by T-ELEM we obtaino (I (¢:
()" =) Fo(l(ay,...,ana)) : s5. By Sus we obtaina (M (¢: (s])" — b)) - a(é(ay,...,an,a)) : &,
as required.

CaseCT-MERGE e=/(ay,...,an,a) T=aqa
Mt l(ag,...,an):00C; Thga:aeCy
C:C]_UCQU{G :S%}

We are given thato, <) is a solution for(" (¢ : (s])” — ), e a,C), that is,o satisfieC andoa <:s
¢, Since(o, ) satisfiesC; andCy, (0,0a) and(o,0a;) are solutions fofl",¢(ay,...,an),a,C1) and
(F,a,a,Cy). By the induction hypothesis, we hawd + o(¢(a,...,a,)) : oa and ol - ga: oa;.
Sinceoa = s,, by T-Mercewe obtaina (I (¢: (s])" — s5)) - 0 (¢(ay, .. .,an,a)) : Sy. By Sus we obtain
ol (t:(s)" =) Fa(l(a,...,aa)): L, as required.

CaseCT-MATCH: e=a <n] 2 T=wW
Mg ar:a10C MNga:aeCy
C:C]_UCQU{GJ_ <sT1,02 =5 Tl}

We are given thato,wt) is a solution for(I",e,wt,C), that is,o satisfiesC and owt <:swt. Since
(o,wt) satisfiesC; andC,, (0,00a1) and (0,00a>2) are solutions forl",a;,a1,C1) and (I, a2, 02,Cy),
respectively. By the induction hypothesis, we hale- ga; : oa, andol F oay : 0a,. Sinceoga; <:g
o011, by SuB we obtainoT - 0a; : 013. Sinceoaz = 011, by T-MATCH we obtainoaTl F o(ag <1y a):
wt, as required.

Definition 4.3 (Normal form of typing derivation) A typing derivation is imormal formif it does not
have successive applications of rfiug].

Theorem 4.4(Completeness of constraint typingpuppose thatt=T . e: TeC. Write V() for the
set of all type variables mentioned in the last rule used tivdet and writec\V (1) for the substitution
that is undefined for all the variables in(¥f) and otherwise behaves like If (o,s9) is a solution for
(I',e) and donjo) NV () = @, then there is some solutigo’, s?) for (I, e, 7,C) such thato’\V (1) = 0.

Proof. By induction on the given constraint typing derivation immal form, but we must take care with
fresh names of variables. We just detail the most notewardisgs of this proof.

CaseCT-ELem: e=/{(ay,...,an,a) T=aqa
nlzrl—ctE(al,...,an)ZGOC]_ m=Iltga:a,eC
CZC]_UCzU{C{ :S%,Cfl <:S§1?} V(T[):{C{,Cfl}
sort0f(l,a) #$
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From the assumption thabr, 9) is a solution for(I'( (s))" — s5),(ay,...,an,a)) anddom(c) N
V() =@, we haveo (T (¢: (s])" — ) - a(l(ay, ..., an, a)) sg This can be derived from: T}MEeRGE,
2) T-ELEM or 3) Sus. In all those cases, we must exhibit a substitutidrsuch that: (ajp’\V (1) agrees
with g; (b) 0’a < &°; (c) o’ satisfiesC; andCy; and (d)o’ satisfies{a =s S5, a1 <:sS;}. We reason by
cases as follows:

1. By T-Mercewe assume thaf = s, and we know thatT - g (¢(ay,...,an)) S, andoT - oa:s,.
But since we cannot find a typ such thats; <is S5, o I 0a: s, cannot be derived even from
Sus. ThusT-MERGEIs not a relevant case.

2. By T-ELEm we assume thaf = s; and we know thatT - o (¢(ay,...,an)) : S, andoT - oa: s].
By the induction hypothesis, there are solutidos,s,) for (I',4(as,...,a),a,Cy) and (0z,S;)
for (',a,01,Cy), anddom(01)\V (1) = @ = dom(02)\V (7&). Defined’ = {a — 5,01+ S} } U
ouUoyU 0o. Conditions (), (b) (c) and (d) are obviously satisfiedug;iwe see thdio’, %) is a
solution for(I'(¢: (s])" — ), 4(ay, . ..,an,a),a,C).

3. By Sus we assume thaf, <:ss7 € I and we know that (T (¢ (s])” — s5)) - o (4(ay, ..., an,a)) :
s5. This must be derived from-ELem, similar to case (2).

CaseCT-MERGE e=/{(ay,...,an,a) T=0a
nlzrl—ctﬁ(al,...,an):aocl m=lFga:aeCy
C=CUCU{a =ss5} V(n) = {a}

sort0f(l,a) =,

From the assumption thabr, s9) is a solution for(T'( (s))" — s5),(ay,...,an,a)) anddom(o) N
V() =@, we haveo (T (£: (s])" — ) - a(l(ay, ..., an, a)) sg This can be derived from: T}MEeRGE,
2) T-ELEM or 3) Sus. In all those cases, we must exhibit a substitutidrsuch that: (ajp’\V (1) agrees
with g; (b) o’a <:s &9; (c) o’ satisfiesC; andCy; and (d)o’ satisfies{a =sS,}. We reason by cases as
follows:

1. By T-Mercewe assume thaf = s, and we know thatT - g (¢(ay,...,an)) S, andoT - oa:s,.
By the induction hypothesis, there are soluti¢as, s;) for (I, £(ay, ..., an),a,C1) and(02,s,) for
(T,a,a,Cp), anddom(oy)\V (18) = @ = dom(02)\V (7B). Defined’ = {a + s,} Uo U 01U 0.
Conditions (a), (b), (c) and (d) are obviously satisfied. §hue see thato’,s%) is a solution for
(F(e:(s)" —5),¢(ay,...,an,a),a,C).

2. By T-ELem we assume thaf = s, and we know thatT - o (¢(ay,...,an)) : S, andoT - oa:s].
But, because of the application condition BELEM, we cannot find a type; for ga such that
s <is S}, o - oa: s cannot be derived fronen. Likewise, since we cannot find a tyjsg
for oa such thats <:s s¢, ol - ga: s} cannot be derived even frosus. ThusT-ELEM is not a
relevant case.

3. By Sus we assume thaf, <:s¥ € I and we know that (I (¢: (s])" — s5)) - o(£(ay, .. .,an,a))
5. This must be derived from-MERGE, similar to case (1).

CaseCT-MATCH: e=a <n] a2 T=wW
m=Iltgar:a1eC m=Iltgar:.areC
C :C]_UCQU{G]_ <sT1,02 =5 Tl} V(T[) = {al,az, Tl} fniev
V() ={ai,0}if 1y ¢ ¥
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From the assumption that',wt) is a solution for(l",a; <;;) @) anddom(g)NV(m) = @, we
haveol + o(a; <[n] ap) 1 wt. This must be derived fror-MAaTcH, we know thatol - ga; : 011
andoTl + oaz : o13. By the induction hypothesis, there are solutigos, o1y) for (I',a1,01,C1) and
(02,0T11) for (I, a2, a2,Cp). We must exhibit a substitutioa’ such that: (ap’\V () agrees witho; (b)
o'wt <:swt; (c) o’ satisfiesC; andC,; and (d)o’ satisfies{a; <:s 11,02 =s T1}. Defined” = {a;1 —
F o, — FUoU 01U 0, wheres? € 9. Moreover, defineg’ = g’ U{t — F} if 11 € ¥ ando’ = o”
otherwise. Conditions (a), (b), (c) and (d) are obviouslysfiad. Thus, we see tha’, wt) is a solution
for (M, (a1 =g a2),Wt,C). O

The constraint resolution algorithm always terminatesrévformally:
Theorem 4.5(Termination of algorithm)

1. the algorithm halts, either by failing or by returning altstitution, for all C;

2. if the algorithm returns, theno is a solution for C;

We can already sketch a proof of Theorlend 4.5 following Pi§tég

Proof. For parf1, define theegreeof a constraint set to be the paifm,n), wheremis the number of
constraints irC andn is the number of subtyping constraint€dnThe algorithm terminates immediately
(with success in the case of an empty constraint set or &fiur an equation involving two different
decorated sorts) or makes recursive calls to itself withnstraint set of lexicographically smaller degree.
For par{2, by induction on the number of recursive calls am¢bmputation of the algorithm. [

5 Conclusion

In this paper we have presented a type system for the pattetthing constructs ofom. The system

is composed of type checking and type inference algorithiitts subtyping over sorts. SinCkom also
implements associative pattern matching over variadicaipes, we were interested in defining both a
way to distinguish these from syntactic operators and dhgand inferring their types.

We have obtained the following: our type inference systesoisnd and complete w.r.t. checking,
showed by Theorenis 4.4 andl4.2. This is the first step towareffective implementation, thus leading
to a saferTom. However, we still need to investigate type unicity that vedidve to hold under our
assumptions of non-overloading and non-multiple inhedéa

As we have considered a subset of ffen language, future work will focus on extending the type
system to handle the other constructions of the languadge asi@anti-patterns [12, 13]. As a slightly
more prospective research area, we also want parametgimpgbhism over types fofom: our type
system will therefore have to be able to handle that as well.
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