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Abstract— This work investigates the supervisor synthesis In this paper, we elaborate two approaches for concurrent
for concurrent systems based on reduced system models with systems that both avoid the computation of the overall
the intention of complexity reduction. It is assumed that tre system and are based on a reduced system model. We

expected behavior (specification) is given on a subset of the that th ification is qi bset of th
system alphabet, and the system behavior is reduced to thi¢-a assume that the specification 1S given on a subset ot the

phabet. Supervisors are computed for each reduced subsyste ~System alphabet and the behavior of the concurrent systems
employing the modular approach in [5] and the decentralized is reduced to this alphabet. Supervisors are synthesized fo

approach in [8]. Depending on the chosen architecture, we the reduced system models using the modular approach
provide sufficient conditions for the consistent implemeration in [5] and the decentralized approach in [8]. We provide

of the reduced supervisors for the original system. - .. . . .
. . sufficient conditions for the consistent implementation of
Keywords€oncurrent discrete event systems, hierar- . -
the reduced supervisors for the original system.

chical control, modular and decentralized architecture ) . .
The outline of the paper is as follows. After providing

|. INTRODUCTION basic definitions in supervisory control in Section II, we

The main issue in supervisor synthesis for discrete eveptesent the setting of the paper in Section Ill. Section IV
systems (DES) is the state-space explosion for large-scalgd V discuss modular and structural decentralized control
systems. Addressing this problem, recent approaches study reduced system models, respectively. Conclusions are
hierarchical decentralizedand modularmethods to reduce given in Section VI.
the complexity of supervisor synthesis algorithms.

In hierarchical architectures [17], [3], [7], [14], [9], 81,
controller synthesis is based on a plant abstraction (high- We recall basics from supervisory control theory [18],
level model), which is supposed to be less complex thadR].
the original plant model (low-level model). For a finite alphabeX, the set of all finite strings ovex

The structure of concurrent systems (systems modeled isydenoted>*. We write ;s € >* for the concatenation of
several components) is exploited for decentralized and-motwo stringss;, S, € Z*. We writes; < s whens; is a prefix
ular control. In most of the decentralized architectureés,[1 of s, i.e. if there exists a string, € Z* with s= ;5. The
[10], [1], [11], [6], [8], the methodology is characterizegt  empty string is denotegle Z*, i.e.sc =es=sfor all se Z*.
the fact that the specification (i.e. the expected behawar) A languageover X is a subseH C X*. The prefix closure
be decomposed according to the structure of the plant. bf H is defined byH := {s; € Z*|3s€ H st. 51 <s}. A
that case, local modular supervisors operating each colanguageH is prefix closedf H =H. LetH,F C *, then
current system component individually are implemented{ is nonblocking w.r.tF if H=HNF [8].
and necessary and sufficient conditions under which the The natural projection p: Z* — %, i = 1,2, for the (not
behavior of the controlled plant corresponds to the supkemiaecessarily disjoint) uniok = %; U, is defined iteratively:
one are given. In contrast, the authors of [4], [5] conside(i) let pi(€) :=¢; (ii) for s€ Z*, 6 € Z, let pi(s0) := pi(s)0 if
a modular architecture. The specification does not neexl<c X, or pi(so) := pi(s) otherwise. The set-valued inverse
to be separable (bubcally consistentand prefix-closed, of pj is denotedp; *: 3 — 2%, pri(t) := {s€ | pi(s) =
which is not the case for most of the previously mentionnet}. The synchronous product HiH, C * of two languages
works). Modular supervisors can be computed based on thi C 5 is Hy||Hz = p;*(H1) N p, t(Hz) € =*.
specification and abstractions of the subsystems so that the A finite automatoris a tupleG = (X, Z,,Xo, Xm), with
solve the supervisory control problem without having tdhe finite set ofstates X the finite alphabet otventss;
build the whole system. the partial transition functiond : X x ¥ — X; the initial

Il. PRELIMINARIES



state ¥ € X; and the set ofmarked states X{C X. We We assume that all subsystems are directly or indirectly
write 8(x,0)! if 0 is defined at(x,0). In order to extend connected to all other subsystems via events from the set
to a partial function onX x Z*, recursively letd(x,€) :==x Zjs:= Uk#(i. ﬂik) of shared eventsThe global set of
andd(x,so) := 8(8(x,s),0), whenever bothx’ = §(x,s) and  shared events is thus given By = U;Z;s.

O0(X,0)!l. L(G) :={se Z*: d(x0,5)!} and Ln(G) :={se The overall system model i5 := ||;G; over the alphabet
L(G) : 8(X0,5) € Xm} are theclosedand marked language 2 :=U;3;. Moreover, we assume that the components that
generated by the finite automatdp, respectively.G is share an event agree on the control status of this event, i.e.
nonblockingif Lm(G) = L(G), i.e. if each string inL(G) is Vi, Kk, 5, uch Ske=0. Under this hypothesis, we have that
the prefix of a marked string ibm(G). A formal definition Zuc =Us, uc and S.=Ui c-

of the synchronous composition of two autom@teandG; The main objective of this paper is to study control
is given in e.g. [2]. Note thdt(Gy||Gz) = L(Gy1)||L(Gz) and  architectures which reduce the computational complexity
Lm(G1]|G2) = Lm(G1)||Lm(Gy). of supervisor synthesis for a given specificatlorC >* by

In a supervisory control context, we wrile=3.UZ%,, avoiding the computation ob. To this end, we are inter-
>Ny = 0, to distinguishcontrollable(Z) anduncontrol- ested in the case where the complexity of the specification
lable (5,0 events. Acontrol patternis a sety, 5, CyC S, K is lower than that of the plar®. In the literature, there
and the set of all control patterns is denofed 2>. A  are different approaches tackling this problem.
supervisoris a mapS: L(G) — I', where §(s) represents  An approach for the modular control of concurrent sys-
the set of enabled events after the occurrence of siing tems is proposed in [4], [5]. Modular supervisors are com-
i.e. a supervisor can disable controllable events only. Theuted using abstractions of the decentralized subsystems
languageL (S/G) generated byG under supervisiorS is and corresponding local specifications. The supremal par-
iteratively defined by (i € L(S/G) and (ii) so € L(S/G) tially controllable sublanguages of the local specifigagio
iff se L(S/G),0¢€ S(s) andso € L(G). Thus,L(S/G) rep- solve the supervisory control problem if the specification
resents the behavior of ttdosed-loop systenTo take into is locally consistenand prefix-closed, and the languages of
account the marking dB, letLin(S/G) :=L(S/G)NLn(G). the subsystems arautually controllable

A languageH is said to be controllable w.riL(G) The method in [8] suggests str~uctural decentralized con-
and 3. if there exists a superviso® such thatH = trol. It requires the sgecifigatioK to be separable i.e.

L(S/G). The set of all languages that are controllable w.r.K = [ifi(K), wherepi : 5* — 5 is the natural projection. If
L(G) is denotedC(L(G)) and can be characterized bythe languages of the subsystems amgtually controllable
C(L(G)) = {H CL(G)| 3Ss.t. H=L(S/G)}. Furthermore, and shared event markint then using nonblocking local
the setC(L(G)) is closed under arbitrary union. Hence,controllers for the specificationg (K) is equivalent to the
for every specificationlanguageE there uniquely exists a nonblocking overall supervisor.
supremal controllable sublanguagef E w.rt. L(G) and This approach is supplemented with hierarchical control
Zye, which is formally defined ag g)(E,Zuc) := U{K € in [14]. Monolithic control is applied to a reduced (hier-
C(L(G))|K CE}. AsuperwsorSthat leads to a closed-loop archical) system model which is derived by projecting the
behaviork (g)(E,Zyc) is said to bemaximally permissive behavior of the original model to the set of shared events
A maximally permissive supervis@® can be implemented Zs. However, this approach requires the computation of an
as an automato$ that generates g)(E,Zyc) such that overall reduced system model which is not always feasible.
L(S/G) = L(9)||L(G). The latter can be computed fro@ Motivated by these considerations, we elaborate two
and a generator of. The notion of controllability is ex- methods that employ reduced concurrent system models,
tended by the notion gfartial controllability [4]. Let M C  but avoid computing an overall reduced system model. To
L(G) be a prefix-closed language and Ef, C 3. The this end, we investigate the case where the specification
languageM’ C M is partially controllable w.r.tM, L(G), K C ()" for the supervisory control problem is given on a
Suc and=), if (i) M’ is controllable w.r.&) andL(G) and reduced alphabét C > with = C %.* Hence, the reduction
(ify M’ is controllable w.r.t%,c andM. The unique supremal is based on projecting out events that occur in only one
partially controllable sublanguage w.m¥l, L(G), ,c and subsystem. With the reduced decentralized alphahets
¥/ is defined agv'P¢ = MTpc:= KM(KL( )(Miﬁc)iuc)- >NZ; and the decentralized natural projecticnﬁ’§C 2 —

A languageE is Ly(G)-closedif ENLm(G) =E and % the decentralized reduced system models(@r931<.<n,
the set ofLm(G)-closed languages is denoteg, ). The WhereL(G) = PPeYL(G)) andLm(Gi) = pM*(Lm(Gi).
closed-loop systen$/G is nonblocking under maximally _In the following sections, we utilize the approaches in

permissive supervision for specificatioBse %, (- [5] and [8] to design superviso_rs for the redyced sys_tgm
models. Based on these supervisors, we provide conditions
Ill. SETTING for the decentralized supervisor implementat®rfor the

As a system model, we consideoncurrentDES repre- Original systems. The first approach results in an estimatio
S?n;eg by finite automa(aB )1<|<n over the CorreSpondmg 1Definitions of these notions are given in Section IV and V.
alpha etle - Z' UCuz' c. Here, Z' ,uc and Z' € denote the 2This assumption is no restriction. Hs— = # 0, K’ = K||(Zs— )" C
uncontrollable and the controllable events, respectivelyzsuz)* fulfills the requirement.



of the supremal controllable sublanguage of a prefix-closddsing the concept of modularity [4], the overall supervisor
non-separable specification. The second method provid8s! : =* — I with I := {yC Z[Z,c Cy} andL(S1/G) =
an estimation of the supremal controllable and nonblockin@); (K;~ 1)Ire can now be implemented as the intersection of
sublanguage of a not necessarily prefix-closed but separaltte control actions of the modular superwscﬁfsl with

specification. Figure 1 illustrates the control scheme. L(S /Gt = (K Y)IPe (see Figure 2).
********** 1 T T 1
| Modular beveessneessnns > G| | T*L 77777 L s — 1 :
\ or \ \ . \ Sit(s)NZ \
| Decentralized | t : b } S ‘gl(s) ! Gn | |
| Supervisor Hﬁ‘ G | \ e v ‘ | e |
ffffffffff S s e = S |
L Sl(S)ﬂzl‘ !
pdec pgec **********************
Fig. 2. Modular architecture
= 4 ] !
| 5 o |
P ‘ e ‘ )
} . L \ 1 S~ | However, the supervisor§ ' are computed based on
| S e } ; Gn } the reduced system model. In what follows, we provide
L= ____ - ==

an implementation of these supervisors for the original
Fig. 1. Modular/Decentralized Architecture systems. For this purposex(L(S§*/G/')) is used as
an approximation of the modular closed-loop behavior
L(SY/G) =[iL(S /G }) projected on the reduced subal-
phabetss;. As shown in the next lemmai(L(S /G *

IV. MODULAR CONTROL is controllable w.r.tL(G;) and; ,c. Thus it can be enforced

According to [5], modular supervisor§ 2" —Ti by a supervisor fof;.

with the set of control patter; -= {YCZ[ZiucCY} are  Lemma4.1:With  the  preceding  notations,
computed for the abstractlorGi of the reduced system pi (L (51/Gr1)) is controllable w.r.t.(G;) ands; yc.

models and the Iocal specification§ * := KN L(G 1), Proof: Let us consider
whereL (G 1) = py}(L(Gi)) € =%, with the natural projec-
tion p; : Z* — 2. The main result of [5] is based on the so € pi(L(S /G 1) ZiueNL(Gi)

following definitions.

1 . .
Definition 4.1: G ande are mutually controllable if angs’ € ;(51: /Gi I Y stUChttl?ag)l((s’ ))_ SL(Sm)C?I'St? € L(? %
ando €5, i |saso rue thap;(so) € is entails
1) L(Gi)(ZkucnZi) N pl( pﬁ ( ( k) CL(GI) | '

2) L(Gk)(ZiucNZk) N D'k Gi))) C L(Gk) thatso € L(G; ) and

wherep : (5 UZy)* — ZF andp : (Z. UZK)* — X doe L($1/Gf1)zi,ucﬂ L(Gfl).

Mutual controllability ensures that after any execution of
the system, the occurrence of a shared uncontrollable eve#it L(St/G ) is controllable w.r.&; y¢ andL( ) since
is either allowed by every subsystem which shares it, or it is partially controllable. Therefordce L(s™ /G ) and

is not allowed by any subsystem. pi(So) =so € pi(L(S /G 1)), which concludes the proof.
Definition 4.2 (Local consistency)A specificationK = ]
K is said to be locally consistentw.rit,,jC and(L(Gj))1<i<n, Now as¥i, pi(L(S /G, 1)) C L(Gi) is controllable w.r.t.

if for anyi we have¥sc Kt andvu € . such thasue  L(Gi) andZ; uc, there exish supervisor§S)i<i<n such that
Ki ! andvv € 3 it holds thatsp( VeK = suve K. N N
Based on the above definitions, it holds that the compu- L(S/G) = pi(L(S /G ).

tation of modular supervisors |mplement|ng the supremd seq on the results in [12], an admissible supervisor fr th
partially controllable sublanguages Iéf is equivalent to original system is given with theonsistent implementations

the monolithic superwsc_)r for the spectflcatlt(n §: Z* T (see [12]) of the decentralized reduced super-
Theorem 4.1 (Supervisor Computation [5])et V|sorsS It is defined fors < L( 5 asS( 8) == S(pi(s))U

(G)1<.<n be mutually controllabfe and assume tha (Z %i). Note the equalltyp, EC(L(S/G))—L(S/Gi).

K 2ic N ch = 0. If the specificationk =K C 2" i Combining the steps described above, the main result of
locally consistent w.r.&yc and(L(G;))1<i<n, then this section can be stated.
M) (K Pe =K (6) (KNL(G), Zuc).- Theorem 4.2:Recalling thaks C = and with the notation
' from above, the supervisor implementation
3It can be shown that the condition of global mutual contility

required in [5] is equivalent to mutual controllability. L(S/G) = (H,L(gl/Grl))||(|||L(§/é-|))



leads to consistent control of the original system, i.e. V. STRUCTURAL DECENTRALIZED CONTROL
Consider a concurrent system given by a set of non-

pLS/G) = L(SY/6), . . o given by a S of

LS/G) < pYK) blocking decentralized systen(Gi)i<i<n (i-e. Vi, Lm(Gi) =

- ’ L(G;i)). It follows that the reduced system modés are

wherep: & — *. also nonblocking. We assume that the specificaon >*

The following Lemma aids the proof of Theorem 4.2, over the subalphabétis separable, i.& = [|ipi(K), where
Lemma 4.2 ([14]): Let (Li)1<i<n be languages over the Pi : >* — X2 and each local specificatiol; := p;i(K) is

respective alphabe¥s. Assume thafo C UiZ; andUi. (50 Lm(Gi)-closed, i.e.Ki € (). Our aim is to use the
%) C o with the natural projectiongo : (UiZi)* — =5 and methodology of [8] to compute nonblocking decentralized

P — (5NZ)* fori=1,...,n. Then supervisors acting upon the subsysténand to implement
these supervisors for the original syst@n-= [|;G;.
po(|liLi) = [lipi (Li)- We first formally describe the approach in [8] and then
Proof of Theorem 4.2: provide new results that are useful in our setting.

Now Theorem 4.2 can be proven. Because of Lemma 4.2, Definition 5.1: Let¥' C ¥ andH C *, thenH marksz'
wheneveg*s' "H C HY'

pLS/G) = p((L ?Ll/G (L S/G ) Using the above definition combined with mutual control-
= (LS /G )||p(|| SiéG )) lability, Theorem 5.1 follows. The structural decentratiz
= (liust/et )II(Iiip °*(L(§/Gi))-  architecture is illustrated in Figure 4.

This can be written ag(|[iL(S*/G} ))Il(ll L(S/Gi)) Theorem 5.1 ([8]): Let (Gj)i<n be nonblocking subsys-
with p*(L(§/Gi)) = L(S/Gi). tems andK = ||iK; be the separable specification where
Now according to Lemma 4.1, the previous equation cag; FLm(c)- Suppose that for,k < n andi # k, Lm(Gi)
be rearranged as marksZ; mzk andLm(Gy) marks the same sétandG; and

pL(S/G) = (LSS IUiLEST/G™N) G are mutually controllable, then
= [i(L(§ /G, 1) lli ki) (K NL(G) =Ky (g)(K)

Moreover, the supervisor computation implies that
[iL(S /G ) C K. This means that(S/G) C p(K). m

The reduced modular architecture is shown in Figure 3.
The control actions of the decentralized supervisors fer th |
original systems evaluate ®&(s) = pi(S 1(9) U (& — ).

2) pi(kyg)(K)) is nonblocking with respect tom(G;)

. i

} q 1 } } Gn } Fig. 4. Structural decentralized architecture

i °e | | .® ‘

i T i : i

i St N | | Gy i

S R - r J o1 Lff 77777 L In addition to this result due to [8], one can prove that
Y (%) the overall closed-loop behavior is actually nonblockifg.
Pn P1 pdec pgec do so, we first show that whenever the local specifications

A I I S F K; areLm(Gj)-closed then so is the global specificatikin

i ~ 1(51) » N ~ i with respect to the reduced pla@t

i S ST } G i Lemma 5.1:Let (Gi)i<i<n be the set of decentralized

i ‘~' «*" Si(sn) } :ﬁj i e } subsystems qﬂdl € FLy()- ThenK =i Ki € Fi(q) .

} S le i L] 1 Gn i Proof: First we clearly have tha C K. Now since

e S ] Vi, Ki € Lm(Gi), it holds that]iK; C ||iLm(Gi) which entails
thatK C Lm(G). ThereforeK C KNLm(G).
Reciprocally, consides € KNLm(G). We thus have that
pi(s) € pi(K) andpi(s) € pi(Lm(G)).
o AsLy(G)=n; (p;l(Lm(Gk)), this entails thap;(s) €
So far, our method allows to perform local computations Di(pfl(Lm(Gi))) =Ln(G)).
instead of building a single finite automaton for solving « Let us now show thap; (s) € K|. First, we have that
the supervisory control problem. However, only the case K — K = nip N(K) € nip LK) € p H(KG).
of prefix-(_:losed specifications was c_onside_rgd. Baseci ona Aso  p(s) € pK) < pi(k(pe(K))
decentrah;ed architecture,_we now give sufficient condgi ﬂk(pi(pﬂl(wk))), and hencepi(s) € pi(pfl(ﬁ)) _
under which a nonblocking solution can be computed
whenever the reduced specification is separable. “Note that it is equivalent to say that, Lm(Gj) marksZis.

Fig. 3. Reduced modular architecture

C
Ki



Overall, Vi, pi(s) € KiNLm(Gi) = Ki asK; € # (). Thus
Vi, se p }(Ki) andse ni(p; (Ki)) =K. n

are required for nonblocking supervisor synthesis for the
reduced system model.

We now need to show that the behavior of the closed-loop Theorem 5.3:Let K be a separable specification and let
reduced system can be actually obtained by a collection & be such that.m(S/Gi) = Ky (g, (Pi(K),Ziuc). Assume
supervisors each of them acting upon a local decentralizégat Gi and Gk are mutually controllable foi # k and

subsystenG;. This is the aim of the next lemma:
Lemma 5.2:With the preceding notations, we have that
1) [li Keie) (Ki) = Kie)(K)
2) [li KL(a)(Ki) = Kp)(K)

Proof:
1) Due to Theorem 5.1, we have that
KLe)(K) = [li K (Ki) NL(G)

BLG\™) -
= [li K (KN [[i L(GI) =i K(g) (Ki) NL(Gi)
= [li Ky(g) (Ki) ask(g)(Ki) CL(Gi)

2) Because of Lemma 5.1, we have

KL(e)(K) = Ki () (K) NLm(G) =i K () (Ki)N [[i Lm(Gi)

lli (Ki(e) (Ki) NLm(Gi))
= [l Ky(g) (Ki) because of thém(Gi)-closure

With the above lemmas, the existence of a nonblockin

supervisor forG can be shown.

Theorem 5.2:Under the assumptions of Theorem 5.1, thé € L(§/G). Then pi(s)

supervisoS such that (S/G) = k) (K) is nonblocking

Proof: Based on Lemma 5.2, we consider nonblockin

supervisors§ such that (S/Gj) = k(g (Ki). It holds that

KL(g) (K) [iL(S/Gi)
K(g)(K) [iL(S/Gi)

Let us now considelS such thatS= |;S, where each

Lm(Gi) marksZ; forall i=1,...,n. If the supervisor§ are
consistent implementations &f, then the overall supervisor
Ssuch that

L(§/G) = iL(§/G)

is nonblocking and consistent.
First we need the following lemma.

Lemma 5.3 ([12]): The consistent implementation im-
plies that ifs € L(S/G;) andsu; € L(G;) foru; e (% —Z;)*,
thensu; € L(S/G)). If additionallysuio € L(G;) foro € %,
andpfe(sui)o € L(S/G)), thensuio € L(5/Gi).

Based on this lemma, the proof of Theorem 5.3 is as
follows:

Proof:  For showing consistency, we observe
that p(L(§/G)) = p(iL(§/Gi) = [ipAL(E/G) =
[iL(S/Gi) =L(S/G). Also, because df(S/G) CK, it holds
that L(S/G) C p1(K).

For proving nonblocking control, it has to be shown
that if se L(S/G), thens e Ln(S/G). Now assume that
e L(§/G) for all i =1,....n.

Suppose that there is npe (3 —Z;)* s.t. Pi(S)ui € Lin(Gj).

é\NS Gi is nonblocking, there must be a string= VoV €

(5 —2)*%iE st B9V € Lm(Gi). But asLy(G;i) marks
%, fi(s)vi € Lm(éi), which contradicts the assumption.
As i was chosen arbitrarily, it is true thaft, there is a
U € (5 —Z)* s.t. B (U € Lm(Gi). Hence, for example the
stringsu - - Un € [[i Bi (S)Ui € ||iLm(Gi) = Lm(G). Now using
Lemma 5.3, we also have thpi($)u; € L(SZG;), Vi, wich

supervisor§ is seen as a finite automaton. We have that entails thatsy ---un € lifi(s)ui € HiL(g/Gi) = L(é/é)_

S/G SIG = (iS)II([liG) = [li(SlIGi) = [iS/Gi
We thus have thatm(S/G) = K (g)(K) and L(S/G) =

KL(G)(K)
Now, based on Lemma 5.1, we know thétis Lm(G)-

Thussu - - - Uy € Lm(G) NL(S/G) = Lm(S/G) and thuss €

Lm(S/G). ]
The second case is based on the notion dfiarobserver.
Definition 5.2 (H-observer)Let H C L =L C £* be

languages ang: * — =* be the natural projection on the

closed. Moreovet,m(G)-closure is preserved under control,alphabetz C 5. pis called anH—observer ifYse L and
which ensures us that the overall closed-loop decentdhliz&0 € (ZU {€}):

system|i(S/Gi) = (|iS)/G is nonblocking. [ |

Remark 1:It is interesting to note that this result gives
sufficient conditions under which a concurrent system is
nonblocking. Indeed, based on Theorem 5.1 and 5.2, giv

a concurrent systen® =||; Gj, if Lm(Gi) marks Zs and
Vi # j, Gi and Gj are mutually controllable, the® is

nonblocking. This gives access to an efficient way to test

a concurrent system is nonblocking.

Next, the implementation of the supervisors compute
with respect to the reduced system models for the origina
system is discussed. We again suggest the consistent impﬁ,I :
mentation, and investigate two different sets of condgion

which guarantee nonblocking and consistent control.

p(s)o € p(H) = Jue &* s.t.sue H A p(su) = p(s)o.
In Theorem 5.4, the condition that all eventsainmust
mark Ln(G;i) is reduced to the events itjs. This is

en

compensated by requiring the decentralized projeqfﬁf’ﬁ

to be aLm(Gi)-observef

.. Theorem 5.4:Let K be a separable specification and let
5 be such thalm(S/Gi) = Ky (g (Pi(K), Ziuc). Assume
that G; and Gx are mutually controllable foi # k and
rn(Gi) marks 3js. If pidec is a Lm(éi)-observer and the
upervisorsS are consistent implementations &f, then

e overall superviso® such thatl (S/G) := ||iL(S/G)) is
nonblocking and consistent.

In the first case, the _originf_;ll_ subsystems hz_;\\_/e to mgrks,f pfec is not aLy(Gy)-observer, then [16] provides an algorithm to
the reduced alphabets in addition to the conditions whictompute a.m(Gi)-observer with the coarsest equivalence kernel possible.



Lemma 5.4 supports the proof of Theorem 5.4.

reduced system models for supervisor computation. Our

Lemma 5.4:With the assumptions in Theorem 5.4, itmodular approach can be applied to prefix-closed non-

holds that if s € L(§/Gi) and pfS(s)t € Li(S/Gi) for
t €3, then3u € 3F s.t.sy € Lm(§/Gi) and pfeS(su) =
pe(st. o

Proof: Assume thats € L(S/Gi) and pYs)t €
Lm(S/Gi) fort € Z. There are two cases.
1.t=¢ As pidec is a Lm(Gi)-observer, there is aj €
(5i — )" s.t.su € Lm(Gi). Because of Lemma 5.34 €
L(S/Gi). Togethersu € L(S/G YNLm(G) = Lm(S/Gi)

separable specifications and results in modular supesvisor
in a conjunctive architecture. Additionaly, we elaborated
decentralized approach which is feasible for specification
that are separable but not necessarily prefix-closed. We
provide two different sets of conditions which guarantee
nonblocking control of the original system. It has to be
noted that although maximally permissive supervisorsaoul
be computed for the reduced system models, the supervisors

2.t=01---0On. As pdecrs alm(Gj)-observer, there isa =
voolvl -OmVim € 3 s.t. su € Lm(G)) and pdeq(u) =t,

e (5i—5)* for aII i=
Lemma 5.3 impliessy € L(S/G) Thus,sy € L(S/Gi)n
Lm(Gi) = Lm(S/Gi). n

Proof of Theorem 5.4:
Consistency follows from the proof of Theorem 5.3.

Now assume thate L(S/G). Thens := fi(s) e L(5/G)
andp®9s) € L(S/Gi). As S is a nonblocking supervisor, [2]
there is a string € 3 s.t. p4(s)t € Lm(S/Gi) and s.t. all
its predecessors are not marked, €.<t we have that
pde(s)t’ & Lm(S/Gi). Then it holds that € (3 — % 5)*
(otherwise there would be a marked predecessor strinffl
as Lm(Gi) marks Z; s). Because of Lemma 5.4, there is
au €3 st suceln(§/G) and p*su) = pldec( St.
Furthermore aspdec( u) =t C (% —Zig)*, it turns out

(1]

(3]

(5]

that u € (p%e9)~1(t) C (3 — is)*. As i was arbitrary, 6]
suchuy; eX|sts for alli = 1,...,n. Hence, for example the
string s+ -+ Un € [[ifi(9)ui C ||iLm(S/Gi) = Lm(S/G) and

consequentls € Ly(S/G). I
The reduced structural decentralized control architectur

is depicted in Figure 5. 8]

ot e 1 L [l I
IEsh | | Gn ||
T L T
| stH—he -
Ty I I oy
Pn p1 ptiec pgec
(*7**77*+7*‘ F*A ****** *7*‘ [12]
\ é.l. Ai \t él |
} v «® i } ®e } (23]
° | r . \
\ & r >
| S e } 1 Gn } [14]
L= _ L=
. . . [15]
Fig. 5. Reduced decentralized architecture
[16]
VI. CONCLUSIONS (17]

We have developed two methods exploiting the struc-
ture of concurrent systems for the supervisor synthests8
without composition of the overall plant. In our approach,
the computational complexity is further reduced by using

for the original system need not be maximally permissive. In
further work, we want to investigate conditions which also
,m. Successive apphcatron of guarantee maximally permissive supervisors for the oaigin
system.
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