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Abstract— In this paper, we are interested in the diagnosis
of discrete event systems modeled by finite transition systems.
We propose a model of supervision patterns general enough
to capture past occurrences of particular trajectories of the
system. Modeling the diagnosis objective by a supervision
pattern allows us to generalize the properties to be diagnosed
and to render them independent of the description of the
system. We first formally define the diagnosis problem in this
context. We then derive techniques for the construction of a
diagnoser and for the verification of the diagnosticability based
on standard operations on transition systems. We show that
these techniques are general enough to express and solve in a
unified way a broad class of diagnosis problems found in the
literature, e.g. diagnosing permanent faults, multiple faults,
fault sequences and some problems of intermittent faults.

I. INTRODUCTION

Diagnosing and monitoring dynamical systems is an
increasingly active research domain and model-based ap-
proaches have been proposed which differ according to
the kind of models they use [13], [1], [11], [10], [3],
[4]. The general diagnosis problem consists in detecting
or identifying patterns of particular events on a partially
observable system. This paper focuses on discrete-event
systems modeled as finite state machines. In this context,
patterns usually describe the occurrence of a fault [12],
[13], multiple occurrences of a fault [7], the repair of a
system after the occurrence of a fault [2]. The aim of
diagnosis is to decide, by means of a diagnoser, whether or
not such a pattern occurred in the system. Even if such a
decision cannot be taken immediately after the occurrence
of the pattern, one requires that this decision has to be
taken in a bounded delay. This property is usually called
diagnosability. This property can be checked a priori from
the system model, and depends on both its observability and
the supervision pattern.

However, the approaches in the literature suffer from
some deficiencies. One observes many different notions of
diagnosability and ad hoc algorithms for the construction of
the diagnoser, and for the verification of diagnosability. As
a consequence, these results are difficult to reuse for new
but similar diagnosis problems. We believe that the main
reason is the absence of a clear definition of the involved
patterns, which would clarify the separation between the
diagnosis objective and the specification of the system.

1-4244-0053-8/06/$20.00 ©2006 IEEE

In this paper, we formally introduce the notion of super-
vision pattern as a means to define the diagnosis objectives:
a supervision pattern is an automaton which language is the
set of trajectories one wants to diagnose. The proposal is
general enough to cover an important class of diagnosis
objectives, including detection of permanent faults, but also
transient faults, multiple faults, repeating faults, as well as
quite complex sequences of events.

We then propose a formal definition of the Diagnosis
Problem in this context. The essential point is a clear
definition of the set of trajectories compatible with an
observed trace. Now, the Diagnosis Problem is expressed
as the problem of synthesizing a function over traces, the
diagnoser, which decrees on the possible/certain occurrence
of the pattern on trajectories compatible with the trace. The
diagnoser is required to fulfil two fundamental properties:
Correctness and Bounded Diagnosability. Correctness ex-
presses that the diagnoser answers accurately and Bounded
Diagnosability guarantees that only a bounded number of
observations is needed to eventually answer with certainty
that the pattern has occurred. Bounded Diagnosability is
formally defined as the ()-diagnosability of the system
(where € is the supervision pattern), which compares to
standard diagnosability by [13]. Relying on the formal
framework we have developed, we then propose algorithms
for both the synthesis of a diagnoser, and the verification of
)-diagnosability. We believe that these generic algorithms
as well as their correctness proofs are a lot more simple
than the ones proposed in the literature.

The paper is organized as follows. In section II, we recall
standard definitions and notations on labeled transition
systems, as well as the notion a compatible trajectories of
an observable trace. Supervision patterns are introduced in
section III. The diagnosis problem and the (2-diagnosability
are then defined. Section IV is dedicated to algorithms and
their associated proofs, for the construction of a correct
diagnoser as well as the verification of {2-diagnosability.
Finally, Section V illustrates the approach with an example.

II. LABELLED TRANSITION SYSTEMS AND RELATED
NOTIONS

We first recall useful standard notations: We assume given
an alphabet Y, that is a finite set {0, 01,...}. The set of
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finite sequences over X is denoted by >*, with € for the
empty sequence. In the paper, typical elements of »X* are
s,t,u,... For s = o1...0p and ¢t = o} ...0}, in ¥,
st =o01...0n,00%...00, denotes the concatenation of s
and t . The length of s € ¥* is denoted ||s]|.

We now come to the models of systems:

Definition 1 (LTS): An LTS over Y. is defined by a 4-tuple
M = (Q, %, —,q,) where Q is a finite set of states, g, € @
is the initial state, 3 is the alphabet of events, and —C @) X
Y. x @ is the transition relation.

In the rest of the section, we assume given an LTS M =
(Q,%,—,q). We write ¢ = ¢’ for (q,0,q) €—. Let ¢ >
mean that ¢ = ¢ for some ¢’ € Q. The event set of a
state ¢ € Q is B(q) 2 {c €Y | ¢ >}. We extend — to
arbitrary sequences by setting : ¢ — ¢ always holds, and
q 22 ¢’ whenever ¢ = ¢ and ¢ % ¢/, for some ¢’ € Q.

A state q is reachable if 3s € *, gy = q.

We set Ay(q,s) 2 {¢d € Q | ¢ > ¢'}. In particular
An(g,€) = {q}. By abuse of notation, for any language
LCY* Ay, L) 2 {¢d €Q |q¢=> ¢ for some s € L},
and for any Q' C Q, Ay (Q', L) = quQ/ An (g, L).

We say that M is deterministic if whenever ¢ — ¢’ and
q > ¢", then ¢ = ¢”, for each ¢ € Q and each ¢ € X.

A subset Q' C @ is stable whenever A (Q', %) C Q.

M is alive if 3(q) # 0, for each ¢ € Q. It is complete
whenever X(q) = %, for each g € Q.

The language generated by the system M 1is the set
L(M) 2 {s € ¥* | g, >} which elements are called
trajectories of M. Given a trajectory s € L(M), we write

L(M)/s2 {tex*|ste (M)}

for the set of trajectories that extend s in M.

Rapidly in the paper, we will need to distinguish a subset
Q. C Q to denote final states. The notions above are
extended in this setting by letting Lg,, (M) = {0 € &* |
Ari(go,0) € Qm}.

A useful operation on LTS is the synchronous product
that allows to intersect languages of two LTSs.

Definition 2: Let M = (Q%, ¢}, %, —i),i = 1,2, be two
LTSs. Their synchronous product is M1 x M? = (Q! x
Q?,(q5,4%), L1 U g, —), where -=C Q' x Q? satisfies
(a',¢*) = (¢'",q'*) wheneverq' 5 ¢'* and ¢* %, ¢'°.

Clearly L(M* x M?) = L(M')N£L(M?) and for Q; C
Q' and Q2 C @2, we also have L, xg,(M* x M?) =
Lg,(MY)YN Lg,(M?). Moreover, if two sets Q1 C Q' and
Q2 C Q2 are stable, Q1 x Qo is stable in M* x M2,

As we are interested in diagnosing systems - this will be
formalized in the next section -, partial observation plays a
central role. In this regard, the set of events X is partitioned
into ¥, and X, (ie. ¥ =X, UX,0, and X, N Xy = 0),
where X, represents the set of observable events - elements
of ¥, are then unobservable events. Typical elements of
3% will be denoted by p, p'.

We say that M is X,-alive if Vg € Q,3s € £*.3,,q >,
meaning that there is no terminal loop of unobservable

events. Notice that when M has no loop of unobservable
events, M is alive if and only if M is X,-alive.

Let P : ¥* — X7 be the natural projection of trajectories
onto ¥} defined by: P(e) = € and P(so) = P(s).o if
o € XY,, and P(s) otherwise. The projection P simply
erases the unobservable events from a trajectory. P extends
to languages by defining, for L C ¥*, P(L) = {P(s) | s €
L}. The inverse projection of L is defined by P~1(L) =
{seX* | P(s) € L}.

Now, the language of traces of M is

Traces(M) = P(L(M))

It is the set of observable sequences of its trajectories.

From the projection P, we derive an equivalence rela-
tion between trajectories of M, written =;;, called the
Delay-Observation equivalence in reference to the delay-
bisimulation of [9]:

Definition 3 (Delay-Observation Equivalence, =)y):

Let =5 C L(M) x L(M) be the binary relation defined by
s =7 s’ whenever

e P(s)= P(s') and

e s €X*3, ifandonly if s € ¥*.%,.

One easily verifies that =)y is an equivalence relation, and
we take the convention to write [s] for the equivalence class
of s.

Given s € L(M), s naturally maps onto a trace of M,
namely P(s). Now, given a non empty trace p of M, u does
not uniquely determine a Delay-Observation equivalence
class as in general p can be brought back in M in two
different manners: ;1 can be associated with the class [s]
with P(s) = p and s € ¥*X,, or p can be associated with
the class [s'] with P(s') = p and s’ € ¥*%,,, (notice that
by Definition 3, [s] and [s'] are different). Henceforth, we
take the convention that the equivalence class denoted by a
trace p is

PY ) NL(M)NY* S, if i # €
[¢] otherwise.

[ulae =

We say that [u]as is the set of trajectories compatible
with the trace . When clear from the context, we will use
[x] for [u]as. This notion of compatible trajectory will be
a central notion for diagnosis as the aim will be to infer
properties on the set of trajectories [u]as compatible with
the observation of the trace u. The reason for choosing this
definition of [u] is that in the case of online diagnosis,
it is natural to assume that the diagnoser is reactive to an
observable move of the system.

III. SUPERVISION PATTERNS AND THE DIAGNOSIS
PROBLEM

In this section, we introduce the notion of supervision
patterns, which are means to define languages we are
interested in for diagnosis purpose. We then give some ex-
amples of such patterns. Finally, we introduce the diagnosis
problem for such patterns.
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A. Supervision Patterns

Supervision patterns are represented by particular LTSs:

Definition 4: A supervision pattern is a 5-tuple 2 =
(QQ, X, —q,90q, QF), where (QQ, X, —aq, QOQ) is a deter-
ministic and complete LTS, and Qr C (@) is a distinguished
stable subset of states.

As Q is complete we get £(2) = ¥*. Also notice that
the assumption that QQF is stable means that its accepted
language is “extension-closed”, i.e. satisfies Lo, (Q2).X* =
Lo, (). Otherwise said, Lg,. (£2) is a language violating
a safety property. This choice is natural since we want
to diagnose whether all trajectories compatible with an
observed trace have a prefix recognized by the pattern.

In the next subsection we give some examples of supervi-
sion patterns which rephrase standard properties of interest
for diagnosis.

B. Examples of supervision patterns

a) occurrence of one fault: Le f € ¥ be a fault and
consider that we are interested in diagnosing the occurrence
of this fault. A trajectory s € X* is faulty if s € X*. f.3*.
The supervision pattern Q27 of Figure 1 exactly recognizes
this language, £(Qy) = Z*.f.X*.

=\
ﬁf—@ s

Fig. 1. Supervision pattern for one fault

b) occurrence of multiple faults: Let f, and f5 be two
faults that may occur in the system. Diagnosing the occur-
rence of these two faults in an trajectory means deciding
the membership of this trajectory in X*. f1. X *NX*. fo. X% =
Lr () )NLE, (Qf,), where Qy,, 7 € {1, 2} are isomorphic
to the supervision pattern €2; described in Figure 1. The
supervision pattern is then the product Q¢ x Qg which
accepted language in Fy x Fy is Lpxm (2, X Qf,) =
‘CFl (Qfl) n ‘CFz (sz)'

SINTA '

Fig. 2. Supervision pattern for two faults

More generally, the supervision pattern for the occurrence
of a set of faults {f1,---, fi} is the product x;=1, . ;Qy,,
considering x;—1,... ;F; as final state set.

c) ordered occurence of events: If one is interested in
diagnosing different faults in a precise order, for example,
fo after fi, the supervision pattern should recognize the
trajactories in X*. f1.3*. fo.3*, which corresponds to the
concatenation of the two languages Lp, (Qf,).Lr(Qy,) as
described by the supervision pattern given in Figure 3.

E\{fl} =\ {f} 2

Fig. 3. Ordered occurrence of events

If f1 corresponds to a fault event and fo to the reparation
of this fault in the system, then we actually diagnose the
reparation of the fault f;. With this pattern, the aim is to
match the I-diagnosability in [2].

d) multiple occurrences of the same fault: Another
interesting problem is to diagnose the multiple occurrences
of the same fault event f, say k times. The supervision
pattern is given in Figure 4 which accepted language is
Lr(Q f)k. The aim is to match the k-diagnosability of [7].

L\ {/f} A\ {f}
9 f g !

Fig. 4.k occurrences of the same fault f

e) Intermittent Fault: The supervision pattern given
in Figure 5 describes the fact that a fault (occurrence of f)
occurred twice without repair (occurrence of 7).

Fig. 5.

Intermittent fault with repair

It is worthwhile noting that this can be generalized to a
pattern recognizing the occurrence of k faults (identical or
not) without repair.

C. The Diagnosis Problem

In the remainder of the paper, we consider a system
whose behavior is modeled by an LTS G = (Q, X, —, q,).
The only assumption made on G is that G is ¥,-alive.
Notice that G' can be non-deterministic. We also consider
a supervision pattern 2 = (Qq, X, —q, Qoo @) denoting
the language Lq,.(€2) that we want to diagnose.

We define the Diagnosis Problem as the problem of defin-
ing a function Diag, on traces, whose intention is to answer
the question whether trajectories compatible with observed
traces are recognized or not by the supervision pattern. We
do require some properties for Diagg: Correctness means
that “Yes” and “No” answers should be accurate, while
Bounded Diagnosability means that trajectories in Lg,, (Q2)
should be diagnosed with finitely many observations.

The Diagnosis problem can be stated as follows: given
an LTS G and a supervisory pattern {2, decide whether
there exists (and compute if any) a three valued function
Diag, : Traces(G) — {“YES”,“NO”, “?”’} decreeing, for
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each trace 1 of G, on the membership in Lo, (©2) of any
trajectory in [u]. Formally,

o (Diagnosis Correctness) The function should verify
“YES” if [u] C Lo, (©)

“NO”  if [u] N Lo (2) =0
“r otherwise.

o (Bounded Diagnosability) As G is only partially
observed, we expect in general situations where
Diagg(u) = “?” (as neither [u] C Lgp(2) nor
[u] N Lo (2) = 0 hold). However, we require this
undetermined situation not to last in the following
sense: There must exist n € N, the bound, such that
whenever s € [u] N Lo, (), for all ¢t € L(G)/s N
X*.%,, if ||P(t)|| > n then Diagg(P(s.t)) = “YES™.

Diagnosis Correctness means that the diagnosis of a trace
w is “Yes” if all trajectories in [u] lie in Lo, (92), while it
is “No” if no trajectory in [u] lies in Lg, (92).

Bounded Diagnosability means that when observing a
trajectory in L£g,.(€2), a “Yes” answer should be produced
after finitely many observable events.

The following figure gives an intuitive explanation of
these notions when 2 = Q.

Diagg(u) =

Compatible
trajectories

([P(s-0)]

Now, a Correct

if Diagg
Bounded Diagnosability can be rephrased, by replacing
Diag,(P(s.t)) = “YES” with [P(s.t)] C Lg.(Q). We
obtain what we call the (2-diagnosability. Notice that this
is now a property of G' with respect to €.

Definition 5: An LTS G is §2(n)-diagnosable, where n €
N, whenever

provides Diagnosis,

Vs € Lo, () NL(G) NE*.5,,Vt € L(G)/s N E*.5,,
if |P(t)]| > n then [P(s.t)] C Lo, ().

G is said 2-diagnosable if it is 2(n)-diagnosable for some
n € N.

()-diagnosability says that when a trajectory s ending
with an observable event is recognized by the supervision
pattern (2, for any extension ¢ with enough observable
events, any trajectory s’ compatible with the observation
P(s.t) is also recognized by €.

The remark before Definition 5 is formalized by :

Proposition 1: If Diag, computes a Correct Diagnosis,
then G is ()-diagnosable if and only if the Bounded Diag-
nosability Property holds for Diag,.

As to show the unifying framework based on supervision
patterns, we here consider the very particular supervision

pattern ¢ of Section III-B, originally considered by [12],
[13] with the associated notion of f-diagnosability. Let us
first recall this notion.

Let G be an LTS which is alive and has no loop of
unobservable event. G is f-diagnosable whenever

AN €NVs € DLV e L(G) s WU 2 N, )
then Vu € L(G), P(u) = P(s.t) = u € L*. f.X*

The following proposition relates f-diagnosability with
Q¢-diagnosability:

Proposition 2: Let G be an LTS and assume that G is
alive and has no loop of internal events. Then G is f-
diagnosable if and only if G is 2 y-diagnosable.

Proof We first make the following remarks:

(@) uwe X fX*is equivalent to u € Lo, (Qy);

(b) seX*.fimplies s € Lg,(Qy);

Assume G is f-diagnosable, and that N € N fulfills
(1). We prove that G is Q¢ (IV)-diagnosable: consider s €
Lor(y) NE*E, and let t € L(G)/s N £*.X, with
|[P(t)]] > N; note that therefore ||t|| > N. It is easy to
show that s decomposes into s = s’.s” where s’ € T*.f,
with additionally s”.t € L(G)/s’. Now, ||t|| > N implies
Is”.t|| > N, which, by (1), entails that for any u € L(G)
with P(u) = P(s.t), we have u € £*.f.35* = Lo, (Qy).
This implies in particular that [P(s.t)] C Lo, ().

Reciprocally, assume G is €2¢(n)-diagnosable, for some
n. Let m be the length of the longest unobservable trajectory
in G (which exists by assumption), and consider N = (n+
1) *x m. Consider s € X*.f and ¢t € L(G)/s with ||t]] > N
(thus ||P(t)]] > n + 1). We have to prove that for any
u € L(G) with P(u) = P(s.t), we have u € X*.f.X*. Let
t = ty.to.t3 with t; € EZO.EO, to € X*.3,, and t3 € EZO.
Let s’ = s.t;. As Qp is stable and s € Lo, (Qy), s’ €
Lo (2p) NE*.E,. We have to € L(G)/s' N X*.3, with
[IP(t2)|| > n. By Qy(n)-diagnosability, for all u € L(G)
with P(u) = P(s.t), we have u € X*.f.5* = Lo, (5). ©

IV. ALGORITHMS FOR THE DIAGNOSIS PROBLEM

We now propose algorithms for the Diagnosis Problem
based on standard operations on LTSs. In a first stage
we base the construction of the Diagg, function on the
synchronous product of G and 2 and its determinisation,
and prove that the function Diag, computes a Correct
Diagnosis. Next, we propose an algorithm allowing to
check for the 2-diagnosability of an LTS, thus ensuring the
Bounded Diagnosis Property of the function Diagg. Hence
achieving the decision of the Diagnosis Problem.

A. Computing a candidate for the function Diag,

We propose a computation of the function Diag,: given
an LTS G and a supervision pattern {2, we first consider the
synchronous product G of G and Q) (see Definition 2).
Next we perform on G a second operation (see Defini-
tion 6) which associates to G, a deterministic LTS written
Det(Gq). We then show how Det(Gq) provides a function
Diag, delivering a Correct Diagnosis.
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Let us first introduce a determinisation function.

Definition 6: Let M = (Q,%,—,q,) be an LTS with
Y = Yuo U X,. The determinisation of M is the LTS
Det(M) = (X,%,, —a, X,) where X = 29 (the set of
subsets of @ called macro-states), X, = {q,} and —4=
{(X,0,An(X,35,.0) | X € XYando € X, }.

Notice that for this definition the target macro-state X’ of
a transition X 34 X' is only composed of states ¢’ of M
which are targets of sequences of transitions ¢ =3 ¢’ ending
with an observable event o. The reason for this definition is
the coherency with [.]. In fact, from the definition of —, in
Det(M), we infer that Aperar) (Xo, 1) = {An (0, [1])}
which means that the macro-state reached from X, by p in
Det(M) is composed of the set of states that are reached
from g, by trajectories of [u] in M.

Finally, determinisation preserves traces, so we have
L(Det(M)) = Traces(Det(M)) = Traces(M).

We now explain the construction of the diagnoser from
G and Q. Let us first consider the synchronous product
Gq = G x Q (see Definition 2). We then get L(Gq) =
L(G)NL(Q) = L(G) as Q is complete (thus L(Q2) = £*).
We also get Loxgr(Ga) = L(G) N Lo, (2) meaning that
the trajectories of GG accepted by 2 are exactly the accepted
trajectories of Gq. Finally note that @ x @ is stable in
G as both Q and Q) are stable by assumption.

We now apply determinisation to Ggq. We have
Traces(Det(Gq)) = Traces(Gq) = Traces(G) thus for
all € Traces(G), Aper(ca)(Xo 1) = {Aaq (g, [1]}-

We now establish the following fundamental results on
the construction Det(Ggq):

Proposition 3: For any p € Traces(G) = Traces(Gq),

ADet(GQ)(AXVOa ,LL) - Q X QF — [[,LL]] - ‘CQF (Q) (2)

ADet(GQ)(XOu /14) N Q X QF =0 3)

= [N Lop (@) =0

(2) means that all trajectories compatible with a trace
are accepted by (2 if and only p leads to a macro-state only
composed of marked states in Gg,.

(3) means that all trajectories compatible with p are not
accepted by  if and only if u leads to a macro-state only
composed of unmarked states in Gq,.

Proof The proof of (2) is established by the following
sequence of equivalences

Apet(ao)(Xo, 1) CQ X QF =
{AGQ (%a [[,LL]]} CRxQr —
1] € Loxgr(Ga) —

[u] € £(G) N Lop ()
Similarly, for the proof of (3) we have
Apet(Go) (X, ) NQ x Qr =0
{Aca(g [u]} N@xQr =0
[1] N Loxar(Ga) =0
[1] N L(G) N Lgp () =0
[l N Lgr(Q2) =0 as [u] € L(G)

IRy

We have now the material to define the function Diagg,
and to obtain the Correctness Diagnosis Property, following
directly from Proposition 3.

Theorem 1: Let Det(Ggq) be the LTS built as above, and
let Diagg, (1) be:

“YES”, if Apet(cq)(Xos ) € Q X QF
“NO”,  if Aper(co)(Xo, ) NQ X Qp =10 4
“r otherwise.

Diagg, computes a Correct Diagnosis.

B. Verifying the Bounded Diagnosis Property of Diag,

As we have established the Correctness of Diagg,, ac-
cording to Proposition 1, the Bounded Diagnosability Prop-
erty of Diag is provided by the ()-diagnosability of G.
We now propose an algorithm for deciding (2-diagnosability
(Definition 5).

This algorithm is adapted from [5], [14]. The idea is
that G is not (2-diagnosable if there exists an arbitrarily
long trace p, such that two trajectories compatible with p
disagree on Lg, (2) membership. We first introduce the
Delay-Observational-Closure OBS(Gq) that preserves the
information about L, (€2) membership while abstracting
away unobservable events. Next, a self-product OBS(Ggq) x
OBS(Gq) allows to extract from a trace p pairs of tra-
jectories of G and to check their L£g, (€2) membership
agreement.

Definition 7: For an LTS M = (Q, 3, —, q,), the Delay-
Observational-Closure of M is OBS(M) = (Q, X, —0, qo)
where ¢ -3, ¢/ whenever ¢ % ¢ in M for some s € X%
ando € X,.

By definition, for all ;1 € Traces(M), ¢ 5, ¢ in
OBS(Gg) if and only 3s € [u] s.t. ¢ = ¢’ in M.

Consider now OBS(Gq) = (Q',3,, —0,¢) and let T =
OBS(Gq) xOBS(Ggq) be the LTS (Q' X Q',X,, —r, (¢, ¢)-

By definition of OBS and synchronous product, if p €
Traces(G) and (g, o) =51 (q,q') there exists s, s’ € [u]
sit. ¢~ ¢ and ¢, = ¢’ in Gq.

We say that (¢,¢') € Q' X Q' is Q-determined whenever
qERQXQr < ¢ € Q x Qp. Otherwise, (g, q’) is said
undetermined.

A path in I is called an n-undetermined path if it contains
n + 1 consecutive 2-undetermined states (thus n events
between them). A path in I' is an wundetermined cycle if
it is a cycle which states are all undetermined.

We now show the relation between Q(n)-diagnosability
and the existence of n-undetermined paths.

Lemma 1: G is Q(n)-diagnosable if and only if there is
no reachable n-undetermined path in I

Proof Suppose there is no reachable n-undetermined path.
Let s € Lo.(Q) NE*E, and t € L(G)/s N E*.3, with
[|P(t)|| > n. We should prove that for all u € [P(s.t)],
u € Lo, (). Let p = P(s.t). Any path (q0,4)) =1 (¢,¢')
in T' can be decomposed into a path (q,, g) —r (r,7) 51
(¢:¢') with py = P(s) and po = P(t). We have [|ua]| =
[[P(t)|| > n thus (r,7) 5T (¢,¢') is a path with at least n
events. By hypothesis, one of the states along this path, say
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(94, q);) is determined, and as s € L. (), (ga, ¢};) is surely
in (QxQr)?. Now as QxQr is stable, (¢,q') € (QxQr)>.
It is then clear that for all u € [P(s.t)], u € Lo, ().

Conversely, suppose that there exists an n-undetermined
path p = (r,7') &% (¢,¢') in T with ||us|| = n (ie. all
states on the path are undetermined). If this path is reachable
there is also a path (g, g) =1 (r,7'). As (r,7') is undeter-
mined, there exists s, s’ € [u1] with s € Lo, (Q)NE*.5,,
and s’ ¢ Lg, (). There also exists ¢t € L(G)/s N T*E,
with P(t) = uo. As all states in path p are undetermined,
there exists ¢’ € L(G)/s' N ¥*.2, with P(t') = pe, but
st ¢ Lo, (). We thus have s € Lo, () N X*.3, and
t € L(G)/sNE*.Z, with ||P(t)|| > n, and s’ .t € [P(s.t)]
with §'./t' ¢ Lg.(2). This proves that G is not Q(n)-
diagnosable.

Theorem 2: G is S)-diagnosable if and only if there exists
n such that I" contains no reachable n-undetermined path.

Based on theorem 2 and on the fact that I' is finite state,
we conclude that

Corollary 1: G is not Q)-diagnosable if and only if T
contains a reachable undetermined cycle.

Using Proposition 1 and the construction of I, verifying
diagnosability amounts to check the existence of reachable
undetermined cycles in I', retrieving the idea of the algo-
rithm of [14], [5].

By Corollary 1 and Lemma 1, we get

Corollary 2: If G is Q-diagnosable, then G is Q(n + 1)-
diagnosable, and not §)(n)-diagnosable where n is the length
of the longest undetermined path of I'.

We now summarize the procedure to determine whether
G is ()-diagnosable: We perform a depth first search on
I" which either exhibits an undetermined cycle or ends by
having computed the length of the longest undetermined
sequence. Obviously, this has linear cost in the size of I'.

V. SUPERVISION EXAMPLE

The example we discuss here and given in Figure 6
illustrates the approach presented above. In this example,
we simply model the moves of a person in a building
composed of an office (1), a library (B), a reception (A) and
a coffee-shop (C). The doors from one part of the building
to another can be taken in only one direction. Transitions ¢;
model the crossings of the doors. Some doors are secured
by access-cards, possibly allowing the observation that a
person crosses the door. We consider the supervision pattern
Q (Figure 6) which expresses the fact that going twice to
the coffee-shop without going to the library is a behaviour
that has to be supervised.

Following the different steps described in the previous
sections, the product Go = G x € is used to label the
states of G' with respect to the supervision pattern 2. The
corresponding LTS is described in Figure 7.

Let us first assume that only the access-cards, correspond-
ing to the events ¢;, to are activated and thus observable
i.e. X, = {t1,t2}. Notice that the system then has internal

¥\ {t5}

£\ {15, 16,3}

Fig. 6. G and the corresponding supervision pattern 2

Fig. 7. Gq

events loops. The observable system OBS(Ggq) is given in
Figure 8.

Fig. 8.

OBS(Ggq) for o = {t1,t2}

It is easy to check that the LTS I' = OBS(Gq) X OBS(Gq)
(not represented here) has an undetermined reachable cycle:

((AN),(AN)) —t>21“ ((A.N).(ANI)) —t>21“ (AN),(AF)) —tel‘ (AN).(AF)),
thus G is not (2-diagnosable when the set of observable
events is X, = {t1,12}.

However, if the access-card t4 is activated (i.e. X, =
{t1,t2,t4}), the observable system OBS(Ggq) is given by
the LTS represented in Figure 9.

Fig. 9. OBS(GQ) for ¥o = {t1,t2,ta}

One can check that OBS(Gq) is deterministic. Thus
I' = OBS(Ggq) x OBS(Ggq) is isomorphic to OBS(Ggq),
and has no undetermined cycle. Consequently, G is (-
diagnosable for X, = {t1,to,t4}. Note that we also
have that Det(Gq) = OBS(Ggq). Thus OBS(Gq) actually
corresponds to the diagnoser.

VI. CONCLUSION

The present paper advocates the use of supervision pat-
terns for the description of diagnosis objectives. A super-
vision pattern is an automaton, like the ones used in many
different domains (verification, model-based testing, pattern
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matching, etc), in order to unambiguously denote a formal
language.

As illustrated in the paper, the fault-occurrence diagnosis
is a particular case of pattern diagnosis, but patterns are
also useful to describe more general objectives, as shown in
subsections III-A and section V. The concept of supervision
pattern is even more attractive in the sense that patterns
can be composed using usual combinators inherited from
language theory (union, intersection, concatenation, etc.).

We are interested in diagnosing the occurrence of trajec-
tories violating a safety property, which by definition can
be violated on a finite prefix. It is then natural to assume
that patterns recognize “extension-closed” languages, in the
sense that if a trajectory of the system belongs to the
language, so does any extension of this trajectory. This
is technically achieved by the stability assumption on the
automaton (). Adopting the behavioral properties point of
view on the patterns leads to the attempt to diagnose any
linear time pure past temporal formulas [8]. It is clear that
the properties we consider do not meet the LTL definable
properties handled by [6].

In the worry of exposing a fairly general framework for
diagnosis issues, the Diagnosis Problem is presented in
a rather denotational spirit, as opposed to the operational
spirit we find in the literature: we put the emphasis on the
diagnosis function Diagg with its correctness and bound-
edness diagnosability property. Correctness is an essential
property that ensures the accuracy of the diagnosis. More-
over, verifying the diagnosability property of the system
with respect to the supervision pattern guarantees that when
using Diag, online, an occurrence of the pattern will
eventually be diagnosed, and that this eventuality can be
quantified. It is the standard notion of “Diagnosability”, but
seen here as a mere mean to achieve a satisfactory diagnosis
function; we are aware that this point of view differs from
other classical approaches. The definition of diagnosability
as proposed here is automata-based, with G and €2, but
could as well be expressed in a language-based framework.

We now turn to technical aspects of the approach. We
have insisted on what the semantics of a trace is: a trace
denotes the set of trajectories which project onto this trace
and that necessarily end up with an observable event.
Consequences of this choice are manifold in the definitions
of Q-diagnosability, Det(Ggq) and OBS(G). We could have
chosen another semantics, impacting on the related defini-
tions accordingly: for example we could have considered
the set of trajectories which project onto this trace. What
is mostly important is the accurate match between the
semantics for traces and the other definitions: hence we
avoid displeasing discrepancies to determine precisely the
Diagnosability Bound, and even better, we have a clear
proof for the correctness of the synthesis algorithm. Howev-
er, we believe our choice is the most natural when admitting
that the diagnosis function implemented online as an output
verdict is reactive to an observable move of the system.

A more sophisticated diagnosis than the one explained

here can be derived from our construction - this is fairly
standard: for example, we can take advantage of knowing
that the Diagnosability bound is exactly n. Assume that,
after a trace y, the function Diagg, produces “?” on n + 2
consecutive events, then necessarily the trajectories compat-
ible with p cannot have met the pattern.

We terminate the discussion with future work perspec-
tives aiming two independent objectives. The first objective
is to extend the algorithms to more expressive classes of
systems, such as infinite systems where data informations is
exploited; this would enlarge significantly the applicability
of the methods. The second objective is to relax the stability
assumption, or equivalently to turn to languages which are
not “extension-closed”, intending to encompass frameworks
like [2] for intermittent faults.
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