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INDIVIDUAL-BASED MODELS FOR BACTERIAL CHEMOTAXIS
AND VARIANCE REDUCED SIMULATIONS ∗

MATHIAS ROUSSET † AND GIOVANNI SAMAEY ‡

Abstract. Velocity-jump models for the individual-based simulation of chemotaxis of bacteria
with internal dynamics are discussed. We analyze a fine-scale process with internal dynamics, and a
simpler process associated with a kinetic description. We first show that, in a diffusive asymptotics,
both processes converge towards the same advection-diffusion process. Subsequently, we couple the
jump times of both processes and analyze the variance of the difference between the two solutions.
We show that this coupling yields an “asymptotic” variance reduction (control variate), in the sense
that, in the diffusive asymptotics, the difference between the two processes has a variance which
vanishes with the small parameter. Finally, this coupling is used to construct a “hybrid” scheme
with reduced variance, by first computing a deterministic solution of the kinetic density description,
and then simulating the coupled processes to evaluate the difference with the exact solution with
internal dynamics.
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2 Variance reduced simulation of chemotaxis

1. Introduction

Generally, the motion of flagellated bacteria consists of a sequence of run phases,
during which a bacterium moves in a straight line at constant speed. The bacterium
changes direction in a tumble phase, which is much shorter than the run phase and
acts as a reorientation. Hence, the motion of an individual bacterium is usually
modeled as a velocity-jump process. To bias movement towards regions with high
concentration of chemoattractant, the bacterium adjusts its turning rate to increase,
resp. decrease, the chance of tumbling when moving in an unfavorable, resp. favorable,
direction [2, 29]. Since many species are unable to sense chemoattractant gradients
reliably due to their small size, this is often done via an intracellular mechanism
that provides a type of memory [3]. This memory effect can be modeled using an
ordinary differential equation (ODE), resulting in an individual-based model with
internal state.

In this paper, we analyze individual-based simulations for chemotaxis of bacteria
that incorporate such internal dynamics, using a slight generalization of a model that
was first introduced by Erban and Othmer [11]. The goal of the paper is twofold.
First, we analyze the model with internal dynamics, and a simpler, coarse process
associated with a kinetic description. We show that, in a diffusive asymptotics, both
converge towards the same advection-diffusion limit. We use a rigorous, probabilistic
point of view in the asymptotic analysis, without moment closure assumptions. The
proposed method also enables to deal with non-linear internal dynamics and non-
linear jump rate mechanisms. Second, we use the simpler kinetic process as a control
variate to significantly reduce the variance of the individual-based simulations. The
variance reduction is achieved by coupling the velocity jump times of the individual-
based simulation, and turns out to be “asymptotic” in the sense that the variance of
the estimation vanishes in the diffusive asymptotics. The resulting variance reduced
method can then be used to simulate the evolution of the bacterial density, by us-
ing a deterministic solver to compute the kinetic description, and using the coupled
processes to compute the difference with the exact solution.

The idea of “asymptotic variance reduction” is a general and very recent idea
in scientific computing that appears when using hybrid Monte-Carlo/PDE (partial
differential equations) methods. Up to our knowledge, the only explicit attempt to
develop “asymptotic variance reduction” in hybrid methods can be found in [6] and
related papers, in the context of the Boltzmann equation. The most broad picture of
the idea developed in the present paper is given by the following table:

Model Numerics
Fine-scale Model–Particle description Monte-Carlo method
Coarse Model–Particle description Monte-Carlo method (coupled)
Coarse Model–Continuum description Grid method

When both a continuum and a particle description are available for a coarse model
that approximates a given fine-scale particle description, the idea is to construct a
coupling between the coarse and fine-scale particle descriptions to obtain a variance
reduced scheme for the fine-scale model. To this end, the fine-scale and coarse par-
ticle descriptions have to be simulated with similar schemes using the same random
numbers. Evolution of the fine-scale model is then evaluated on the grid at hand by
adding to the evolution of the coarse continuum description the difference between
the two coupled particle descriptions.

In chemotaxis, the bacterial density is expected to satisfy an advection-diffusion
equation on large space and time scales, in which a chemotactic sensitivity coeffi-
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cient incorporates the effect of chemoattractant concentrations on the density fluxes.
This assumption leads to the classical Keller–Segel equations (see [18], and [16, 17]
for numerous historical references). Several works have considered the motion of
a bacterium to be governed by a velocity-jump process corresponding to a kinetic
description for the phase-space density [1, 23, 26]. These models can be shown to
converge to a Keller–Segel equation in the appropriate drift-diffusion limit [5, 15, 24,
e.g.]. Moreover, unlike the limiting Keller–Segel equation [4, 14, 25, e.g.], the kinetic
description does not exhibit finite-time blow-up (which is believed to be unphysical)
under certain biologically relevant assumptions on the turning kernel [5].

As in [11], we will supplement a velocity-jump process with a model for the
evolution of the internal state of the bacteria as a function of the chemoattractant
concentrations, and specify the turning rates as a function of these internal states.
The internal variables then appear as extra dimensions in the kinetic equation. Using
moment closure assumptions and an appropriate (diffusion) scaling, the Keller–Segel
limit has been derived formally from the model with internal variables; the parameters
of internal dynamics appearing in the expression for the chemotactic sensitivity [10,
11]. Due to the possibly high number of dimensions of the kinetic model with internal
state, the evolution of the bacterial density away from the advection-diffusion limit
can only be simulated using a stochastic particle method.

In this context, the “asymptotic variance reduction” method can be depicted
using the following table:

Model Numerics
Internal state–Individual description Monte-Carlo method
Kinetic model–Individual description Monte-Carlo method (coupled)
Kinetic model–Density description Grid method

The bacterial density is then obtained by comparing the difference between the two
coupled Monte-Carlo schemes, using a kernel density estimation [27, 28]. In this
paper, we will assume that the computation of the density of bacteria under the
kinetic description can be performed accurately with a grid method. Note that in
dimension 3 or even 2, this can become cumbersome, and the grid computation should
be carried out at the level of advection-diffusion description only, using a second level
of coupling, between the velocity-jump process associated with the kinetic description,
and the stochastic differential equation associated with the advection-diffusion limit.
This is left for future work.

The paper is organized as follows. In Section 2, we discuss the different velocity-
jump processes that will be considered. In Section 3, we show that, in the diffusive
asymptotics and with an appropriate scaling (1) both the model with internal state
and the kinetic model converge to an advection-diffusion equation; (2) the variance of
the difference between the two coupled process vanishes with a given order. Section 4
discusses a discretization scheme for the velocity-jump processes that retains these
continuum coupling properties. We illustrate the analysis in Section 5 and apply the
method to a long time simulation in Section 6. Section 7 contains conclusions and a
discussion of possibilities for future work.

2. Particle-based models for bacterial chemotaxis

2.1. The general model
In the models considered in the present paper, bacteria are sensitive to the concen-

tration of m chemoattractants (Si(x))1≤i≤m, with Si(x)≥0 for x∈R
d. While we do

not consider time dependence of S(x) by production or consumption of chemoattrac-
tant by the bacteria, a generalization to this situation is straightforward. Bacteria
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move with a constant speed v (run), and change direction at random instances in
time (tumble), in an attempt to move towards regions with high chemoattractant
concentrations. As in [10], we will describe this behavior by a velocity-jump process
driven by some internal state y∈Y⊂R

n of each individual bacterium, with n≥m.
The internal state models the memory of the bacterium and is subject to an evolution
mechanism attracted by the chemoattractants concentrations:

S(x) :=(S1(x),. ..,Sm(x),0,. ..,0)∈R
n,

where x is the present position of the bacterium and we have added some additional
fixed (null) values to match the dimensions of S and y. The motion of each bacterium
is then characterized by three physical scales:

• The typical length ls of the chemoattractant concentration variations, and
the associated time tx, where ls/tx is the typical speed of a bacterium,

• The typical time ty of the evolution of the internal state,
• The typical time tλ between two changes of the bacterium velocity direction

(tumbling).

Note that several typical time scales (t1,y ≫ t2,y ≫ .. .) may in fact be required to
describe the evolution of the internal state; ty := t1,y is assumed to be the largest.

After scaling in dimensionless form using (ls,tλ) as a reference for length and time,
the evolution of each bacterium individual position will be denoted:

t 7→Xt,

with normalized velocity:

dXt

dt
=

tλ
tx

Vt, Vt ∈V=S
d−1,

with S
d−1 the unit sphere in R

d. The evolution of the internal state is denoted by
t 7→Yt. The internal state adapts to the local chemoattractant concentration through
a known and numerically computable ordinary differential equation (ODE):

dYt

dt
=

tλ
ty

F (Yt,S(Xt)), (2.1)

which is required to have a unique fixed point given by the chemoattractant concen-
trations with additional null values S(x); more precisely, the equation F (y,S(x))=0
has a unique solution y∗ =S(x∗) for every fixed value x∗∈R

d. In the above, the func-
tion F is normalized so that the largest time scale of the convergence of the ODE
dYs

ds
=F (Yt,S(x)) to its stationary state is of order O(1) for any x. We also intro-

duce the deviations from equilibrium z =S(x)−y. The evolution of these deviations
is denoted as

t 7→Zt =S(Xt)−Yt,

and the associated evolution equation is given by

dZt

dt
=

tλ
tx
∇S(Xt)Vt−

tλ
ty

F (Yt,S(Xt)), (2.2)
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with, by convention, the gradient ∇S∈R
n×d for S :Rd →R

n. The velocity of each
bacterium is switched at random jump times (Tn)n≥1 that are generated via a Pois-
son process with a time dependent rate given by λ(Zt), where z 7→λ(z) is a smooth
function satisfying

0<λmin≤λ(z)≤λmax. (2.3)

The new velocity Vn at time Tn is generated at random according to a centered
probability distribution M(dv) with

∫
vM(dv)=0, typically

M(dv)=σSd−1(dv),

where σSd−1 is the uniform distribution on the unit sphere.
The resulting fine-scale stochastic evolution of a bacterium is then described by

a left continuous with right limits (lcrl) process

t 7→ (Xt,Vt,Yt),

which satisfies the following differential velocity-jump equation:







dXt

dt
=

tλ
tx

Vt

dYt

dt
=

tλ
ty

F (Yt,S(Xt))
∫ Tn+1

Tn
λ(Zt)dt=θn+1, with Zt :=S(Xt)−Yt

Vt =Vn for t∈ [Tn,Tn+1] ,

(2.4)

with initial condition X0,V0∈R
d, Y0∈R

n and T0 =0. In (2.14), (θn)n≥1 denote i.i.d.
random variables, with normalized exponential distribution, and (Vn)n≥1 denote i.i.d.
random variables with distribution M(dv).
Remark 2.1. In one spatial dimension, assuming that M(dv)= 1

2 (δ+1 +δ−1), the
system (2.14) is equivalent to the following:







dXt

dt
=

tλ
tx

Vt

dYt

dt
=

tλ
ty

F (Xt,S(Yt))

∫ Tn+1

Tn

2λ(Zt)dt=θn+1,

Vt =Vn+1 for t∈ [Tn,Tn+1] with Vn+1 =−Vn,

(2.5)

in the sense that both processes have the same probability path distribution. This can
be checked on the Markov infinitesimal generator of probability transitions, see (2.18)
and discussion below.

2.2. Example
For concreteness, we provide a specific example, adapted from [10], which will also

be used later on to illustrate our results numerically. We consider m=1, i.e. there
is only one chemoattractant S1(x). We first describe a cartoon dynamics exhibiting
an excitation-adaptation behaviour. The internal state is two-dimensional, i.e. n=2,
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and y =(y1,y2) satisfies the following ODE:







dy1(t)

dt
=

S1(x)−y1(t)

ta
,

dy2(t)

dt
=

−S1(x)+y1(t)−y2(t)

te
,

(2.6)

in which ta, resp. te, represent an adaptation, resp. excitation, time; and y1,
resp. y2, represent the adapting, resp. exciting, variable. This model has a single
fixed point y∗ =(y∗

1 ,y∗
2)=(S1(x),0)=S(x), and the deviation variables are given by

z =(z1,z2)=(S1(x)−y1,−y2). The variable y1 therefore adapts “slowly” to the envi-
ronment and memorizes it, while y2 computes “faster” the lag y1−S1(x), giving the
response to changing environments. When the excitation time is much smaller than
the adaptation time, te ≪ ta, internal dynamics reduce to a scalar equation

dy1(t)

dt
=

S1(x)−y1

ta
, (2.7)

while the exciting variable reduces to the difference y2 =y1−S1(x) which is instantly
learned by the bacteria.

For the turning rate z 7→λ(z), we choose the following nonlinear strictly decreasing
smooth function which depends on the scalar ζ = bT z, for instance

λ(z)≡λ(ζ)=2λ0

(
1

2
−

1

π
arctan

(
π

2λ0
ζ

))

. (2.8)

For (2.6), we may choose

{

z =(S1(x),0)−y∈R
2,

b=(0,β), β >0,

in which ζ =−βy2 >0, resp. ζ =−βy2 <0, give the information to the bacterium that
it is moving in a favorable, resp. unfavorable, direction. A linear approximation of
the turning rate is then given by

λ(z)≡λ0−bT z. (2.9)

When internal dynamics is governed by (2.7), the turning rate becomes a function of
ζ =z1 =S(x)−y1.

2.3. Asymptotic regimes and kinetic formulation In the present work, the
typical time tx associated with chemoattractant variations as seen from the bacteria
will be assumed to be large compared to the typical time of random change of velocity
direction tλ:

ǫ :=
tλ
tx

≪1. (2.10)

We may then assume that the ODE (2.2) driving the internal state is well approxi-
mated by a near equilibrium evolution equation in the sense that:

F̄ (y,S(x)) :=
tλ
ty

F (Yt,S(Xt))=−τ−1(y−S(x))+Oτ (|S(x)−y|
2
), (2.11)
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where τ ∈R
n×n is an invertible constant matrix with strictly positive real part of the

spectrum.
Remark 2.2. Throughout the text, the Landau symbol O denotes a deterministic
function that may depend on all the parameters of the model, but that is globally
Lipshitz uniformly with respect to the variables/parameters of the model except λ0, b,
S and its derivatives. When F is non-linear, Landau symbols may also depend on τ ,
and we will use the notation Oτ . The same convention holds for constants denoted
K or Kτ whose precise value may vary from line to line. This yields the estimate:

dZt

dt
=−τ−1Zt +ǫ∇S(Xt)Vt +Oτ (|Zt|

2
). (2.12)

We will denote by rK(τ−1)>0 the optimal rate such that:

∀α>0,
∥
∥
∥e−ατ−1

∥
∥
∥≤Ke−αrK(τ−1).

In what follows, we choose an arbitrary fixed constant K and denote simply r≡ rK the
optimal rate associated with K. The largest timescale of the internal state evolution

can thus be defined by ty =
tλ

r(τ−1)
. The turning rate is assumed to satisfy

λ(z)=λ0−bT z+O
(

|z|
2
)

, (2.13)

where b∈R
n is assumed to be independent of x. The dynamics of bacteria is then

described by the following differential velocity-jump equation:







dXt

dt = ǫVt

dYt

dt = F̄ (Yt,S(Xt))
∫ Tn+1

Tn
λ(Zt)dt=θn+1, with Zt :=S(Xt)−Yt

Vt =Vn for t∈ [Tn,Tn+1] ,

(2.14)

where (λ,F̄ ) verify (2.13)-(2.11).
We then assume that the solution of the ODE driving the internal state in (2.14)

satisfies the following long time behavior:
Assumption 2.3. The solution of the equation (2.14) verify:

sup
t∈[0,+∞]

|Zt|=Oτ (|Z0|+ǫ),

where the Landau symbol O is uniform in (x,y,v,ǫ). The Assumption 2.3 is motivated
by the linear case, where such a behavior always holds. We will also consider the
following linearity assumption:
Assumption 2.4. The evolution equation of the internal state and the velocity jump
rate are linear:

{
dZt

dt =−τ−1Zt +ǫ∇S(Xt)Vt,

λ(z) =λ0−bT z.

Note that under Assumption 2.4, Assumption 2.3 is verified by applying Duhamel’s
integration formula. Indeed, the latter yields:

Zt =e−tτ−1

Z0 +ǫ

∫ t

0

e−(t−t′)τ−1

∇S(Xt′)Vt′dt′, (2.15)
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which gives:

sup
t∈[0,+∞]

|Zt|=O

(

|Z0|+
ǫ

r(τ−1)

)

, (2.16)

where the Landau symbol O is indeed uniform in τ . This ensures that for small
enough Z0 and ǫ, the turning rate λ(Zt)≥λmin for all t≥0.

In the non-linear case under Assumption 2.3, we will assume that τ is fixed. In the
linear case given by Assumption 2.4, τ ≡ τǫ may also depend on ǫ, and the following
asymptotic regime will be considered

ǫ≪ r(τ−1
ǫ )≤K, (2.17)

which amounts to considering fast evolutions of the internal state compared to
chemoattractant variations as seen from the bacteria ty ≪ tx.

The probability distribution density of the process at time t with respect to the
measure dxM(dv)dy is denoted as p(x,v,y,t), suppressing the dependence on ǫ for
notational convenience, and evolves according to the Kolomogorov forward evolution
equation (or master equation). In the present context, the latter is the following
kinetic equation

∂tp+ǫv ·∇xp+divy

(
F̄ (x,y)p

)
=λ(S(x)−y)(R(p)−p), (2.18)

where

R(p) :=

∫

v∈Sd−1

p(·,v,·)M(dv)

is the operator integrating velocities wrt M. The reader is referred to [12, Chapter 4]
for the derivation of master equations associated to Markov jump processes.

2.4. Model with direct gradient sensing (control process)
The process with internal state (2.14) will be coupled1 with a simplified velocity-

jump process without internal state. The coupled process without internal state will
be called the control process since it will be used in Section 3.3 to perform variance
reduced simulations of (2.14).

The control process is a Markov process in position-velocity variables

t 7→ (Xc
t ,V c

t ),

which evolve according to the following differential velocity-jump equations:






dXc
t

dt
= ǫV c

t

∫ T c
n+1

T c
n

λc(Xc
t ,V c

t )dt=θn+1

V c
t =Vn for t∈ [T c

n,T c
n+1] ,

(2.19)

with initial condition X0,V0∈R
d. In (2.19), (θn)n≥1 denote i.i.d. random variables,

with normalized exponential distribution, and (Vn)n≥1 denote i.i.d. random variables

1A coupling between two random processes, or more generally between two random variables,
is a way of constructing them on the same probability space. Practically speaking, it amounts to
choose a particular correlation between the two sets of random numbers generating them.
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with distribution M(dv). The coupling between (2.19) and (2.14) precisely comes
from the fact that the set of generating random variables (θn)n≥1 and (Vn)n≥1 are
the same. The turning rate of the control process is assumed to satisfy

λc(x,v) :=λ0−ǫAT (x)v+O(ǫ2), (2.20)

for some vector field A(x)∈R
d.

The analysis in Section 3 will show that the appropriate choice for A(x) is given
by

A(x)= bT τ

λ0τ +Id
∇S(x), (2.21)

where b, τ , and λ0 were introduced in (2.11)-(2.13) as parameters of the process with
internal state, and Id∈R

n×n is the identity matrix.

The model (2.20) may describe a large bacteria that are able to directly sense
chemoattractant gradients. In the case m=n=1, the turning rate (2.20) is pro-
portional to ∇S(x)v∈R, which can be interpreted as follows: the rate at which a
bacterium will change its velocity direction depends on the alignment of the velocity
with the gradient of the chemoattractant concentration ∇S(x), resulting in a trans-
port towards areas with higher chemoattractant concentrations. The model can also
be derived from the internal state model (2.14) in the special asymptotics where bac-
teria learn the value of the chemoattractants concentrations infinitely fast. We have
the following lemma.

Lemma 2.5. Consider a sequence (τk,bk)k≥0 such that ‖τk‖ →
k→∞

0 with bT
k τk → b̄T for

some vector b̄∈R
n, and

sup
k

∥
∥τ−1

k

∥
∥

r(τ−1
k )

<+∞. (2.22)

Consider the process with internal state t 7→ (Xk
t ,V k

t ,Y k
t ) solution of (2.14), and as-

sume (2.11)-(2.13). The process converges almost surely, with respect to the Skorohod
metric, towards the gradient sensing process solution of (2.19) with velocity-jump rate:

λ0−ǫb̄T∇S(x)v.

A proof is given in Appendix A. It relies on the definition of the Skorohod metric and
associated convergence and compacity criteria, see [12, 22]. In the present context
of finite number of jumps, convergence with respect to the Skorohod topology is
equivalent to convergence of the jump times and sizes, and uniform convergence away
from jump times.

The distribution density of the control process at time t with respect to the
measure dxM(dv) is denoted as pc(x,v,t), and evolves according to the kinetic/master
equation:

∂tp
c +ǫv ·∇xpc =(R(λcp)−λcp), (2.23)

where R is the operator integrating velocities wrt M. Note that we have again
suppressed the dependence of pc(x,v,t) on ǫ. (2.23) should be compared to (2.18).
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2.5. Coupling, simulation and variance reduction Introducing an internal
state mechanism increases the dimensionality of the system. It can then become
cumbersome to simulate directly the kinetic equation (2.18) for the process with
internal state (2.14) over diffusive time scales:

t= t̄/ǫ2,

for t̄>0. Let us introduce the position bacterial density of the process with internal
state (2.14)-(2.18)

nǫ(x,t̄) :=n(x,t̄) :=

∫

V

p(x,v, t̄/ǫ2)M(dv), (2.24)

and similarly the position bacterial density of the control process (2.19)-(2.23)

nc,ǫ(x,t̄) :=nc(x,t̄) :=

∫

V

pc(x,v, t̄/ǫ2)M(dv). (2.25)

For given values of ǫ, we will therefore use an ensemble of N particles {Xi
t}

N
i=1,

resp. {Xi,c
t }N

i=1, that evolve according to (2.14), resp. (2.19). The density can then
be computed via standard kernel density estimation [27, 28],

n̂N (x,t̄)=
1

Nh

N∑

i=1

Kh(x−Xi
t̄/ǫ2), (2.26)

and similarly for n̂c
N . Here Kh represents a suitable (e.g. Gaussian) kernel function;

the bandwidth h can be chosen based on the data, for instance using the Silverman
heuristic [28].

We will reduce the variance of this simulation by exploiting the coupling between
the two ensembles. To this end, we will simulate (2.14) and (2.19) using the same
random numbers (θn)n≥1 and (Vn)n≥0, to obtain a strong correlation between Xi

t and

Xi,c
t for each realization. The important point is that a deterministic solution nc(x,t)

for the control process may be obtained with deterministic grid-based methods, either
by direct simulation of the kinetic equation or by obtaining a moment system that
is accurate up to a desired order O(ǫk). An improved estimate n̄N (x,t̄) can then be
obtained by solving the deterministic equation for nc(x,t) using a grid-based method,
and to add the difference between the two coupled particle simulations,

n̄N (x,t̄)=Kh ∗nc(x,t̄)+(n̂N (x,t̄)− n̂c
N (x,t̄)), (2.27)

where ∗ denotes the usual convolution operator. In (2.27), n̂N (x,t̄) and n̂c
N (x,t̄)

are computed by simulating the two coupled processes, while nc(x,t̄) is computed
by a seperate deterministic solver. By construction, the expectation E(n̄N (x,t̄))=
Kh ∗n(x,t̄)+O(ǫk), while fluctuations are much reduced if n̂N (x,t̄) and n̂c

N (x,t̄) are
strongly correlated. In Section 3.3, the variance of n̂N (x,t̄)− n̂c

N (x,t̄) will be esti-
mated.

In Section 5, we will illustrate this result numerically. The simulations will re-
veal that the coupling degenerates rapidly as a function of diffusive time t̄. We will
therefore restore the coupling at fixed time instances t̄n =nδt̄pde, where δt̄pde is the
time step used to compute nc(x,t̄) with a deterministic solver. This is done as follows:
Assume the simulation of the coupled processes have been performed on [t̄n−1, t̄n]. At
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t̄= t̄n, we stop the simulation and compute the variance-reduced density estimator
n̄N (x,t̄n) using (2.27). We then reinitialize the control particles

Xi,c
t̄n/ǫ2 =Xi

t̄n/ǫ2 , V i,c
t̄n/ǫ2 =V i

t̄n/ǫ2 , i=1,. ..,N,

and reinitialize the current deterministic solution to be

nc(x,t̄n) := n̄N (x,t̄n).

The simulation is then continued.

3. Advection-diffusion limits

3.1. Limit of the kinetic control process In this section, classical prob-
abilistic arguments will be used to derive the pathwise advection-diffusion limit of
the control process (2.19) when ǫ→0. It should be noted that this diffusive limit as
already been extensively studied in the context of bacterial chemotaxis, see e.g. [15]
for justifications of Hilbert expansions at the PDE level, and [30] where the diffusive
limit of some more general class of stochastic processes is suggested. However, we
give the probabilistic arguments in extenso since they do not seem to appear as such
in the literature, and moreover will be of interest for the analysis of both the model
with internal state, and the coupling.

Diffusive times are denoted by

t̄ := tǫ2,

and the control process considered on diffusive time scales:

Xc,ǫ
t̄ :=Xc

t̄/ǫ2 .

The latter converges for ǫ→0 towards an advection-diffusion process, satisfying the
stochastic differential equation (SDE):

dXc,0
t̄ =

(

DA(Xc,0
t̄ )

λ0
dt̄+

(
2D

λ0

)1/2

dWt̄

)

, (3.1)

where t̄ 7→Wt̄ is a standard Brownian motion, and the diffusion matrix is given by the
covariance of the Maxwellian distribution:

D =

∫

Sd−1

v⊗vM(dv)∈R
d×d.

In particular, this result implies at the level of the Kolomogorov/master evolution
equation, that the position bacterial density (2.25) satisfies the advection-diffusion
equation

∂t̄n
c,0 =

1

λ0
divx

(
D∇xnc,0−DA(x)nc,0

)
(3.2)

on diffusive time scales as ǫ→0.
The proof relies on the perturbation analysis of the jump times difference in the

following lemma.
Lemma 3.1. The difference between two jump times of the control process satisfies

∆T c
n+1 :=T c

n+1−T c
n =

θn+1

λ0
+ǫ

θn+1

λ2
0

AT (Xc
T c

n
)Vn +(1+θn+1)O(ǫ2), (3.3)
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where the Landau symbol O is uniform with respect to τ when A is given by (2.21).
Proof. Use (2.20) to get,

λc(Xc
t ,V c

t )=λ0−ǫAT (Xc
t )Vnds+O(ǫ2)

=λ0−ǫAT (Xc
T c

n
)Vn +(‖∇A‖∞+1)O(ǫ2).

Integrating on time interval [T c
n,T c

n+1] yields:

∆T c
n+1 =

θn+1

λ0−ǫAT (Xc
T c

n
)Vn

+O(ǫ2)

=
θn+1

λ0

(

1+ǫ
1

λ0
AT (Xc

T c
n
)Vn

)

+(1+θn+1)O(ǫ2).

Remark that when A is given by (2.21):

sup
τ

(‖∇A‖∞+‖A‖∞)≤
|b|

λ0
(‖Hess(S)‖∞+‖∇S‖∞).

Then the following result holds:
Proposition 3.2. The process t̄ 7→Xc,ǫ

t̄ =Xc
t/ǫ2 converges in distribution (with respect

to the topology of uniform convergence) towards t̄ 7→Xc,0
t̄ , solution of the SDE (3.1).

As a consequence, the density nc,ǫ of the control process defined in (2.25) converges
weakly towards nc,0 (3.2).

Proof. Let us introduce the process with random time change:

X̃c,ǫ
t̄ =Xc

0 +

⌊λ0 t̄/ǫ2⌋−1
∑

n=0

ǫ∆T c
n+1Vn. (3.4)

We can compute the limit of the time changed process t̄ 7→ X̃c,ǫ
t̄ . Applying standard

results of weak convergence of Euler discretization of SDEs (see [21]) shows that
t̄→Xc,ǫ

t̄ converges in distribution for the uniform convergence topology to the solution

t̄ 7→Xc,0
t̄ of an SDE. The diffusion coefficient of the latter SDE can be computed in

(3.4) using the expansion (3.3) and the independence between the random variables
Vn, θn+1, and the past trajectory (Xc

t )t≤T c
n
. This yields:

ǫ2E

(

Vn⊗Vn

(
∆T c

n+1

)2
|Xc

T c
n

)

=
ǫ2

λ2
0

DE(θ2
n+1)+O(ǫ3)=

2ǫ2

λ2
0

D+O(ǫ3);

as well as the drift coefficient:

ǫE
(

Vn∆T c
n+1|X

c
T c

n

)

= ǫ2
1

λ2
0

DA(Xc
T c

n
)+O(ǫ3);

which yields in the end the SDE (3.1). To obtain (3.1), remark that the number of
jumps is multiplied by λ0 in the sum defining t̄ 7→ X̃c,ǫ

t̄ , which amounts to multiply by
λ0 the drift and the diffusion coefficients.

It remains to show that t̄→ X̃c,ǫ
t̄ and t̄→Xc,ǫ

t̄ converge to the same limit. For
this purpose, let us introduce the random time change

αc,ǫ(t̄)= ǫ2T c
⌊λ0 t̄/ǫ2⌋+ǫ2

(

T c
⌊λ0 t̄/ǫ2⌋+1−T c

⌊λ0 t̄/ǫ2⌋

)(
λ0t̄/ǫ2−⌊λ0t̄/ǫ2⌋

)
(3.5)

=

⌊λ0 t̄/ǫ2⌋
∑

n=1

ǫ2∆T c
n +ǫ2

(

∆T c
⌊λ0 t̄/ǫ2⌋+1

)(
λ0t̄/ǫ2−⌊λ0t̄/ǫ2⌋

)
, (3.6)
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which is the linear interpolation of the jump times (T c
n)n≥0, and by construction is

almost surely strictly increasing and continuous. Using (3.3), we get:

αc,ǫ(t̄)=
ǫ2

λ0

⌊λ0 t̄/ǫ2⌋
∑

n=1

θn +
O(ǫ3)

λ0

⌊λ0 t̄/ǫ2⌋
∑

n=1

(θn +1),

so that t̄ 7→αc,ǫ(t̄) converges in distribution on any time interval [0,T ] for the uni-
form convergence topology towards the deterministic function t̄ 7→ t̄ (see e.g. [22]).
The same hold true for the inverse time change t̄ 7→α−1

c,ǫ (t̄) by using for instance the
inequality:

sup
t̄∈[0,T ]

∣
∣α−1

c,ǫ (t̄)− t̄
∣
∣∧1= sup

t̄∈[0,α−1
c,ǫ(T )]

|αc,ǫ(t̄)− t̄|∧1

≤ sup
t̄∈[0,2T ]

|αc,ǫ(t̄)− t̄|∧1+1T≥αc,ǫ(2T ).

Applying the random time change to the process yields by construction:

Xc,ǫ
αc,ǫ(t̄)

= X̃c,ǫ
t̄ +ǫV⌊λ0 t̄/ǫ2⌋

(
αc,ǫ(t̄)

ǫ2
−T c

⌊λ0 t̄/ǫ2⌋

)

= X̃c,ǫ
t̄ +ǫV⌊λ0 t̄/ǫ2⌋

(

∆T c
⌊λ0 t̄/ǫ2⌋+1

)(
λ0t̄/ǫ2−⌊λ0t̄/ǫ2⌋

)

= X̃c,ǫ
t̄ +θ⌊λ0 t̄/ǫ2⌋+1O(ǫ). (3.7)

Since t̄ 7→α−1
c,ǫ (t̄) converges to a deterministic limit, the coupled process t̄ 7→

(Xc,ǫ

α−1
c,ǫ(t̄)

,α−1
c,ǫ (t̄)) also converges to t̄ 7→ (Xc,0

t̄ , t̄), and we can consider a Skorokhod

embedding2 associated with this convergence. Then we can write:

sup
t̄∈[0,T ]

∣
∣
∣X

c,ǫ
t̄ −Xc,0

t̄

∣
∣
∣∧1

≤ sup
t̄∈[0,2T ]

∣
∣
∣X

c,ǫ

α−1
c,ǫ(t̄)

−Xc,0

α−1
c,ǫ(t̄)

∣
∣
∣∧1+ sup

t̄∈[0,2T ]

∣
∣
∣X

c,0
t̄ −Xc,0

α−1
c,ǫ(t̄)

∣
∣
∣∧1+1T≥αc,ǫ(2T ),

and the right hand side converges almost surely using the (uniform) continuity of
t̄ 7→Xc,0

t̄ .

Remark 3.3. In one spatial dimension, one can describe the evolution of the dis-
tribution density pc(x,v,t) of the control process as follows [10]. We introduce the
distributions of left-moving and right-moving particles pc

±(x,t)=pc(x,v =±1,t), and
write, using (2.18):







∂tp
c
+ +ǫ∂xpc

+ =−
λc(x,+1)

2
pc
+ +

λc(x,−1)

2
pc
−

∂tp
c
−−ǫ∂xpc

− =
λc(x,+1)

2
pc
+−

λc(x,−1)

2
pc
−

. (3.8)

2A Skorokhod embedding associated with an extracted sequence (ǫn)
n≥0 is a new probability

space coupling the whole sequence of random processes; for each ǫn the distribution law of the process
has to be respected on the one hand, and the sequence has to converge almost surely on the other
hand (see [22, Chapter 3]).
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If we assume λc(x,v) to be a linear function,

λc(x,v)=λ0−ǫA(x)v, (3.9)

is easy to see that equation (3.8) is equivalent to

∂2
t nc +λ0∂tn

c =∂x

(
ǫ2∂xnc−ǫ2A(x)nc

)
, (3.10)

which, on diffusive time-scales t̄= tǫ2, is equivalent to (3.2) in the limit when ǫ→0.
Note, however, that the assumption (3.9) requires |A(x)|≤λ0/ǫ to retain positivity of
the turning rate.

3.2. Limit of the process with internal state
In the same way, a standard probabilistic diffusion approximation argument can

be used to derive the pathwise diffusive limit of the process (2.14). We denote by

Xǫ
t̄ =Xt/ǫ2 ,

the process with internal state on diffusive time scales. When A(x) is chosen according
to (2.21), this process converges towards a solution of the same advection-diffusion
SDE (3.1) as the control process when ǫ→0. If we introduce the bacterial density as

n(x,t)=

∫

Y

∫

V

p(x,v,y,t)M(dv)dy, (3.11)

this implies that n satisfies (3.2) on diffusive time scales as ǫ→0. Moreover, in the
linear Asumption 2.4, the result still holds for the relaxed regime:

ǫ≪ r(τ−1
ǫ )≤K.

The proof relies on the following lemma:
Lemma 3.4. Suppose either Assumption 2.3 or 2.4 are satisfied, and let |Z0|=O(ǫ).
Then the difference between two jump times

∆Tn+1 :=Tn+1−Tn

satisfies:

θn+1 =λ0∆Tn+1−bT
(

Id−e−∆Tn+1τ−1
)

τZTn

−ǫbT
(

∆Tn+1τ −(Id−e−∆Tn+1τ−1

)τ2
)

∇S(Xn)Vn +θ2
n+1Oτ

(
ǫ2
)
.

(3.12)

Under Assumption 2.4, the Landau symbol Oτ can be taken uniform in τ , Oτ ≡O.
Proof. Let us first consider the linear case (Assumption 2.4).
Duhamel’s integration of (2.12) on [Tn,Tn+1] with Assumption 2.4 yields

Zt =e−(t−Tn)τ−1

ZTn
+ǫ

∫ t

Tn

e−(t−t′)τ−1

∇S(Xt′)Vt′dt′ (3.13)

Since S is smooth, Xt′ can be expanded near XTn
up to an error of order (t′−Tn)×ǫ.

It yields:

Zt =e−(t−Tn)τ−1

ZTn
+ǫ
(

Id−e−(t−Tn)τ−1
)

τ∇S(XTn
)VTn

+θn+1O
(
ǫ2
)
; (3.14)
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and integrating again, it gives:

∫ Tn+1

Tn

Ztdt=
(

Id−e−(Tn+1−Tn)τ−1
)

τ (ZTn
−ǫτ∇S(XTn

)VTn
)

+ǫ(Tn+1−Tn)τ∇S(XTn
)VTn

+θ2
n+1O

(
ǫ2
)
.

Finally, (2.13) gives

θn+1 =λ0∆Tn+1 +bT

∫ Tn+1

Tn

Ztdt+θ2
n+1O

(
ǫ2
)
,

and the result follows.
The proof is the same using Landau symbols Oτ in the non-linear case (Assump-

tion 2.3).
The following estimate of jump times then follows:

Lemma 3.5. Suppose either Assumption 2.3 or 2.4 are satisfied, and assume moreover

that
∥
∥τ−1

∥
∥≤K is bounded and

ǫ

r(τ−1)
is sufficiently small. The jump time variations

can be written in the following form:

∆Tn+1 =∆T 0
n+1 +ǫ∆T 1

n+1 +(θ3
n+1 +1)Oτ

(
ǫ2
)
, (3.15)

where

∆T 0
n+1 =

θn+1

λ0
+bT

(

Id−e−∆T 0
n+1τ−1

)

τZTn

=
θn+1

λ0
+θn+1Oτ (Zn) (3.16)

and

∆T 1
n+1 =

1

λ0−bT e−∆T 0
n+1

τ−1

ZTn

b
(

∆T 0
n+1τ −(Id−e−∆T 0

n+1τ−1

)τ2
)

∇S(XTn
)VTn

=
1

λ0
bT

(
θn+1τ

λ0
−

(

Id−e−
θn+1

λ0
τ−1

)

τ2

)

∇S(XTn
)VTn

+(θ2
n+1 +1)Oτ (ZTn

).

(3.17)

Under Assumption 2.4, the Landau symbol Oτ in the above is uniform in τ .
Proof. Let us first write the proof in the linear case (Assumption 2.4). Let us

re-write (3.12) with:






Ψ0(∆Tn+1,τ)=λ0∆Tn+1 +
(

Id−e−∆Tn+1τ−1
)

τZTn

Ψ1(∆Tn+1,τ)= bT
(

∆Tn+1τ −(Id−e−∆Tn+1τ−1

)τ2
)

∇S(Xn)Vn.

The formulae (3.16) and (3.17) for ∆T 0
n+1 and ∆T 1

n+1 are solution to the Taylor
expansion in ǫ of the relation (3.12), which amounts to solve Ψ0(∆T 0

n+1,τ)=0, as
well as ∂1Ψ0(∆T 0

n+1,τ)∆T 1
n+1 +Ψ1(∆T 0

n+1,τ)=0. To make the proof rigorous, we
need to show that the latter equations have a unique solution, and to estimate the
different terms involved in the computations. First of all, note that by construction
|∆Tn+1|≤Kθn+1. Then the following key invertibility condition is satisfied:

|∂1Ψ0(t,τ)|
−1

=

∣
∣
∣
∣

1

λ0−bT e−tτ−1ZTn

∣
∣
∣
∣
≤K (3.18)
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using 2.16 in the linear case for
ǫ

r(τ−1)
sufficiently small. Using the invertibility

condition (3.18), the implicit function theorem ensures that (∆T 0
n+1,∆T 1

n+1) are well
defined and satisfies

∣
∣∆T 0

n+1

∣
∣≤Kθn+1.

Next some key estimates concern the function:

M(t)= tτ −(Id−e−tτ−1

)τ2,

which satisfies M(0)=0, M ′(0)=0 and ‖M ′′(t)‖=
∥
∥
∥e−tτ−1

∥
∥
∥≤K so that

sup
t∈[0,tmax]

‖M(t)‖≤Kt2max, sup
t∈[0,tmax]

‖M ′(t)‖≤Ktmax. (3.19)

This will yield estimates on ∆T 0
n+1 and ∆T 1

n+1. First we get
∣
∣∆T 1

n+1

∣
∣≤Kθ2

n+1.
As a consequence of (3.19)-(3.18), ∂1Ψ0(t,τ)−1 and Ψ1(t,τ) remain bounded respec-
tively by by K and Kθ2

n+1 uniformly in τ and t∈ [0,Kθn+1]. Inserting in the Taylor
ǫ-expansion, these estimates show rigorously that ∆Tn+1 =∆T 0

n+1 +(1+θ2
n+1)O(ǫ).

Next, it is possible to check the same way that ∂1Ψ0(t,τ), ∂2
1Ψ0(t,τ), and ∂1Ψ1(t,τ)

remain bounded respectively by K, K
∥
∥τ−1

∥
∥, and Kθn+1, uniformly in τ and

t∈ [0,Kθn+1]. Inserting in the expansion, these estimates show rigorously that
∆Tn+1 =∆T 0

n+1 +ǫ∆T 1
n+1 +(θ3

n+1 +1)O(ǫ2). This concludes the proof.
The proof is the same using Landau symbols Oτ in the non-linear case (Assump-

tion 2.3). Then the diffusive limit of the process with internal state can be computed
as follows:
Proposition 3.6. Suppose either Assumption 2.3 is satisfied with a fixed τ , or
Assumption 2.4 with ǫ≪ r(τ−1

ǫ )≤K. Assume |Z0|=O(ǫ). Then the process t̄ 7→Xǫ
t̄ =

Xt/ǫ2 converges in distribution (for uniform convergence topology) towards t̄ 7→X0
t̄

solution to the SDE (3.1). As a consequence, the density nǫ
t̄ of the process converges

weakly towards n0
t̄ =nc,0

t̄ solution of (3.2).
Proof. Let us first write the proof in the linear case (Assumption 2.4). Let us

consider again the process with random time change:

X̃ǫ
t̄ =X0 +

[λ0 t̄/ǫ2]
∑

n=0

ǫVn(Tn+1−Tn). (3.20)

We use again standard results on diffusion approximation of Markov chains to compute
the limit of the latter process ([21]). Since Vn, θn+1 and Zn are independent, the bias
of the term of the sum (3.20) is given using (3.17) by

E((Tn+1−Tn)VTn
|XTn

)= bT
E

(
θn+1τ

λ0
−

(

Id−e−
θn+1

λ0
τ−1

)

τ2

)

E(∇S(XTn
) ·VTn

VTn
)

+E(O(Zn)|XTn
);

so that remarking that:

E

(
θn+1τ

λ0
−

(

Id−e−
θn+1

λ0τ

)

τ2

)

=
τ2

λ0τ(λ0τ +Id)
=

τ

λ0(λ0τ +Id)

we get the following formula:

E((Tn+1−Tn)VTn
|XTn

)= ǫbT τ

λ0(λ0τ +Id)
∇S(XTn

)D+ǫE(O(Zn)|XTn
).
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The variance term yields, using the estimates (3.19):

E
(
(Tn+1−Tn)2VTn

⊗VTn
|XTn

)
=

2

λ0
D+E(O(Zn)|XTn

)+O(ǫ).

Using the fact that O(Zn)=O(ǫ/r(τ−1)) enables to conclude on the convergence of
the process t̄ 7→ X̃ǫ

t̄ . The fact that t̄ 7→Xǫ
t̄ converges to the same limit is obtained by

a random time change as done in the proof of Proposition 3.2.
The proof is the same using Landau symbols Oτ in the non-linear case (Assump-

tion 2.3).
Remark 3.7. In one spatial dimension and with internal dynamics given by (2.7),
Erban and Othmer argued on formal arguments (a moment expansion) that the evo-
lution of the density n(x,t) on hyperbolic time-scales satisfies

∂2
t n+2λ0∂tn=∂x

(

ǫ2∂xn−
2bǫ2τ

1+2λ0τ
S′(x)n

)

, (3.21)

in the limit when ǫ→0 [10]. It is easy to see that equation (3.21) is equivalent to
(3.1) when choosing T (x) in (3.1) according to (2.21).

3.3. Limit of the coupling. In this section, we show that the difference on
diffusive time scales t̄= t/ǫ2 between the two coupled processes in the scale separated

regime (2.17) will remain of order O

(
ǫ

r(τ−1
ǫ )

)

under Assumption 2.4 in the linear

case, or O(ǫ)τ under Assumption 2.3 in the non-linear case.
Proposition 3.8. Suppose either Assumption 2.3 or 2.4 are satisfied, and let
|Z0|=O(ǫ). Consider the random time changes t̄ 7→αc,ǫ(t̄) defined in (3.5), and
t̄ 7→αǫ(t̄) defined similarly for the process with internal state. The latter two pro-
cesses converges in distribution under the uniform convergence topology towards the
identity time function t̄→ t̄. Then the difference between the process with internal
state and the coupling process satisfies:

E

((

Xαǫ(t̄)/ǫ2 −Xc
αc,ǫ(t̄)/ǫ2

)2
)

≤Kτ,t̄ ǫ
2. (3.22)

In particular, for any t̄≥0, it yields

lim
ǫ→0

E

((

Xt̄/ǫ2 −Xc
t̄/ǫ2

)2
)

=0. (3.23)

Under Assumption 2.4, the constant Kτ,t̄ in (3.22) is of the form Kτ,t̄ = Kt̄

r(τ−1)2 ; and

the convergence (3.23) occurs in the limit ǫ/r(τ−1
ǫ )→0.

Proof. Notations of the proof of Lemma 3.5 and Proposition 3.6 are used. We
want to estimate precisely:

E

(∣
∣
∣X̃

c,ǫ
t̄ −X̃ǫ

t̄

∣
∣
∣

2
)

=E






∣
∣
∣
∣
∣
∣

[λ0 t̄/ǫ2]−1
∑

n=1

ǫVn(∆T c
n+1−∆Tn+1)

∣
∣
∣
∣
∣
∣

2





≤3E

∣
∣
∣
∣
∣
∣

[λ0 t̄/ǫ2]−1
∑

n=1

An

∣
∣
∣
∣
∣
∣

2

︸ ︷︷ ︸

(i)

+3E

∣
∣
∣
∣
∣
∣

[λ0 t̄/ǫ2]−1
∑

n=1

Bn

∣
∣
∣
∣
∣
∣

2

︸ ︷︷ ︸

(ii)

+3E

∣
∣
∣
∣
∣
∣

[λ0 t̄/ǫ2]−1
∑

n=1

Cn

∣
∣
∣
∣
∣
∣

2

︸ ︷︷ ︸

(iii)

, (3.24)

where we have decomposed Vn(∆T c
n+1−∆Tn+1) using (3.16), (3.17), and (3.3) into:
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• a leading term with null average :

An = ǫθn+1O(ZTn
)Vn

+ǫ2
Vn

λ0

(

AT (XTn
)−bT

(
θn+1τ

λ0
−

(

Id−e−
θn+1

λ0
τ−1

)

τ2

)

∇S(XTn
)

)

Vn;

• a drift term:

Bn = ǫ2
Vn

λ0

(
AT (XTn

)−AT (Xc
Tn

)
)
Vn;

• and a rest term:

Cn = ǫθ2
n+1O(ZTn

)+(1+θn+1)O(ǫ2).

Using the independence of the random variables (Vn,θn)n≥1, we can expand the square
(i) and all non-diagonal elements have null average. Using the estimates (3.19), as
well as (2.16) we get:

E

∣
∣
∣
∣
∣
∣

[λ0 t̄/ǫ2]−1
∑

n=1

An

∣
∣
∣
∣
∣
∣

2

=O

(
ǫ2

r(τ−1)2

)

+O(ǫ2).

Next, we use Jensen inequality in (ii) to get:

E

∣
∣
∣
∣
∣
∣

[λ0 t̄/ǫ2]−1
∑

n=1

Bn

∣
∣
∣
∣
∣
∣

2

≤λ0t̄/ǫ2E





[λ0 t̄/ǫ2]−1
∑

n=1

|Bn|
2





≤
t̄

λ0
ǫ2

[λ0 t̄/ǫ2]−1
∑

n=1

E
∣
∣AT (XTn

)−AT (Xc
Tn

)
∣
∣
2

≤2t̄

∫ t̄

0

E

∣
∣
∣AT (X̃ǫ

s̄)−AT (X̃c,ǫ
s̄ )
∣
∣
∣

2

ds̄+O(ǫ2)

≤4t̄

∫ t̄

0

E

∣
∣
∣X̃ǫ

s̄ −X̃c,ǫ
s̄

∣
∣
∣

2

ds̄+O(ǫ2),

where in the last two lines we use the fact that ‖∇A‖∞ is bounded uniformly in τ .

Finally, (iii) is bounded using (2.16) by O
(

ǫ2

r(τ−1)2

)

. Eventually, we get for t̄≤ T̄ :

E

(∣
∣
∣X̃

c,ǫ
t̄ −X̃ǫ

t̄

∣
∣
∣

2
)

≤KT̄

∫ t̄

0

E

∣
∣
∣X̃ǫ

s̄ −X̃c,ǫ
s̄

∣
∣
∣

2

ds̄+O(
ǫ2

r(τ−1)2
),

and a Gronwall argument yields the result.
Finally, we use the following difference:

Xc,ǫ
αc

ǫ(t̄)
−Xǫ

αǫ(t̄)
= X̃c,ǫ

t̄ −X̃ǫ
t̄ +θ⌊λ0 t̄/ǫ2⌋O(ǫ)

to conclude. The convergence (3.23) follows from the convergence of the random time
change and a Skorokhod embedding argument as already used in Propositions 3.2.

This result shows that the variance of the coupling scales as the difference between
the two models, hence the term “asymptotic” variance reduction. A consequence is
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that the density of bacteria on the diffusive time scales satisfies under Assumption 2.4,
for any continuous and bounded test function ϕ:

∣
∣
∣
∣

∫

Rd

ϕ(x)(n(x,t̄)−nc(x,t̄)) dx

∣
∣
∣
∣
≤Kt̄

ǫ

r(τ−1)
,

and under Assumption 2.3:

∣
∣
∣
∣

∫

Rd

ϕ(x)(nt̄(x,t̄)−nc(x,t̄)) dx

∣
∣
∣
∣
≤Kτ,t̄ǫ.

4. Discretization of velocity-jump processes
To observe the derived coupling behaviour in simulations, the time discretization

should retain these coupling properties. In particular, the jump times should be
computed sufficiently accurately. In this section, we propose a time discretization of
(2.14) and give a consistency result. The control process (2.19) can be discretized
similarly. For ease of exposition, we consider the scalar equation (2.7) for the internal
state; generalization to nonlinear systems of equations is suggested in Remark 4.1.

4.1. Linear turning rate. First, assume a linearized jump rate

λl(z)=λ0−bT z. (4.1)

When the chemoattractant profile is linear, S(x)=S +∇Sx, the ODE (2.7) can be
explicitly solved for Zt. For t∈ [Tn,Tn+1), i.e. between two jumps, we then have

{

Xt =XTn
+ǫVt (t−Tn)

Zt =exp(−(t−Tn)τ−1)ZTn
+ǫτ

(
Id−exp(−(t−Tn)τ−1)

)
∇SVn.

(4.2)

Similarly to the computation of Lemma 3.4, it yields using ∆Tn+1 :=Tn+1−Tn ,

∫ Tn+1

Tn

λl(Zt)dt=λ0 (∆Tn+1)−bT
(

Id−e−∆Tn+1τ−1
)

τZTn

−ǫbT
(

∆Tn+1τ −(Id−e−∆Tn+1τ−1

)τ2
)

∇SVn. (4.3)

Using (4.3), the jump time Tn+1 can be calculated exactly by solving

∫ Tn+1

Tn

λl(Zt)dt=θn+1, (4.4)

using a Newton iteration. Hence, no time discretization error is made.
When S(x) is a nonlinear function of x, exact integration of Yt is no longer

possible. We therefore define a numerical solution (Xδt
t ,V δt

t ,Y δt
t ) as follows. Between

jumps, we discretize the simulation in steps of size δt and denote by (Xδt
n,k,Zδt

n,k) the

solution at tn,k =T δt
n +kδt. The numerical solution for t∈ [tn,k,tn,k+1] is given by

{

Xδt
t =Xδt

n,k +ǫVn (t− tn,k)

Zδt
t =exp(−(t− tn,k)τ−1)Zδt

n,k +ǫτ
(
Id−exp(−(t− tn,k)τ−1)

)
∇S(Xδt

n,k)Vn.

(4.5)
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We denote by K ≥0 the integer such that the simulated jump time T δt
n+1∈

[tn,K ,tn,K+1]. To find T δt
n+1, we first approximate the integral

∫ T δt
n+1

T δt
n

λl(Zδt
t )dt us-

ing

∫ T δt
n+1

T δt
n

λl(Zδt
t )dt=

K−1∑

k=0

∫ tn,k+1

tn,k

λl(Zδt
t )dt+

∫ T δt
n+1

tn,K

λl(Zδt
t )dt, (4.6)

and then compute:

∫ tn,k+1

tn,k

λl(Zδt
t )dt=λ0δt−bT

(

Id−e−δtτ−1
)

τZδt
Tn

−ǫbT
(

δtτ −(Id−e−δtτ−1

)τ2
)

∇S(Xδt
n,k)Vn. (4.7)

The jump time T δt
n+1 can then be computed as the solution of

∫ T δt
n+1

tn,K

λl(Zδt
t )dt=θn+1−

K−1∑

k=0

∫ tn,k+1

tn,k

λl(Zδt
t )dt, (4.8)

again using a Newton procedure. The use of (4.5) as a discretization scheme has a
crucial consequence: the analysis performed in Section 3 for the continuous time case,
still holds in an exact fashion in the time discretized case. This is mainly due to the
fact that the key estimate (3.14) still holds. It is left to the reader to check that all
the proofs performed in Section 3 are not affected by the discretization.
Remark 4.1. The discretization scheme (4.5) can be generalized to a non-linear
evolution equation for the internal state. It is however necessary to check that a time
discrete version of Assumption 2.3 still holds in this case, and then that (3.14) remains
true.

We also give the following consistency property, which is of independent interest:
Lemma 4.2. Assume T δt

n =Tn, XTn
=Xδt

Tn
, Vn =V δt

Tn
and Y δt

Tn
=YTn

, then

∣
∣Tn+1−T δt

n+1

∣
∣≤K

ǫ2

r(τ−1)
δt, (4.9)

and consequently,

∣
∣
∣XTn+1

−Xδt
T δt

n+1

∣
∣
∣≤K

ǫ3

r(τ−1)
δt. (4.10)

(4.11)

The dependence of the constant K is precised in Remark 2.2. The proof is given in

Appendix B. Note that the dependance in ǫ3

r(τ−1)δt shows, at least at the consistency

level, that the error due to discretization remains smaller than the difference between
the coupling process and the process with internal state.

4.2. Nonlinear turning rate. We now consider the nonlinear turning rate
as defined in (2.8). We again discretize in time to obtain the time-discrete solution
(4.5). The jump time T δt

n+1 is now computed by linearizing (2.8) in each time step,

λδt
(
Zδt

t ,Zδt
n,k

)
=λ(Zδt

n,k)+
dλ(Zδt

n,k)

dz

(
Zδt

t −Zδt
n,k

)
(4.12)
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and approximating the integral

∫ T δt
n+1

T δt
n

λ(Zδt
t ,Zδt

n,⌊(t−T δt
n )/δt⌋)dt=

K−1∑

k=0

∫ tn,k+1

tn,k

λ(Zδt
t ,Zδt

n,k)dt+

∫ T δt
n+1

tn,K

λ(Zδt
t ,Zδt

n,K)dt

(4.13)

=θn+1, (4.14)

The jump time T δt
n+1 can then again be computed using a Newton procedure as in

(4.8). Here again, the analysis performed in Section 3 for the continuous time case,
still holds in an exact fashion in the time discretized case. The consistency property
similar to Lemma 4.2 still holds in the case of non-linear turning rate.
Lemma 4.3. Assume T δt

n =Tn, XTn
=Xδt

Tn
, Vn =V δt

Tn
and Y δt

Tn
=YTn

, then

∣
∣Tn+1−T δt

n+1

∣
∣≤K

ǫ2

r(τ−1)
δt, (4.15)

and consequently,

∣
∣
∣XTn+1

−Xδt
T δt

n+1

∣
∣
∣≤K

ǫ3

r(τ−1)
δt+K

ǫ3
∥
∥τ−1

∥
∥

r(τ−1)2
δt3. (4.16)

(4.17)

The dependence of the constant K is precised in Remark 2.2.
The proof is given in appendix C.

5. Numerical illustration
In this section, we demonstrate the validity of the analysis above. For the nu-

merical experiments, we restrict ourselves to one space dimension. In this case, the
kinetic equation corresponding to the control process reduces to the system (3.8) of
two PDEs, which is straightforward to simulate using finite differences. We fix a scalar
bimodal chemoattractant concentration field

S(x)=α
(

exp
(

−δ (x−ξ)
2
)

+exp
(

−δ (x−η)
2
))

, (5.1)

in which α= δ =1, ξ =7.5 and η =12.5.
For the process with internal state, we use internal dynamics that are given by

the scalar cartoon model (2.7). The corresponding turning rate is given by (2.8)
with β =1. For the control process, we choose the linear turning rate (2.20), with
parameters (2.21) such that the two processes have the same hydrodynamic limit.
The physical domain is x∈ [0,20], and we use reflecting boundary conditions, i.e. the
bacterial velocity is reversed when x=0 or x=20.

In a first experiment, we simulate a single bacterium evolving according to the
fine-scale model (2.14), in which we set the parameters to ǫ=5 ·10−2, ta =10, λ0 =
1 and b=1. We compare this evolution to that of a bacterium that satisfies the
corresponding control process (2.19). Both simulations are performed using the same
random numbers starting from the initial position X0 =Xc

0 =7.5 and V0 =V c
0 =+1.

The time step δt=1. The results are shown in figure 5.1. We see a very good coupling
initially, which degrades over time. Note the time shift in the short time picture, which
is the numerical illustration of the difference of time change

αǫ(t̄) 6=αc,ǫ(t̄);
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Fig. 5.1. Evolution of a single bacterium evolving according to the fine-scale process (2.14)
(solid line) and the corresponding control process (2.19) (dashed) on short (left) and long (right)
time-scales.
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Fig. 5.2. Empirical mean (left) and variance (right) of the difference between the fine-scale
process (2.14) and the corresponding control process (2.19) as a function of ǫ for different values of
the reporting time T . The theoretical slope is indicated with a dashdotted line. The sample size is
N =10000.

as defined in Section 3. In the long time picture, coupling is completely lost at some
point, when the bacterium with internal state “escapes” the chemoattactant peak at
x=7.5.

Next, we repeat the experiment using N =10000 particles and compute the em-
pirical mean and variance of the coupling, i.e.

E (Xt̄−Xc
t̄ )=

1

N

N∑

i

(

Xi
t̄ −Xi,c

t̄

)

, resp., E
(
(Xt̄−Xc

t̄ )2
)
=

1

N

N∑

i

(

Xi
t̄ −Xi,c

t̄

)2

.

As fine-scale parameters, we choose ta =1, λ0 = b=1 and several values of ǫ.
Figure 5.2 shows the dependence in ǫ of the coupling, by plotting the empirical

mean and variance defined above as a function of ǫ for different values of the reporting
time T . The results shown in figure 5.2 are in clear accordance with the theoretical
slope predicted by the asymptotic analysis. Figure 5.3 shows that the mean and
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variance of the coupling difference as a function of time. Note the seemingly linear
dependance of the mean and variance with respect to time on diffusive time scales.
This behavior has not been analyzed mathematically in Section 3. It is probably
due to: (i) sufficiently short diffusive times; (ii) the specific double-well form of the
chemoattractant potential.

Finally, we illustrate the dependence on ta. To this end, we again simulate N =
10000 particles choosing λ0 =1, ǫ=0.1 and X0 =7.5, for different values of ta. The
results in figure 5.4 show that the variance quickly increases with ta(>1).

6. Simulation on diffusive time scales

In this section, we consider a simulation of the density of an ensemble of parti-
cles, with and without variance reduction and/or reinitialization, as described in Sec-
tion 2.5. We again restrict ourselves to one space dimension and fix the chemoattrac-
tant concentration field as (5.1), with the same parameters as in the previous section
(α= δ =1, ξ =7.5 and η =12.5). The same model is used ((2.7)-(2.8), (2.20)-(2.21)),
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Fig. 6.1. Bacterial density as a function of space at t=100/ǫ2 without variance reduction.
Left: one realization. Right: mean over 200 realizations and 95% confidence interval. The solid line
is the estimated density from a particle simulation using the process with internal state; the dashed
line is estimated from a particle simulation using the control process. Both used N =3750 particles.
The dotted line is the solution of the deterministic PDE (2.25).

but with domain x∈ [0,20] with periodic boundary conditions. The parameters are
ǫ=0.2, λ0 =1, ta =5, β =1, δt=1.

All simulations are performed with N =3750 particles. The initial positions are
uniformly distributed in the interval x∈ [13,15]; the initial velocities are chosen uni-
formly, i.e. each particle has an equal probability of having an initial velocity of ±ǫ.
The initial condition for the internal variable is chosen to be in local equilibrium, i.e.
Y i

0 =S(Xi
0). The initial positions and velocities of the control particles are chosen to

be identical.

We discretize the continuum description (3.8) on a mesh with ∆x=0.1 using a
third-order upwind-biased scheme, and perform time integration using the standard
fourth order Runge–Kutta method with time step δtpde =10−1. The initial condition
is given as

p+(x,0)=p−(x,0)=

{

1, x∈ [13,15],

0, otherwise.
(6.1)

First, we simulate both stochastic processes up to time t̄=100 (t=100/ǫ2) and
estimate the density of each of these processes n̂N (x,t̄), resp. n̂c

N (x,t̄), without vari-
ance reduction (see Section 2.5). The density is obtained via kernel density estimation
using a Gaussian kernel function with bandwidth h=5 ·10−2. Figure 6.1 (left) shows
the results for a single realization. We see that, given the fluctuations on the obtained
density, it is impossible to conclude on differences between the two models. This ob-
servation is confirmed by computing the average density of both processes over 200
realizations. The mean densities are shown in figure 6.1 (right), which also reveals
that the mean density of the control process is within the 95% confidence interval of
the process with internal state. Both figures also show the density that is computed
using the continuum description, which coincides with the mean of the density of the
control particles.
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Fig. 6.2. Bacterial density as a function of space at t=100/ǫ2 with variance reduction and
reinitialization. Left: variance reduced density estimation of one realization with N =3750 particles
(solid) and deterministic solution for the control process (2.25) (dashed). Right: mean over 200
realization and 95% confidence interval (solid) and the deterministic solution for the control process
(2.25) (dashed).

Next, we compare the variance reduced estimation (2.27) with the density of the
control PDE. We reinitialize the control particles after each coarse-scale step, i.e.
each k steps of the particle scheme, where kδt= δtpde, (here k =2). The results are
shown in figure 6.2. We see that, using this reinitialization, the difference between
the behaviour of the two processes is visually clear from one realization (left figure).
Also, the resulting variance is such that the density of the control PDE is no longer
within the 95% confidence interval of the variance reduced density estimation (right
figure). We see that there is a significant difference between both models: the density
corresponding to the control process is more peaked, indicating that bacteria that
follow the control process are more sensitive to sudden changes in chemoattractant
gradient. This difference can be interpreted from the fact that the bacteria with
internal state do not adjust themselves instantaneously to their environment, but
instead with a time constant ta.

Finally, we compare the variance reduced estimation (2.27) with the density of the
control PDE without performing any reinitialization of the control process to restore
the coupling. Figure 6.3 (right) shows the mean estimation of the density over 200
realizations, as well as the density of the control process. As evidenced by the error
bars, simulating a single realization of the process, even with variance reduction, is
not able to reliably reveal this difference. This phenomenon is due to the degeneracy
of the coupling on long diffusive times. This is also illustrated in figure 6.3 (left),
which compares the variance reduced density estimation of a single realization with
the density of the control PDE. Note that, as predicted by the analysis, the variance
is much larger in regions where ∇S(x) is large.

7. Conclusions and discussion

In future work, we shall study the development of truly “asymptotic preserving”
schemes in the diffusion asymptotics; in the sense that the computational cost of the
simulation of processes is independent of the small parameter ǫ. This will require to
deal with two kinds of difficulties: (i) We will need to use an asymptotic preserving
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Fig. 6.3. Bacterial density as a function of space at t=100/ǫ2 with variance reduction. Left:
variance reduced density estimation of one realization with N =3750 particles (solid) and determin-
istic solution for the control process (2.25) (dashed). Right: mean over 200 realization and 95%
confidence interval (solid) and the deterministic solution for the control process (2.25) (dashed).

method to solve on the grid the density evolution of the control model; and (ii) We
will need to extrapolate forward in time the state of the fine-scale simulation.

The first difficulty implies that, instead of solving the full kinetic equation associ-
ated with the control process, we only solve its hydrodynamic limit. This may imply
the use of a second level of variance reduction, coupling the control velocity jump
process and its limiting drift-diffusion process.

The second difficulty, extrapolation in time, is related to the equation-free [19,
20] and HMM [7, 8] types of methodologies; ideas of this type can be traced back
to Erhenfest [9]. One approach is to use a “coarse projective integration” method
[13, 19]. One then extrapolates the bacterial density over a projective time step
on diffusive time scales, after which the projected density needs to be “lifted” to
an ensemble of individual bacteria. For such methods, besides the variance of the
obtained results, also the effects of reconstructing the velocities and internal variables
have to be systematically studied.
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Appendix A. Limit of the control process with infinitely fast learning.
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Lemma A.1. Consider a sequence (τk,bk)k≥0 with ‖τk‖ →
k→∞

0, and bT
k τk → b̄T for

some vector b̄∈R
n, and

sup
k

∥
∥τ−1

k

∥
∥

r(τ−1
k )

<+∞. (A.1)

Consider the process with internal state t 7→ (Xk
t ,V k

t ,Y k
t ) solution of (2.14), and as-

sume (2.11)-(2.13). The process converges almost surely, with respect to the Skorohod
metric, towards the gradient sensing process solution of (2.19) with velocity-jump rate:

λ(x,v)=λ0−ǫλ=λ0−ǫb̄T∇S(x)v.

Proof. Consider a given realisation of the exponentially distributed random num-
bers (θn)n≥1, which satisfy θn >0 for all n≥0. First, since the the rate λ(z) is bounded
from below by λmin, the number of jumps is bounded uniformly in k. Moreover, the
size of velocity jumps

∣
∣V k

t −V k
t−

∣
∣ is bounded by 2, and the norm of the time derivative

d

dt
(Xk

t ,V k
t )=(ǫV k

t ,0)

is bounded by ǫ. Thus, classical criteria of relative compactness in the Skorohod
space apply, and a sub-sequence also denoted (τk)k≥00 can be extracted such that
the associated path t 7→ (Xk

t ,V k
t ) converges in the Skorohod sense towards the process

t 7→ (X∞
t ,V ∞

t ).
Now applying Duhamel’s formula in (2.11) yields:

Zk
t =e−τ−1

k
tZ0 +

∫ t

0

e−τ−1

k
(t−s)

(

ǫ∇S(Xk
s )V k

s +O
(∣
∣Zk

s

∣
∣
2
))

ds; (A.2)

note that supt |Zt| is bounded uniformly in τk on any time interval [0,T ]. (A.2) yields:

∣
∣
∣τ−1

k

(

Zk
t −e−τ−1

k
tZ0

)∣
∣
∣≤K

∫ t

0

∥
∥τ−1

k

∥
∥e−r(τ−1

k
)(t−s)

(

1+O
(∣
∣Zk

s

∣
∣
2
))

ds,

so that for any t>0, lim
k→+∞

Zk
t =0. Now, using again (A.1), this gives :

lim
k→+∞

∫ t

0

τ−1
k e−τ−1

k
(t−s)ǫ∇S(Xk

s )V k
s ds= ǫ∇S(X∞

t )V ∞
t ,

for any time t different from the jump times of the limit process t 7→ (X∞
t ,V ∞

t ). As a
consequence, using dominated convergence in (A.2):

τ−1
k Zk

t →
k→+∞

ǫ∇S(X∞
t )V ∞

t ,

and the turning rate of the process in (2.13) satisfies:

λ(Zk
t ) →

k→+∞
λ0−ǫb̄T∇S(X∞

t )V ∞
t .
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and the limit process verify (2.19) by applying the dominated convergence theorem to

the integrals
∫ T k

n+1

T k
n

λ(Zk
t )dt where (T k

n )n≥0 are the jump times of the process indexed

by k.

Appendix B. Proof of Lemma 4.2. Let us make the proof first in the case
of a linear turning rate (4.1). Using the assumption Tn =T δt

n and XTn
=Xδt

Tn
, we get

straightforwardly:

Xt =Xδt
t , ∀t∈ [Tn,Tn+1∧T δt

n+1].

Consider Duhamel’s formula 3.13, and write similarly for the time discretized case for
t∈ [Tn,T δt

n+1]:

Zδt
t =e−(t−Tn)τ−1

Zδt
Tn

+ǫ

∫ t

Tn

e−(t−t′)τ−1

∇S(Xδt

n,⌊
tn,0−t′

δt
⌋
)Vndt′. (B.1)

The difference between the two Duhamel’s integrals then yields for t∈ [Tn,Tn+1∧
T δt

n+1], using the assumption Zδt
Tn

=ZTn
:

∣
∣Zt−Zδt

t

∣
∣≤

ǫ2

r(τ−1)
δt‖HessS‖∞ .

We now proceed to find a bound on
∣
∣Tn+1−T δt

n+1

∣
∣. We start by writing

∫ Tn+1

Tn

λl(Zt)dt=

∫ T δt
n+1

T δt
n

λl(Zδt
t )dt=−logUn;

and using the assumption Tn =T δt
n , we obtain then:

−

∫ Tn+1∧T δt
n+1

Tn

bT
(
Zt−Zδt

t

)
dt=

∫ T δt
n+1

Tn+1∧T δt
n+1

λl(Zδt
t )dt−

∫ Tn+1

Tn+1∧T δt
n+1

λl(Zt)dt

=
(
T δt

n+1−Tn+1∧T δt
n+1

)
λl(Zδt

t∗
1
)+
(
Tn+1−Tn+1∧T δt

n+1

)
λl(Zδt

t∗
2
).

for some values of t∗1 ∈ [Tn+1∧T δt
n+1,T

δt
n+1] and t∗2 ∈ [Tn+1∧T δt

n+1,T
δt
n ]. Since λmin≤

λl(z)≤λmax, we have

∣
∣T δt

n+1−Tn+1

∣
∣≤K

∫ Tn+1∧T δt
n+1

Tn

∣
∣Zt−Zδt

t

∣
∣dt

≤Kθn+1
ǫ2

r(τ−1)
δt‖HessS‖∞ .

Finally, note that
∣
∣Xt−Xδt

t

∣
∣≤ ǫ(t−Tn)

for t≥Tn to get the estimate on
∣
∣
∣XTn+1

−Xδt
T δt

n+1

∣
∣
∣. This concludes the proof for the

linear turning rate case (4.1).

Appendix C. Proof of Lemma 4.3. We now turn to the case of a non-linear
turning rate (2.8) discretized by (4.12). Similarly to the linear case we can show that:

∣
∣Tn+1−T δt

n+1

∣
∣≤K

∫ Tn+1∧T δt
n+1

Tn

∣
∣
∣
∣
λ(Zt)−λδt(Zδt

t ,Zδt

n,⌊
tn,0−t

δt
⌋
)

∣
∣
∣
∣
dt.
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We then consider the following bound for t∈ [tn,k,tn,k+1]

∣
∣λ(Zδt

t )−λδt(Zδt
t ,Zδt

n,k)
∣
∣≤

‖Hessλ‖∞
2

(
Zδt

t −Zδt
n,k

)2
.

Then remarking

Zδt
t =e−(t−tn,k)τ−1

Zδt
n,k +ǫτ

(

Id−e(−(t−tn,k)τ−1)
)

∇S(Xδt
n,k),

so that

Zδt
t −Zδt

n,k =−

(

Id−exp

(

−
t− tn,k

τ

))
(
Zδt

n,k−τǫ∇S(Xδt
n,k)

)
,

from which we obtain

∫ tn,k+1

tn,k

(
Zδt

t −Zδt
n,k

)2
dt≤Kδt3

(∥
∥τ−1

∥
∥Zδt

n,k +ǫ
)2

≤Kδt3
ǫ2
∥
∥τ−1

∥
∥

2

r(τ−1)2
.

In the last line of the above, we have used as in the non discretized case the estimate

∣
∣Zδt

t

∣
∣≤K

(
∣
∣Zδt

Tn

∣
∣+

ǫ

r(τ−1)

)

≤K
ǫ

r(τ−1)

which follows from Duhamel’s formula (B.1) and the assumption
∣
∣Zδt

Tn

∣
∣=O( eps

r(τ−1) ).

On the other hand, using Duhamel’s formula as in the proof of Lemma 4.2 above
yields

∣
∣λ(Zt)−λ(Zδt

t )
∣
∣≤K

∣
∣Zt−Zδt

t

∣
∣≤Kδt

ǫ2

r(τ−1)
,

Finally we get:

∣
∣Tn+1−T δt

n+1

∣
∣≤Kθn+1δt

ǫ2

r(τ−1)
+Kθn+1δt

3 ǫ2
∥
∥τ−1

∥
∥

2

r(τ−1)2
.

This concludes the proof.


