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Probabilistic and Nondeterministic Aspects of
Anonymity

Romain Beauxis and Catuscia Palamidessi

INRIA Saclay and LIX,Ecole Polytechnique

Abstract. The concept of anonymity comes into play in a wide range of sit
uations, varying from voting and anonymous donations tdipgs on bulletin
boards and sending emails. The protocols for ensuring amibypften use ran-
dom mechanisms which can be described probabilisticatlylevthe agents’ be-
havior may be totally unpredictable, irregular, and hengeessible only nonde-
terministically. Formal definitions of the concept of anonity have been inves-
tigated in the past either in a totally nondeterministiarfeavork, or in a purely
probabilistic one. In this paper, we investigate a notioaranymity which com-
bines both probability and nondeterminism, and which isaglé for describing
the most general situation in which the protocol and thesusan have both
probabilistic and nondeterministic behavior. We also stigate the properties of
the definition for the particular cases of purely nondetaistic users and purely
probabilistic users. We formulate the notions of anonynityerms of proba-
bilistic automata, and we describe protocols and usersaegses in the prob-
abilistic w-calculus, whose semantics is again based on probabiistmmata.
Throughout the paper, we illustrate our ideas by using tlaenge of the dining
cryptographers.

1 Introduction

The concept oBnonymitycomes into play in those cases in which we want to keep
secret the identity of the agents participating in a certaient. There is a wide range
of situations in which this property may be needed or dekdrdbr instance: voting,
anonymous donations, and posting on bulletin boards.

Anonymity is often formulated in a more general way as an rimi@tion-hiding
property, namely the property that a part of informatioratige to a certain event is
maintained secret. One should be careful, though, not ttuseranonymity with other
properties that fit the same description, notabtdnfidentiality(aka secrecy. Let us
emphasize the difference between the two concepts witlece$sp sending messages:
confidentiality refers to situations in which the contenttloé message is to be kept
secret; in the case of anonymity, on the contrary, it is ttemfidy of the originator, or
of the recipient, that has to be kept secret. Analogouslypiting, anonymity means
that the identity of the voter associated with each vote rbhestidden, and not the vote
itself or the candidate voted for. A discussion about théedéhce between anonymity
and other information-hiding properties can be found i {16

An important characteristic of anonymity is that it is udyaetlative to the capa-
bilities of the observer. In general the activity of a praibcan be observed by diverse



kinds of observers, differing in the information they haweess to. The anonymity
property depends critically on what we consider as obséggalbor example, in the
situation of an anonymous bulletin board, a posting by onebez of the group is kept
anonymous to the other members; however, it may be possibtahe administrator
of the board has access to some privileged information tlagtatiow him to infer the
member who posted it.

In general anonymity may be required for a subset of the agamly. In order to
completely define anonymity for a protocol it is thereforeemsary to specify which
set(s) of members has to be kept anonymous. A further gezegiah is the concept
of group anonymitythe members are divided into a number of sets, and it is legtea
which one, among the groups, is responsible for an eventthsuinformation as to
which particular member has performed the event remairdenidin this paper, how-
ever, we only consider the case of a single group of anonymmsers.

Various formal definitions and framewaorks for analyzing ayrity have been de-
veloped in literature. They can be classified into approati@sed on process-calculi
and transition systems [33, 30], epistemic logic [37, 16 &unction views” [19]. In
this paper, we focus on an approach based on a (probabipsticess-calculus and on
probabilistic automata.

The framework and techniques of process calculi have besshaxgensively in the
area of security, to formally define security propertiesl emverify cryptographic pro-
tocols. See, forinstance, [2, 21, 29, 32, 3]. The common ohémator is that the various
parties involved in the protocol are specified as concuipestesses and present typi-
cally a nondeterministic behavior. In [33, 30], the nond®ii@ism plays a crucial role in
the definition of the concept of anonymity, a definition whistbased on the so-called
“principle of confusion”: a system is anonymous if the setleé possible observable
outcomes is saturated with respect to the intended anonyos®mrs. More precisely, if
in one computation theulprit (the user who performs the action)iiand the observ-
able outcome is, then for every other ageritthere must be a computation wheres
the culprit and the observable is still

The principle of anonymity described above is elegant antegd, however it is
limited in that it does not cope with quantitative inforneati Now, many protocols
for anonymity use random mechanisms, see, for example, @ @3], Onion Routing
[38], and Freenet [12]. The probability distribution of seemay be known or become
known through statistical experiments. From this knowksdmd the observables, one
may be able to differentiate the agents quantitatively, elgto deduce that one agent
is more likely (has higher probability) to be the culprit ththe others. This means
that we do not have perfect anonymity. However the definitibthe non-deterministic
approach (in which of course the random mechanisms are dpmated by nondeter-
ministic mechanisms) may still be satisfied, as long as ib&sfple for each of the other
agents to be the culprit, even with very low probability. ther words, the approach in
[33, 30], is based on the membership relation, and it is foezenly able to detect the
difference between possible and impossible, not the giadiné differences.

Another advantage in taking into account probabilistioiniation is that it allows
to classify various notions of anonymity according to theiength. See for instance
the hierarchy proposed by Reiter and Rubin [28]. In this papeexplore a notion of



anonymity which corresponds to the strongest one in [28heigbeyond suspicidn
from the observables all agents appear equally likely tdbectlprit.

A probabilistic notion of anonymity was developed (as a p&a general epistemo-
logical approach) in [16]. The approach there is purely pholistic, in the sense that
both the protocol and the users are assumed to act protviahilis In particular the
emphasis is on the probability of the users to be the culprit.

In this work, we take the opposite point of view, namely weuass that we may
know nothing about the users. They may be totally unprebliefand change attitude
every time, so that the choice of being the culprit cannotusntjfied probabilistically,
not even by repeating statistical observations. Namely, at typical nondeterministic
choice. We regard this as a special case, though: In general, wenasthat the be-
havior of the users may be in part probabilistic and in pandsterministic. As for
the protocol, it may use mechanisms like coin tossing, odoamselection of a nearby
node, which are supposed to exhibit a certain regularityaey a probabilistic dis-
tribution. On the other hand, also the protocol can behawelet@rministically in part,
due, for instance, to the (unpredictable) interleavinghefparallel components.

In summary, we investigate a notion of anonymity which cameiboth probability
and nondeterminism, and which is suitable for describiregytneral situation in which
both the users and the protocol can exhibit a combinatiomaifgbilistic and nondeter-
ministic behavior. We also investigate the properties efdbfinition for the particular
cases of purely nondeterministic users and purely proistibilisers.

One of the results of our investigation is that the propeftgrmonymity does not
depend on the probabilities of the users (cfr. Section 8\B).consider this indepen-
dence to be a fundamental property of a good notion of anagymifact, a protocol
for anonymity should be able to guarantee this property ¥eregroup of users, no
matter what is their probability distribution for being tbelprit.

In order to define the notion of probability we need, of coussenodel of com-
putation able to express both probabilistic and nondetdstic choices. This kind of
systems is by now well established in literature, see faamse the probabilistic au-
tomata of [34], and has been provided with solid mathemidtcendations and sophis-
ticated tools for verification. For expressing the protscule will use the probabilistic
asynchronousg-calculus introduced in [17, 27], whose semantics is basea model
similar to [34].

Some of the results of this paper have appeared (withoufgrono[5].

! To be more precise we should say that think that it corresponds to the intended notion of
beyond suspicion if28]. We cannot prove this correspondence because thetaefithere is
given only informally.

2 Some people consider nondeterministic choice as a pragtibithoice with unknown prob-
abilities. Our opinion is that the two concepts are différd¢ime notion of probability implies
that we can gain knowledge of the distribution by repeathng éxperiment under the same
conditions and by observing the frequency of the outconrestier words, from the past we
can predict the future. This prediction element is absemhfthe notion of nondeterminism.



1.1 Plan of the paper

The paper is organized as follows: In Section 2 we recall treeterministic approach
of [33, 30] to the notion of anonymity. In Section 3 we rech# dining cryptographers’
Problem by Chaum [11], which will serve as a running examipteughout the paper,
and we motivate the necessity of copying with probabilitiesSection 4 we briefly
recall some basic notions about probabilistic automatatla@grobability of events (a
more formal and detailed presentation can be found in Appeh@). In Section 5 we
illustrate the notions and assumptions which are at theslodsiur notion of anonymity.
In Section 6 we propose our notion of anonymity and we showesohits properties,
notably the independence from the probability of the usarSection 7 we consider the
special case of purely nondeterministic users. In Sectiwa Bonsider, on the contrary,
purely probabilistic systems, and we prove that, undeagedonditions, our definition
corresponds to what in literature is knownamditional anonymityln Section 11 we
discuss other related work. Finally, in Section 12 we codelu

2 The nondeterministic approach to anonymity

In this section we briefly recall the approach in [33, 30].Hege works, the actions of
a systemS are classified into three sets (see Fig. 1):

— A: the actions whose performer is intended to remain anongrfayihe observer,
— B:the actions that are intended to be completely visible ¢xotserver,
— (' the actions that are intended to be hidden from the observer

Fig. 1. Classification of the actions in an anonymous system (ddi)[3

Typically the setA consists of actions of the fora(i), whereq is a fixed “abstract”
action (the same for all the elements4)f andi represents the identity of an anonymous
user. Hence:

A={a(i)|ieI},

wherel is the set of all the identities of the anonymous users.



Consider a dummy actiah(different from all actions irb) and letf be the function
on the actions o | J B defined byf(a) = dif a« € A, andf(«) = o otherwise. Then
S is said to be (strongly) anonymous on the actiond iif

U\ C) ~r S\ C,

where, following the CSP notation [183) C' is the system resulting from hiding in
S, f(S’) is the system obtained froi$! by applying the relabeling to each (visible)
action, f~! is the relation inverse of, and~ represents trace equivalefce

Intuitively, the above definition means that for any actiequencey € A*, if an
observable tracecontaining® (not necessarily as a consecutive sequence) is a possible
outcome ofS\ C, then, any trace’ obtained from¢ by replacinga with an arbitrary
a’ € A* must also be a possible outcomeSfC.

We now illustrate the above definition on the example of tméngdj cryptographers.

3 The dining cryptographers’ problem

This problem, described by Chaum in [11], involves a sitwath which three cryptog-
raphers are dining together. At the end of the dinner, eathenh is secretly informed
by the master whether he should pay the bill or not. So, ettieemaster will pay, or
he will ask one of the cryptographers to pay. The cryptogeaptor some external ob-
server, would like to find out whether the payer is one of therie master. However,
if the payer is one of them, they also wish to maintain anomywwer the identity of
the payer. Of course, we assume that the master himselfotiteveal this information,
and also we want the solution to be distributed, i.e. comeatiin can be achieved only
via message passing, and there is no central memory or tentvedinator’ which can
be used to find out this information.

A possible solution to this problem, described in [11], is fhllowing: Each cryp-
tographer tosses a coin, which is visible to himself and ¢otbighbor to his left. Each
cryptographer then observes the two coins that he can se@naounceagreeor dis-
agree If a cryptographer is not paying, he will annourazgeeif the two sides are the
same andlisagredf they are not. However, if he is paying then he will say thpogite.

It can be proved that if the numberdisagreess even, then the master is paying; other-
wise, one of the cryptographers is paying. Furthermoreajéf of the cryptographers is
paying, then neither an external observer nor the other tyataegraphers can identify,
from their individual information, who exactly is paying.

The dining cryptographers’ problem will be a running exaenghiroughout the pa-
per.

3.1 Nondeterministic dining cryptographers

In the approach of [33, 30] the dining cryptographers arenfdized as a purely non-
deterministic system: the coins are approximated by nemdwtistic coins, and the
choice on who pays the bill is also nondeterministic.

3 The definition given here corresponds to that in [33]. In [8@] authors use a different (but
equivalent) definition: they requirg S\C') ~r S\C for every permutatiom in A.
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Fig. 2. Chaum'’s protocol for the dining cryptographers [11, 30].

The specification of the solution can be given in a processuts style as illus-
trated below. In the original works [33, 30] the authors u€&P [18]. For the sake of
uniformity here we use the-calculus [25]. We recall that (>°) is the nondetermin-
istic sum and (1) is the parallel compositiort) is the empty process. is the silent
(or internal) actioncm andc(x) are, respectively, send and receive actions on channel
¢, wherem is the message being transmitted ani the formal parameter: is an
operator that, in the-calculus, has multiple purposes: it provides abstradtidaing),

enforces synchronization, and generates new names. Ferdatails on ther-calculus
and its semantics, we refer to Appendix A.1.

In the code belowp ando represent the sum and the subtraction mogduldes-

sage$ andn sent by the master are the requests to pay or to not pay, teshegay,
is the action of paying for cryptographer

We remark that we do not need all the expressive power ofrthalculus for this
program. In particular, we do not need guarded choice (alttivices are internal be-

cause they start with), and we do not need neither name-passing nor scope extrusio
thusv is used just like the restriction operator of CCS [24].



Master = Z?:o T.Tp . Mig1n . Migan . 0
+ T.mon.mln.mgn.o
Crypt; = m;(x).¢ii(y) . ciim1 (7).
ifx=p
thenpay, .if y =z
thenout; disagree
elseout;agree
elseify = z
thenout; agree
elseout;disagree
Coin; = 7. Head; + 7. Tail;
Headi = E@ﬂl@dd . 57;9177;h60,d .0
Taz’li = Eiﬂ;taz’l .57;@177;&12] .0
Collect = outo(yo) - out1(y1) . outa(y2) . outall{yo, y1,y2)
DCP = (vé)(vim)(vout)(Master | []; Crypt, | [1,, Coiny | Collect)

Let us consider the point of view of an external observer. dtteons that are to be
hidden (the sef’) are the communications of the decision of the master ancethéts
of the coins £, ¢). These are already hidden in the definition of the systathP. The
anonymous users are of course the cryptographers, anddhgranus actions (the set
A) is constituted by th@ay, actions, fori = 0, 1, 2. The observable actions (the g&X
is constituted by those of the forautall(xo, x1, x2) With x; € {agree, disagree}, for
i=0,1,2.

Let f be the functionf(pay,) = pay and f(«) = « for all the other actions. It
is possible to check that=!(f(DCP))) ~7 DCP, where we recall that-7 stands

for trace equivalence. Hence the nondeterministic notfoan@nymity, as defined in
Section 2, is satisfied.

3.2 Limitations of the nondeterministic approach

As a consequence of approximating the coins by nondetestitirdoins, we cannot
differentiate between a fair coin and a biased one. Howé@iggvident that the fairness
of the coins is essential to ensure the anonymity propertigersystem, as illustrated
by the following example.

Example 1.Assume that, whenever a cryptographer pays, an externahayobtains
almost alway®ne of the three outcomes represented in Fig. 3, wiastands foagree



Fig. 3. lllustration of Example 1: the results that are observedh wigh frequency.

andd for disagree More precisely, assume that these three outcomes appibaa fwe-
quency of 33% each, while the missing configuratibm, a, appears with a frequency
of only 1%. What can the observer deduce? We note @hapt, andCrypt, exhibit the
same behavior whil&'rypt, behaves differently. Hence, by symmetry considerations
(Coing, Coini and Coing are opposite taCrypt,, Crypt, and Crypt, respectively)

he can deduce thd&oiny and Coin, must be biased in the same way, atigin, must

be biased differently. More preciselgoing and Coin; must produce almost always
head andCoin, must produce almost alwayail (or vice-versa). From this estimation,
itis immediate to conclude that, in the first case, the payainnost for sureCrypt,, in

the second cas€rypt,, and in the third cas€'rypt,,.

In the situation illustrated in the above example, cledHg, system does not pro-
vide anonymity. However the nondeterministic definitioraabnymity is still satisfied
(and it is satisfied in general, as long as “almost alwaysbis‘always”, i.e. the fourth
configurationd, a, a also appears, from time to time). The problem is that the rend
terministic definition can only express whether or not itasgible to have a particular
outcome, but cannot express whether one outcome is mohg til@n the other.

3.3 Probabilistic dining cryptographers

The probabilistic version of the protocol can be obtainemhfrthe nondeterministic
one by attaching probabilities to the coins. We wish to réntlaat this is the essential
change with respect to [33, 30]: we faithfully model ttadom mechanismaf the
protocol as probabilistic, rather than approximate themcasleterministic.

Concerning the choices of the users (represented in thim@eaas the choice of
the master), those are in a sense independent from the pkodod can be either non-
deterministic, or probabilistic, or both.

We use the probabilistic-calculus {r,) introduced in [17, 27]. The essential differ-
ence with respect to the-calculus is the presence opeobabilistic choice operatoof

the form
Zpiai-Pi

where thep;'s represents probabilities, i.e. they satigfyc [0, 1] and)_. p; = 1, and
the o;’s are non-output prefixes, i.e. either input or silent pegix(Actually, for the



purpose of this paper, only silent prefixes are used.) Thailddtpresentation of this
calculus is in Appendix A.2.

With respect to the program presented in Section 3.1, thaitefi of the Coin;’s
must be modified as followf andp; represent the probabilities of the outcomes of
the coin tossing):

Coin; = pp7. Head; + py7 . Tail;

It is clear that the system obtained in this way combines gibdistic and nonde-
terministic behavior, not only because the master may beletenministic, but also
because the various components of the system and theinahteteractions can follow
different scheduling policies, selected nondetermicasly (although it can easily be
seen that this latter form of nondeterminism is not relevanthis particular protocol).

4 Probabilistic automata

The models of computation combining probabilistic and resathministic behavior are
by now well established in literature, see for instance tlobabilistic automata of [34],
and have been provided with solid mathematical foundatmwktools for verification.

By unfolding a probabilistic automaton we obtain a compatatree, whose nodes,
in general, offer both probabilistic and nondeterministioices. In the probabilistic
choices, the arcs are weighted with probabilities. The o&ab way of defining the
probabilistic notions relevant for our work is the followjirFirst wesolvethe nondeter-
minism, i.e. we choose a functigr(calledscheduleywhich, for each nondeterministic
choice in the computation tree, selects one of the possitdematives. After pruning
the tree from all the non-selected alternatives, we obtdirlya probabilistic tree In
such a tree, determined byanexecution(or run) is a maximal path, and aventis a
(measurable) set of executions. In the finite case, we défeprobability of an execu-
tion as the product of all the weights in its arcs, and the gbdlty of an event, p.(e),
as the sum of the probabilities of the executions.iRor the infinite case, and for more
details about the above notions, we refer to Appendix A.2.

It should be clear, from the description above, that in gairtee probability of an
eventdepends on the chosen scheduker example, in Fig. 4 the trel represents a
computation tree. From its root there is a nondetermin@tmce between two transi-
tion groups (akatep3, which represent probabilistic choices. We adopt the eatien
of identifying a step by drawing a curve across its transgioAnalogously, there is a
nondeterministic choice between two steps in the fourtteraidhe level immediately
below the root. The treeQ, R andS represent the result of prunirgunder different
schedulers. Let us denote these schedulets®andy respectively. The probability of
the evenb, under each of these schedulerspigh) = 1/3+1/9 = 4/9, py(b) = 1/2,
andp,(b) = 0.

5 Our framework for probabilistic anonymity

In this section we illustrate the notions and assumptionshvbonstitute the basis for
our definition of probabilistic anonymity.
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Fig. 4. A computation tree” and the fully probabilistic trees which derive from it undifferent
schedulers. The irrelevant labels are omitted, and thegbitity is omitted when it isl.

The system in which the anonymous users live and operatedelexhas a proba-
bilistic automatonV/ [34], see Appendix A.2. Like in Section 2, we classify the@t$
of M into the three setgl, B andC, which are determined by the anonymous users,
the specific kind of action on which we want anonymity, and ¢apabilities of the
observer:

— The set of the anonymous actions:
A={a(i)|iel}

wherel is the set of the identities of the anonymous users aiglan injective
functions fromlI to the set of actions which we calbstract action

— The set of the visible action&. We will useb, t/, .. . to denote the elements of this
set.

— The set of the hidden actiods

In the following we assume that the action<irare already restricted in the system, so
we do not need to mention them explicitly.

It should be remarked that the term “visible” here is rekatiwe assume that the
observer can see only anda, but, to the purpose of defining anonymity and checking
whether a system is anonymous, we need to leave the act{@)is visible (i.e. not
restricted) as well.

Differently from [33, 30], we do not assume that the obselesare necessarily the
traces of visible actions. A trace, indeed, contains noy tim information orwhich
actionshave been executed, but aisowhat orderthey have been executed. Now, the
observer may or may not be able to detect the order, and thispsrtant because
the order may give information on the culprit. Another rea$or considering such
abstraction is to make the analysis simpler. If we know, fistance, that the order of
the visible actions does not give any information about thprit (for instance because
we know that the interleaving choices do not depend on th&ehad the culprit) then
we can forget about it.

10



In general, we abstract from the (visible) traces by assgnaimpartitionO on
them. The observables of the system are then the elemertssgfdrtition, denoted
byo, o, .... Note that each of them is a set of traces.

Another difference from [33, 30] is that we consider the duifity that only certain
schedulers are allowed. Thus, our notion of anonymity dépem the set of allowed
schedulers, regarded as a parameter. One reason for thie ¢hdo make more effi-
cient the verification of the anonymity property. If we kndet instance, that the in-
terleavings do not give any information about the culprrthve can fix one particular
interleaving, thus reducing the number of schedulers takertinto account.

Definition 1. An anonymity system is a tuplé/, I, a, O, Z, p), whereM is a proba-
bilistic automaton/ is the set of anonymous usetds the abstract anonymous action,
O is a set of observable; is a set of schedulers fav/, and for every € Z, p. is

a probability measure on the event space generated by treigxe tree of\/ under

¢ (denoted byetree(M, <)), i.e. theo—field generated by the conesdtree(M, ) (cfr.
Appendix A.2).

Note that, as expressed by the above definition, given a atdred aneventis a
set of executions irtree(M, s). We introduce the following notation to represent the
events of interest:

— a(i) : all the executions irtree(M, ¢) containing the action(7)
— a : all the executions irtree(M, ¢) containing an action(:) for an arbitraryi
— o all the executions irtree( M, ) containing an element ef

We use the symbols, N and— to represent the union, the intersection, and the com-
plement of events, respectively. By definitionagfwe have

a= Ua(i)

i€l
Furthermore, by definition ab, all the observables are pairwise disjoint:
Vs € Z.Yo1,00 € 0. 01 # 02 = pc(01Uoz) = pc(01) + pe(02) 1)

and they cover all possible traces:

voeZ p(|Jo) =1 @)

0€0

In this paper we assume there is at most one culprit per ruother words, we
assume that all the(i)’s are pairwise disjoint. This assumption is fundamentattie
notion of anonymity we propose, and for the results we obtain
Assumption 1 (At most one culprit)

VoeZ.Vi,jel. i#j = pola(i) Ua(j)) = ps(a(i)) + ps(aly))

11



6 Probabilistic anonymity for users with probabilistic and
nondeterministic behavior

In this section we develop a notion of anonymity for the gahease in which also the
users, besides the protocol, combine probabilistic andet@mministic behavior.

Example 2.An example of such kind of behavior in the dining cryptogragshis the
following: assume the master may have a different attitugjgedding on the group of
cryptographers that meet for dinner. Say that there are teops, and which of them
will meet for dinner is decided nondeterministically. Thaster will select the payer
with probabilitiespg, . . . , p3 in the case of the first group, angl, . . ., ¢3 in the case of
the second. Note that this situation may be quite commondatjme: a certain protocol
may be used by different groups of users, which may act pibtéiadally, but whose
probability distribution may vary from one group to the athe
Such a master can be represented,jmas follows:

Master = T.Master, + 7.Masters

Master, = Z?:opi T .MP - Mig1n . Mygan . 0
+ psT.mon.man.maen. 0

Mastery = Z?:o Qi T TP . Mig1N . Mygan . 0
+ q3T.mon.min.maen.0

Note that the choice iMasteris nondeterministic while the choices Master;
and Masters are probabilistic.

The notion of anonymity must take into account the probtgdiof theu(i)’s. When
we observe a certain evemtthe probability ofo having been induced by(i) must be
the same as the probability ofhaving been induced hy(j) for any otherj € I. To
formalize this notion, we need the conceptohditional probability Recall that, given
two eventse andy with p(y) > 0, theconditional probabilityof = giveny, denoted by
p(x|y), is equal to the probability of andy, divided by the probability of:

p(zly) =
We are now ready to propose our notion of anonymity:

Definition 2 (Probabilistic anonymity for users with probabilistic and nondeter-
ministic behavior). A system(M,I,a,0O, Z, p) is anonymous if

Ve, 9 € Z.Vi,j€l.YoeO.
(ps(a(i)) > 0 A py(a(d)) > 0) = po(o]a(i)) = ps(o]alj))

12
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Example 3.Consider the system in Example 2. Assume that the coins takytéair.
For simplicity, let us fix the order of execution of the varsocomponents (interleav-
ing)*, so that the only nondeterministic choice is the choice efrtaster. Hence we
haveZ = {¢,9} wheres andv selectsMaster, and Mastery respectively. Assume
now that Master; and Masters select as the payeilise I with probability p; and

j € I with probability ¢;, respectively. The possible observable events, in botbscas
areog = (a,a,d), o1 = {(a,d,a), oo = (d,a,a), andos = (d,d,d). These are the
results in case one of the cryptographers is the payer. Weeicavhich none of them is
the payer gives the 4 configurations with an even number which we will indicate
by o4, ..., 07. Consider now the possible outcomes of the coins. Thesg& dheh, h),
(h,h,t),...(t,t,t). Itis easy to see that, independently from which cryptoleas the
payer, each of the above observables is produced by exaatlganfigurations. If the
coins are fair, then, independently from the probabilityttod selected cryptographer,
each observablecorresponds to a cone in the tree (rooted in the node imnedyl it
ter the selection of the cryptographer) which has probstiilmeasuré /4 (cfr Fig. 5).
Thereforep. (o] a(i)) = 1/4 = py(o]a(y)). Hence Definition 2 is satisfied.

The behavior of a master which combines nondeterministigaobabilistic behav-
ior can be much more complicated than the one illustrates@bdowever it is easy to
see, by following the reasoning in the example above, th&dragas the master does
not influence the behavior of the coins, and these are faicanditional probability of
each observable for a given payet jst.

4 Itis easy to see that, for this example, it does not mattechviniterleaving we consider.
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Fig. 6. lllustration of Example 4.

Proposition 1. Consider the dining cryptographers with arbitrary mast@ogsibly
combining nondeterminism and probability). If the coinge #air under every sched-
uler, then the system is probabilistically anonymous.

The proof of the above proposition is a straightforward galiwation of the Exam-
ple 3.

Example 4.Consider again the system in Example 2, but assume now thabths are
biased. SayCoiny and Coin, give headwith probability9/10 andtail with probability
1/10, and vice-vers&oin, givesheadwith probability 1 /10 andtail with probability
9/10. (This situation is analogous to that illustrated in Exaenpl) Let us consider the
observableyy = (a, a,d). In caseCrypt, is the payer, then the probability to getis
equal to the probability that the result of the coing/ish, t), plus the probability that
the result of the coins i§, ¢, h), which isr = 9/10%9/10%9/10+1/10%1/10%1/10 =
730/1000. In caseCrypt, is the payer, then the probability to get «, d) is equal to the
probability that the result of the coins{a, i, k), plus the probability that the result of
the coins ig(t, ¢, t), whichiss = 9/10%9/10+1/10+1/10%1/10%9/10 = 90/1000.
It is easy to see that the same probability holds for the othgstographers. Fig. 6
illustrates the situation. The observabigs. . ., o3 are as beforey is (a, d, d).

Hence, in the biased case, Definition 3 is not satisfied. Arsishwhat we expect,
because the system, intuitively, is not anonymous: whenlgemwe(a, a, d), Crypt,
is much more likely to be the payer than any of the others.
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6.1 Independence from the probability distribution of the users

One important property of Definition 2 is that it is indepentfeom the probability dis-
tribution of the users. Intuitively, this is due to the fagat the condition of anonymity
simply means that the cones forooted in the nodes that result from the (probabilistic
and/or nondeterministic) selection of the culprit, have sme probabilistic measure,
and this measure is independent from the probability of therit.

We consider this property fundamental for a good notion obhgmity: An anonymity
protocol, in fact, should guarantee anonymity indepenrddrdm (the attitude of) the
users who use it, as long as they follow the protocol.

Theorem 1. If (M, I,a,0, Z,p) is anonymous then for aryy which differs fromp
only ontheu(i)'s, (M, I,a,0, Z, p") is anonymous.

Proof. Assume thatM, I, a,O, Z, p) is anonymous. Consider a schedulet Z. Itis
sufficient to show that for every € O and everyi € I, p.(ola(i)) = pl(o|a(i)), or
equivalently

plona(i)  pllona(i))

ps(ali)) pe(a(i))

Assume that the choice of thj)’s is the first choice iretree(M, <). If this is not the
case, then we can transform the tree into one which satisfagisumption, and in which
the probability of events is the same. Fig. 7 shows the bésjrcof this transformation,
in the casec is an anonymous action. In cages an observable actions, then in the
second tree and the rightmogt must be switched in order to preserve the order in the
trace (in case such order is observable). Edbe the set of runs whose visible traces
are of the forma(i).b1.ba. . ... by for by.ba. . ... bi € o. We have thap.(o N a(i)) =
p.(Z). Observe now thap.(Z) = p.(a(i))p.(Z'), whereZ" is the set of suffixes
of the runs that start at the node resulting from the choice(of. Hence we have
pe(o N a(@)) = pe(ali))p.(="). Analogously,p.(o N a(i)) = pl(a(i))p.(Z’). But,
because of the hypothesis thatandp. only differ on thea(i)'s, we havep (Z') =
p.(E"), which concludes the proof. O

6.2 Alternative characterization

We give here an alternative characterization of the notfamonymity. The idea is that
a system is anonymous if the probability, under a certaiedaler, of an observabte
givena(i), is the same as the probability @fivena under every other scheduler.

Proposition 2. A system{M, I,a, O, Z, p) is anonymous iff
Vs, 0 € Z.¥ieI.VYoeO. (ps(a(i)) >0Apy(a) >0) = p(o]a(i)) = ps(o]a)

Proof. If part) Letg,¥ € Z andi, j € I such thatp.(a(i)) > 0 andpg(a(j)) > 0.
Sincepy(a(y)) > 0 impliespy(a) > 0, by the hypothesis we haye(o|a(i)) =
py (0| a). Furthermore, by replacing in the hypothesigith ) and: with j we have
po(ola(j)) = ps(o]a).
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Fig. 7. Basic transformation step for the proof of Theorem 1.

Only if part) Letg,d € Z andi € I such thai(a(i)) > 0 andpy(a) > 0.

po(oNa) =ps(oNUj e ali))
=po(Ujer(0naly)))
= Zjel py(oNa(y)) (by Assumption 1)
= Lps(ati>0 PoloNa(j))
= Zm(a,(j))>o po(ofa(j)) po(a(j))
=ps(olali)) 220, a@y>o Polald)) (by Definition 2)
= pe(o]a(i)) ps(a)

Hencepy(o|a) = ps(oNa)/ps(a) = pe(o]a(i)). =

7 Probabilistic Anonymity for nondeterministic users

The case in which the users are purely nondeterministicdsaciterized by the fact that
each scheduler determines completely whether an actidredbtma(i) takes place or
not. Formally:

Vee Z.Viel. p(a(i)) =0V p(a(i)) =1 3)

In the case of nondeterministic users, the definition of gnaty simplifies as fol-
lows:

16



Proposition 3. A system(M, I, a,O, Z, p) in which the choice ofi(i) (fori € I)is
nondeterministic in each run, is anonymous if

Ve, 9 € Z. Vo € O. p.(a) =py(a) =1 = p(0) = py(0)

Proof. Immediate by instantiating Definition 2 to the case in whightfolds, and by
observing that, ip.(a(i)) = 1, thenp (o] a(i)) = p.(0). O

8 Probabilistic Anonymity for fully probabilistic systems

In this section we investigate how the removal of the nondeitésm influences our
definition of anonymity. We consider therefore purely proibstic systems. This will
allow us also to compare our notion with other probabiliptioposals in literature.

Since the system is totally probabilistic, the probabititgasures do not depend
on the choice of the scheduler. To be more precise, therdysooe scheduler. So we
can eliminate the compone#gtfrom the tuple and we can writg(z) instead ofp. (z).
The definition of probabilistic anonymity given in previossction (cfr. Definition 2)
simplifies into the following:

Definition 3. A fully probabilistic systeni)M, I, a, O, p) is anonymous if
Vi,j € I.¥o € 0. (p(a(i)) > 0 Ap(a(j)) > 0) = plo]a(i)) = plo]a(j))

Furthermore, the alternative characterization in Prdjmrs® reduces to the follow-
ing:
Proposition 4. A fully probabilistic systeniM, I, a, O, p) is anonymous iff

Vie I.Yoe O. p(a(i)) > 0= plo]a(i)) = plo]a)

In the fully probabilistic case there are two other notiohsusonymity that seem
rather natural. The first is based on the intuition that aesgsis anonymous if the
observations do not change the probability:¢f). The probability ofa(i) before the
observation is called priori probability; the probability of.(i) after the observation
is calleda posterioriprobability. So the intuition is that a protocol does nokl@sor-
mation if these probabilities coincide. This is alreadynan literature agonditional
anonymity(cfr. [16]). It is interesting to point out the link with Infamation Theory:
the condition means, indeed, that #tropyof the random variable associated to the
culprit remains the same after the observation; i.e. thembsion does not increase the
information about the culprit.

The second notion is based on the (similar) idea that ohsgevirather thano’
should not change our knowledge of the probability: @f).

It is possible to prove that these two notions are equivaleatthermore, if we
assume that the actien(i.e. the existence of a culprit) is totally visible to theselbover,
then we can prove that these notions are equivalent to ohesc@ndition % is totally
visible” means that every observakiéndicates unambiguously whethethas taken
place or not, i.e. it either implies, or it implies —a. In other words this means that
eithero (as a set) is contained in(as a set) or in the complementafFormally:
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Assumption 2 (The existence of a culprit is observable)
Yo € O. p(ona)=p(o) VvV ploN-a) = p(o)
We prove now our claims of equivalence.

Proposition 5. Under Assumption 2, the following conditions are equivatereach
other and to our condition of anonymity.

() Viel.YoeO. plona)>0 = p(a(i)]|o) = p(a(i))/pla)
(i) Vie I.Vo,0 € O. (p(ona)>0Ap(dNa)>0) = pla(i)]|o) = pla(i)]od).

Proof. We first show the equivalence of (i) and our condition of amoity, using
Proposition 4.

Assume (i) andp(a(i)) > 0. If p(oNa) = 0thenp(o|a(i)) = plo]a) = 0.
Otherwise,

7} (by ()

@ (by Assumption 2))

Viceversa, assume that the condition in Proposition 4 hdddsl p(o Na) > 0. If
p(a(i)) = 0, thenp(a(i) | o) = p(a(i))/p(a) = 0. Otherwise we derive(a(i) | o) =
p(a(?))/p(a) fromp(o|a(i)) = p(o]a), essentially reverting the above derivation.

As for the equivalence of (i) and (ii), we have:

() = (ii)) Leti € I, ando, o’ € O such tha(oNa) > 0andp(o’ Na) > 0. By (i)
we havep(a(i) | o) = p(a(z))/p(a) = p(a(i) | o).
(i) = (i)) Leti € I ando € O such thap(oNa) > 0. We have

p(a(i)) = p(a(i) N Uy eo o) (by (2))
= P(Uoeolali) No'))
=2 oeo Plali)No’) (by (1))

= Zp(o/ﬁa)>0 p(a(i)No’)

=D p(ornay>0 Plali) o) p(d')

= p(a(i)|0) ¥ pnays0 () (Y (i)

= p(a(i)]o) p(a) (by (2) and Assumption 2)
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Fig. 8. lllustration of Example 5.

Proposition 5 is based on general properties of probabiBgiaces, independently
from the particular setting (in our case, probabilisticoemata) which we use to define
the probabilities. Similar results have been presentetiShdnd in [14] (for the case in
which a always occurs, i.en(a) = 1).

Since the notion of conditional anonymity (as well as theeothotion in Propo-
sition 5) is equivalent to ours, we have that also these nstare independent from
the probability of the users. On the other hand, one has tp kemind that the corre-
spondence only holds under the Assumptions 1 (only oneitudprd 2 (the existence
of a culprit is observable). Without Assumption 2 condiibanonymityis notinde-
pendent from the probabilities of the users. Without Asstimmpl neither conditional
anonymity nor our notion are independent.

Example 5.Fig. 8 shows an example in which Assumption 2 does not holdicandi-
tional anonymity depends on the probability of the userdatt the first tree satisfies
conditional anonymity, while the second does not. (Theyhtsatisfy our notion of
anonymity.)

Example 6.Fig. 9 shows an example in which Assumption 1 does not hold exth

conditional anonymity and our notion of anonymity dependtoa probability of the
users. In fact the first tree satisfies both kinds of anonymiyle the second does not.

9 Conditional anonymity and nondeterminism

It is not clear whether conditional anonymity [16] can begatized to the case of the
users with nondeterministic behavior. The “naive” extensiobtained by introducing
the scheduler in the formulae would not work. Let us condidefirst characterization,
i.e. conditional anonymity (for the other we would follow analogous reasoning):

VieI.VNoe€ O. plona) >0 = pla(i)|o) = pla(i))/p(a)
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Fig. 9. lllustration of Example 6.

One possible way of reintroducing the notion of scheduler is

Ve, € Z.¥iel.YoeO.

(pc(0Na) >0A py(a) > 0) = pc(a(i)]0) = ps(a(i))/ps(a)

However this condition is too strong because it implies that(i)) /ps(a) is the same
for every, and this is clearly not the case for instance for the nomoetegstic and
probabilistic master specified in Section 2.

On the other hand, if we weaken the condition by identifyjrand:

Vee Z.Viel.YoeO. p(oNa)>0= pa(i)]|o) = pa(i))/p(a)

then the condition would be too weak to ensure anonymityhas/s by the following
example:

Example 7.Consider a system in which the master influences the behafvibe coins
somehow, in such a way that whémypt; is chosen as the payer (say, purely nondeter-
ministically, byg;) the result is alwaysy = (d, a,a) fori = 0,01 = {(a,d, a) fori =1,
andos = (a,a,d) for i = 2. Then we would have, (o; Na) > 0 only if j = 4, and
pe;(a(i)]o;) = 1 = p,(a(i))/p., (a). Hence the above condition would be satisfied,
but the system is not be anonymous at all: whenever we obééreea), for instance,
we are sure thaf'rypt,, is the payer.

10 Toward an automatic probabilistic checker

We have formulated the notion of anonymity in terms of obables for processes in
the probabilisticr-calculus, whose semantics is based on the probabilistisveata of
[34]. This opens the way to the automatic verification of theperty.
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It is worth noting that existing probabilistic model checkdike PRISM, cannot be
used directly to prove anonymity. In fact, PRISM computely dine infimum and the
supremum of the probabilities of a given formula with regpeall possible schedulers.
The anonymity property, on the contrary, requires computiire exact probability for
each scheduler.

We are currently developing a model checker using the piibsiadr-calculus. In
order to achieve this goal, several practical issues halre fixed.

An automatic checker for our probabilistic notion of anoritynmeeds a full eval-
uation of the execution. This differs from the model cheskevhere the process is
checked against a single property. In our case, we want teatall the various out-
comes of the protocol and relate them to the inputs.

The natural language for an implementation is the asyndusnersion of ther-
calculus. In the asynchronous variant of thealculus, only internal (blind) choice
is allowed and message sending is limited. The sending rwansif the synchronous
languagezy.P is replaced by an atomic sending procggsIn [4], this limitation is
shown to be equivalent to using an unordered buffered coration medium.

A process in the asynchronomiscalculus cannot natively send a message and wait
until it is received to continue its execution. Encodingsethat mostly consist in an
acknowledgment of the reception, much like for the TCP proto

For a majority of applications, the asynchronausalculus is the natural language
for expressing a protocol or an algorithm, since most réaldommunications and
modern electronic networks use asynchronous communicatediums. For instance,
the implementation of the the dining cryptographers prepda this paper is purely
asynchronous. However, asynchronous communicationyiaigbrithmic limitations,
such as for implementing a distributed consensus, as stird[26].

A naive evaluation of the probabilistic executions can beyveefficient. When
communicating asynchronously, most communications hapgout a particular or-
der. This generates interleavings, where several sequdraetions can be observed
in any order, but the overall result is the same. When evialgahis kind of execu-
tions, it is much more efficient to constrain the evaluatmomly one of these possible
interleavings. This leads to the definition of restricted@xions that we cafbcused

Such focused evaluations have been proved to maintairi@taet informations on
the evaluated process. The may testing semantics is equoivat focused and original
executions. Furthermore, two bisimilar processes for tlce$ed executions are bisim-
ilar for the original executions. The implementation of lsdocused evaluator for the
asynchronous-calculus is currently under development.

11 Related work

The work [19] presents a modular framework to formalize ayeanf properties (in-
cluding numerous flavors anonymity and privacy) of compsiestems in which an
observer has only partial information about system behathereby combining the
benefits of the knowledge-based approach (natural speificaf information-hiding)
and the algebra-based approach (natural specificatiorstéraybehavior). It proposes
the notion offunction viewto represent a mathematical abstraction of partial knogded
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of a function. The logical formulae describing a property elnaracterized agpaque-
nessof certain function views, converted into predicates ovmasvational equivalence
classes, and verified, when possible, using the proof tqalesiof the chosen process
formalism.

In [16, 37] epistemic logic is used to characterize a numibénformation-hiding
requirements (including anonymity). In particular, [3@{roduces the notion ofgroup
principal and an associated model, language and logic to axiomateyarity. The
main advantage of modal logic is that even fairly complexperties can be stated
directly as formulae in the logic. On the other hand, [16]susecompletely seman-
tic approach and provides an appropriate semantic frankeimowhich to consider
anonymity. It also propose notions of probabilistic anoityrim a purely probabilistic
framework. In particular, it propose a notion of conditibpeobability (cfr. Definition
4.4 in [16]) which is similar to the first characterizationRnoposition 5, if we interpret
the formulap in [16] as the occurrence of the eventAnother notion defined in [16] is
that of (strong) Probabilistic Anonymity, which is expredsas the requirement that the
a posteriory probabilities of two different anonymous dgeare the same under every
observable, i.e.

Vi,j € 1.¥o € 0. p(o) >0 = pla(i)|o) = p(a(j)]o)

This condition seems quite natural at a first sight; howevarome careful analysis
reveals that it is too strong. In [4] it was indeed proved @se Appendix A.3) that it is
equivalent to our notion of anonymity (for fully probabtiisusers)plusthe condition
that the a priori probabilities of two anonymous events heesame, namely:

Vi,j € I. p(a(i)) = pla(y))

So Probabilistic Anonymity in the sense of [16] requires #arm distribution on the
anonymous events, which, in our opinion, is too much of aic&in for the users.

The first characterization in Proposition 5 was also impligised by Chaum in
[11] (in which he considered a purely probabilistic systemdefinition of anonymity.
The factorp(a) is not present in the formula of Chaum, but that may be a typoabse
in the informal explanation he gives, that factor is taken eccount.

In literature there have been other works involving the useaoiants of ther-
calculus for formalizing protocols providing anonymity similar properties. See for
example [1, 20].

The research on the probabilistic foundations of anonyif@ityd more in general,
information-hiding, and the related field of informationviilohas recently evolved to-
wards the use of Information Theory [13, 35, 22, 9, 23] anddilipsis Testing [10, 36].
The advantage in the use of these frameworks is that they &l@lefine quantitative
degrees of anonymity. On the other hand, these framewonbuaedy probabilistic, i.e.
assume that the behavior of the user is probabilistic, angotleonsider the existence
of internal nondeterminism in the protocol.

With respect to the protocol’s nondeterminism, our defimitbf anonymity is quite
strict, because it requires that there is no leakage of imétion under any scheduler.
But in the majority of cases, we can define a scheduler thenwsla different policy
depending on the choice of the anonymous event, thus ledkenxgrformation about
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the anonymous event. In the case of our example of the Diniggt@graphers we do
not have such problem, but we would have it if the declaratiminthe cryptographers
were observed as a sequence instead of a tuple. In fact,libdider could for instance
always schedule the declaration of the payer at last, theesalieg entirely who the
payer is. The problem of the scheduler in security, and agealfor its solution, are
discussed in [8] and [7].

12 Conclusion and future work

We have proposed a notion of anonymity based on a model whictbimes probabil-
ity and nondeterminism, and we have shown that under cestnmptions it can be
regarded as a generalization of conditional anonymity.[16]

We have formulated the notion of anonymity in terms of obabhes for processes in
the probabilisticr-calculus, whose semantics is based on the probabilistioveata of
[34]. This opens the way to the automatic verification of theperty. We are currently
developing a model checker for the probabilisticalculus.
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A Appendix

A.1 The w-calculus

We recall here the basic notions about thealculus. We choose the variant used in
[6, 31], which differs from the standard one because is hasaadgd choice instead of
the free choice. This is convenient because it will allowrnttvdduce the probabilistic
mw-calculus, in the next section, in a smoother way.

Let A/ be a countable set afamesz, v, . ... The set of prefixesy, 3,. .., and the
set ofr-calculus processes, @, . . ., are defined by the following abstract syntax:
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Prefivzes a :=x(y) | Ty | 7

Processes P =% .0;.P; | vaP | P|P
| P fe=ylP | [z #ylP

Prefixes represent the basic actions of processes:is theinput of the (formal)
namey from channel:; zy is theoutputof the namey on channel:; 7 stands for any
silent (non-communication) action.

The proces$ , ;. P; represents guarded (global) choice and it is usually assume
to be finite. We will use the abbreviatios(inaction) to represent the empty sum,
a.P (prefiX) to represent sum on one element only, dd- @ for the binary sum.
The symbols/z, |, and! are therestriction, the parallel, and thereplication operator,
respectively.

To indicate the structure of a process expression we wiltlhisdollowing conven-
tions:Py | P | Pe|...| Py—1 standsfof... ((Po | P1)| P2)|...| Px—1),1.€.the parallel
operator is left associative, angd. P, | as. P stands fofay . Py )|(az. P2), i.€. the prefix
operator has precedence oyidn all other cases of ambiguity we will use parentheses.

The operatorgz andy(z) arex-binders i.e. in the processesc P andy(x).P the
occurrences af in P are consideredound with the usual rules of scoping. The set of
thefree name®f P, i.e. those names which do not occur in the scope of any hirgler
denoted byfn(P). Thealpha-conversiomf bound names is defined as usual, and the
renaming (or substitution?{y/z} is defined as the result of replacing all occurrences
of x in P by y, possibly applying alpha-conversion to avoid capture.

In the paper we use also the construct

if =y thenP else®

This expression is syntactic sugar standing for the progessy| P | [z # y] Q.
The operational semantics is specified via a transitioresydabeled byactions
u, 1 .. .. These are given by the following grammar:

Actions pi=ay | Ty | z(y) | 7

Action zy corresponds to the input prefixz), where the formal parameteris in-
stantiated to the actual paramete(see Rule I-8M in Table 1). Actionzy corre-
spond to the output of a free name. Theund outputz(y) is introduced to model
scope extrusiofi.e. the result of sending to another process a privateound) name.
The bound names of an actign bn(u), are defined as followsin(z(y)) = {y};
bn(zy) = bn(zy) = bn(r) = 0. Furthermore, we will indicate by () all thenames
which occur in.

In literature there are two definitions for the transitiorstgyn of ther-calculus
which induce the so-callegharly andlate bisimulation semantics respectively. Here we
choose to present the first one. There is no difference betthegwo for the purposes
of our paper.
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The rules for the early semantics are given in Table 1. Thebsym used in Rule
CoNG stands forstructural congruencea form of equivalence which identifies “stat-
ically” two processes. Again, there are several definitibthgs relation in literature.
For our purposes we do not need a very rich notion, we will jisgt it to simplify the
presentation. Hence we only assume this congruence téyshtsfollowing:

() P =Qif Q can be obtained fron® by alpha-renaming, notatioR =, Q,
(i) PlQ=Q|P,

(i) (PlQ)|R= P|(Q|R),

(iv) (vzP)|Q =vz(P|Q)if z & fu(Q),
VW 'P=P|!P,

(Vi) [x=2]P =P,

(vii) [z #£ y] P = P, if z is syntactically different frony.

A.2 The probabilistic 7r-calculus

In this section we recall the definition of the probabilisticalculus,r,, which was
introduced in [17]. This calculus was used in [27] to expremsous randomized al-
gorithms, notably the distributed implementation of thealculus with mixed choice.
In this paper, we are going to use it as a formalism to exprestersis of probabilistic
anonymous agents.

Probabilistic automata The m,-calculus is based on the model of probabilistic au-
tomata of Segala and Lynch [34], which are able to expredsfratbabilistic and non-
deterministic behaviors.

A discrete probabilistic space is a p&X, p) whereX is a finite or countable set
andp is a functionp : X — (0,1] suchthad __ p(z) = 1. Given a set’, we define
the sets of all probabilistic spaces Bras

Prob(Y)={(X,p) | X CY and(X,p)is
a discrete probabilistic spage

Given a set of stateS and a set of actiond, aprobabilistic automatoon.S and A
is atriple(S,T,so) wheresy € S (initial state) andl” C S x Prob(A x S). We call
the elements of transition groupgin [34] they are calledtep$. The idea behind this
model is that the choice between two different groups is nrmaaeleterministically and
possibly controlled by an external agent, e.g. a schedulgle the transition within the
same group is chosen probabilistically and it is controltedrnally (e.g. by a proba-
bilistic choice operator). An automaton in which there isratst one transition group
for each state is callefllly probabilistic

We define now the notion of execution of an automaton undehadulerby adapt-
ing and simplifying the corresponding notion given in [34cheduler can be seenas a
function that solves the nondeterminism of the automatosebgcting, at each moment
of the computation, a transition group among all the onesat in the present state.
Schedulers are sometimes callediversariesthus conveying the idea of an external
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I-Sum

> i Py ) Plzfy] o = a(y)

O/r-Sum Zz o;.P; i Pj a; =TYyoray; =T

OPEN

RES

PAR

Com

CLOSE

CONG

PP
() TEY
vyP — P’

PP
—— vy ¢&np
vyP — vyP

P p
————— b)) n@) =90
PlQ — P'|Q
P p Q2

P|Q — P'|Q

P p Q¢
P|Q — vy(P'1Q")

P=P P 5Q Q=Q
P-2Q

Table 1. The transition system of the-calculus.
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entity playing “against” the process. For the purpose o fiaiper, however, we stick to
the term “scheduler” in order to avoid confusion with theiootof adversary used in
security. We will assume that a scheduler can decide thetraagition group depend-
ing not only on the current state, but also on the whole hjystéithe computation till
that moment, including the random choices made by the automa

Given a probabilistic automatall = (5,7, so), definetree(M) as the tree ob-
tained by unfolding the transition system, i.e. the trednaitootn labeled bysg, and
such that, for each node if s € S is the label ofn, then for eacH(s, (X, p)) € 7,
and for each{ys, s') € X, there is a node’ child of n labeled bys’, and the arc from
n ton' is labeled byu andp(u, s’). We will denote bynodes (M) the set of nodes in
tree(M), and bystate(n) the state labeling a node

A schedulerfor M is a functiong¢ that associates to each nodeof tree(M)
a transition group among those which are allowedimte(n). More formally, ¢
nodes(M) — Prob(A x S) such that(n) = (X, p) implies(state(n), (X, p)) € 7.

The execution treeof an automatom/ = (5,7, so) under a schedulet, de-
noted byetree(M, <), is the tree obtained fromree(M) by pruning all the arcs cor-
responding to transitions which are not in the group setkbiec. More formally,
etree(M, <) is a fully probabilistic automatos’, 7/, ng), whereS’ C nodes(M),
no is the root oftree(M), and(n, (X', p")) € T'iff X' = {(u,n’) | (i, state(n')) €
X andn’ is a child ofn in tree(M)} andp’ (1, n’) = p(u, state(n’)), where(X, p) =
s(n). If (n, (X', ") € T/, (u,n') € X', andp’ (1, n’) = p, we will use sometime the
notationn % n.

An execution fragmergtis any path (finite or infinite) from the root @tree(M S).

The notatiort < ¢’ means thaf is a prefix of¢’. If £isng —> n1 5 noy —> ..., the
P1

probability of ¢ is defined ag (&) =[], pi. If {is maX|maI then it is calledxecuuon
We denote byezec(M, <) the set of all executions ietree(M, ).

We define now a probability on certain sets of executiondpohg a standard
construction of Measure Theory. Given an execution fragngetiet C. = {¢' €
exec(M,s) | & < &'} (conewith prefix £). Definep(Ce) = p(€). Let {C;}icr be
a countable set of disjoint cones (ifeis countable, andli, j. i # j = C; N C; = 0).
Then defme;o(U7€] i) = >_;er P(Cy). Two countable sets of disjoint cones with the
same union produce the same resultgpso p is well defined. Further, we define the
probability of an empty set of executions @sand the probability of the complement
of a certain set of executions, with respect to the all exenstas the complement
with respect tal of the probability of the set. The closure of the cones (phgsampty
set) under countable unions and complementation genevatdsn Measure Theory is
known as ar-field.

Syntax and transition system of them,-calculus We will now illustrate ther,-
calculus. Syntactically, the only difference with resptxthe w-calculus is that we
do not have the free choice (or mixed guarded choice depgrmutirihe presentation),
and we have instead the output prefix

zy.P
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and the followingprobabilistic non-output choice operator
Z pici- B
[

where thep;'s represents positive probabilities, i.e. they satjsfy (0,1] and) ", p; =
1, and then;'s are non-output prefixes, i.e. either input or silent pregix

Note that the nondeterministic blind choiee” + 7.Q) can be obtained in this cal-
culus by using the parallel operator: it is in fact equivaten(vz)(z | z.P || z.Q).

In order to give the formal definition of the probabilistic de for =, it is con-
venient to introduce the following notation: given a prottiatic automaton(s, 7, sq)
ands € S, we write

s {% si|ieI}

iff (s, ({(wi,s:) |4 €1},p)) €T and¥i eI p; = p(ui,s;), wherel is an index set.
WhenT is not relevant, we will use the simpler notatied - s,};. We will also use
pi

the notations {L si }i:¢(s), Wherep(i) is a logical formula depending anfor the set
Pi
s {£5 s, | i e Tandg(i)}.
Pi
The operational semantics ofrg processP is a probabilistic automaton whose
states are the processes reachable ffoand the7 relation is defined by the rules in

Table 2.
The following is an informal explanation of the rules in Tal2.

Sum: This rule models the behavior of a choice process: eachiti@nsorresponds to
the possible execution of an enabled guaydnd the consequent commitment to
the branchP;. Note that all possible transitions belong to the same gnmganing
that the transition is chosen probabilistically by the pexitself.

OuT: This rule expresses the fact that an output prefix proaeBssimply performs
the action, and then continues with

REs: This rule models restriction on channglonly the actions on channels different
from y can be performed and possibly synchronize with an extemogigss. The
probability is redistributed among these actions.

OPEN: This rule works in combination with OSE by signaling that the send action
labeling the transition is on a name which is private to thelse

PAR: This rule represents the interleaving of parallel procesaé the transitions of
the processes involved are made possible, and they aredtased in the orig-
inal groups. In this way we model the fact that the selectibthe process for
the next computation step is determined by a schedulercindaoosing a group
corresponds to choosing a process.

Cowm: This rule models communication by handshaking. The outptibma synchro-
nizes with all matching input actions of a partner, with taeng probability of the
input action. The other possible transitions of the paramerkept with the original
probability as well. Note that the side condition ensure #flanatching inputs are
considered. Thanks to alpha-conversion, we can alwaysteeaviprocess so that
this condition is met.
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2 (2 a; = x(Yq and PZ:PZ Zi/y;| Or
SUM Y iy Py { i(z9) P/}, (we) /v
Pi ai:TandP{:Pi

OuT =y.P {5—1‘% P}

P{Z% P}
OPEN ﬁ T#y
vyP {Ty> P’}
P{Xs PY ;
res (- b} Ji.y & fn(u) and

1223 .
vyP {—=> vyPitiygmu) Vi P = Pi) Xjoygpniu;) Pi

i

P{*. P},
PaRrR Z‘ bn(pw) N fm(Q) =10
PlQ {p—> Pi | Q}
P{=% P} Q{£-Qik
Com — ! pu if u; = z(z)thenz =y
PERPY Q{1
CLOSE - - Pi ” if u; = z(2)thenz =y
P1QA{——vy(P" | Qi)}ipi=atn) U= P | Qitisnizaty)
P=P P {5Q} ViQi=Q
CONG Pi

P {£—> Qi}i

Table 2. The probabilistic transition system of thg-calculus.
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CLosE This rule is analogous to @v, the only difference is that the name being
transmitted is private (local) to the sender.

CoNG: Thisrule rule says that structurally equivalent procepseform the same tran-
sitions.

A.3 Relation between notions of anonymity for probabilistc users

In this appendix we prove the claim we made in Section 11 (éneddy proved in [4]),
namely that the notion of probabilistic anonymity of Halpand O’Neil (cfr. Definition
4.4in[16)), i.e.

Vi,j € 1.¥Yo € 0. p(o) >0 = pla(i)|o) = p(a(j)]o) 4

is equivalent to our notion of anonymity (for fully probaibtic usersplusthe condition
that the a priori probabilities of two anonymous events heesame, that is:

Vi, j € I. p(a(i)) = p(a(j)) ()
In order to prove the above claim, let us recall our definibbanonymity as given
in Definition 3:
Vi,j € I.Yo € O. (p(a(i)) > 0 A p(a(f)) > 0) = plofa(i)) = plo]a(j)) (6)

Proposition 6. (4) < (5), (6)

Proof.
(4)=())
p(a(i)) = >, p(a(i) ando) by the disjointness of the anonymous actions

= Y ,pla(i)lo) p(o) by definition of conditional probability
= 2., pla(j)lo)plo) by ()
= 2., p(a(j) ando)
= p(a(j))

(4) = (6))

p(ola(i)) = ZM by Bayes theorem

9 py )

_ p(a(j)|0) (o) by (5)

= p(ola(j)) by Bayes theorem
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(4) = (5),(6))

pla(i)lo) =

33

by Bayes theorem

by (6)

by (5)

by Bayes theorem



