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Abstract

In this paper, we are interested in the control of a particular class of Concurrent Discrete
Event Systems defined by a collection of components that interact with each other. We in-
vestigate the computation of the supremal controllable language contained in the language of
the specification. We do not adopt the decentralized approach. Instead, we have chosen to
use a modular centralized approach and to perform the control on some approximations of the
plant derived from the behavior of each component. The behavior of these approximations is
restricted so that they respect a new language property for discrete event systems called par-
tial controllability condition that depends on the specification. It is shown that, under some
assumptions, the intersection of these “controlled approximations” corresponds to the supremal
controllable language contained in the specification with respect to the plant. This computation
is performed without having to build the whole plant, hence avoiding the state space explosion
induced by the concurrent nature of the plant. It is finally shown that the class of specifications
on which our method can be applied strictly subsumes the class of separable specifications.

1 Introduction

Supervisory control ([27, 5]) consists in modifying a system (plant) such that the modified (or
controlled) system satisfies a given specification (e.g. a safety property). In this paper, we focus
on the control of Concurrent Discrete Event Systems defined by a collection of components that
interact with each other. We adopt the formalism of the Supervisory Control Theory (SCT) [27]
and model the system and the specification by regular languages (or by the associated Finite State
Machines). Given a system and a specification modeled by languages, one important phase in the
SCT is the computation of the supremal controllable sub-language contained in the specification
from which one can easily derive a supervisor.

In many applications (as e.g. manufacturing systems, control-command systems, protocol net-
works, etc) and control problems, systems are also often modeled by several components acting
concurrently. In this paper, we are concerned with the control of a system where its construction
is assumed not to be feasible (due to the state space explosion resulting from the composition),
making the use of classical supervisory control methodologies impractical (See e.g. [27] or [5]).
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Several approaches have been recently investigated to deal with the complexity issue of the
control of Concurrent Discrete Event Systems (CDES). Given a CDES G modeled by a set of sub-
systems {Gi}1≤i≤n and a specification expressed by a language K, the problem under consideration
is to compute the supremal controllable sublanguage of K ∩ L(G) w.r.t. L(G) without having to
explicitly build  L(G). One classical approach consists in using Binary Decision Diagrams (BDD) [4]
to encode the system ([15, 14, 21, 20, 25]) and to use transformer predicates to perform all the
operations. Even though the whole system needs to be built, such encoding is efficient in the
sense that it avoids the state space enumeration during the synthesis phase. Meanwhile, it is still
interesting to combine these symbolic approaches with methods that are independent of the imple-
mentation. These methods should be based on the structure of a CDES and have to be efficient
even though the tool, that is used to perform the supervisor synthesis, is based on enumerative
methods. In [8, 7], the authors consider the control of a product plant (i.e. systems composed of
asynchronous subsystems, not sharing common events)1. Given a set of specifications, for each of
them, a local sub-system is built from the components that are coordinated by the corresponding
specification (i.e. all the components that share some events used to express it). It is then suf-
ficient to compute local supervisors ensuring each specification with respect to the corresponding
local sub-system in order to obtain the result on the whole system. An incremental and modular
approach have been presented in [3, 2]. When several specifications are under considerations, the
global supervisor can be obtained by performing the parallel composition between the different
corresponding “local” supervisors. Finally, closely related to the decentralized theory2, under the
hypothesis that the specification is separable (See Section 3.1.1) and that the shared events are
controllable, the authors of [26] provide a solution allowing to compute local supervisors Si acting
upon each sub-system Gi and to operate the individually controlled system Si/Gi concurrently in
such a way that the behavior of the controlled system (i.e. L(‖i Si/Gi)) corresponds to the supre-
mal controllable sublanguage of K w.r.t. the system L(G). Note that each supervisor is efficiently
computed since it is derived from each sub-system thus avoiding to build the whole system. The
same methodology has been used in [23] for the control of concurrent systems for which the various
components are supposed to have an identical structure. Knowing that the local supervisors Si

are only operating on a subset of the local events, the authors give necessary and sufficient con-
ditions over the specification K, to obtain a non-blocking controlled system that exactly matches
K. Finally note that the a decentralized architecture could be used to efficiently implement the
supervisors computed according to the theory of [8, 7]. See also [17, 19] and [20, 1, 12, 18] for other
works related to the control of concurrent systems and hierarchical systems.

In this paper, our motivation is similar as that of the previous works. We want to use the particular
structure of a concurrent system in order to avoid the building of the whole system. In this study,
we have chosen not to consider the non-blocking aspect, but rather to focus on the computation
of supervisors for prefix-closed specifications with the aim of extending the class of specifications
for which a maximal controllable solution exists. Indeed, besides the non-blocking aspect, that
is tackled by some of the above works, one common condition that is required is the separability
of the specification (as e.g. in [26]) or of the solution (as e.g. in [23, 17]). However, request-
ing the specification [26] or the solution [23, 17] to be separable happens to be a quite restrictive

1Given a CDES G modeled by {Gi}1≤i≤n, the authors actually collapse the sub-systems in order to obtain a
product plant.

2see e.g. [6, 24, 29] for details related to this theory.
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condition. Indeed, this condition does not permit to model a particular behavioral interleaving
between different components or a particular scheduling of actions that belong to different com-
ponents (for example, it is not possible to specify that one subsystem G1 can only trigger a local
action a1 when one other subsystem G2 already triggered a local action a2). So, our aim was to
find another methodology for which the separability condition is not required. To do so, we have
chosen not to adopt a “decentralized” approach as in [8, 26, 23, 17]. Instead of having one local
supervisor per sub-system (or a set of sub-systems [8]) that enforces local control actions with
respect to the events of this component ( resp. set of components), we perform the control on some
approximations of the system, each of them derived from the behavior of one component. The
behavior of these approximations is restricted so that they respect a new language property for
discrete event systems called partial controllability condition that depends on the specification. It
is shown that, a supervisor can be efficiently derived from these “controlled approximations” such
that the behavior of the controlled system is actually controllable with respect to the plant and
the uncontrollable events, even though the specification is not separable. At this point we only
require that the components that share an event agree on the control status of this event. However,
it is generally the case, that the obtained solution is not the most permissive one. We thus give
some new conditions under which the behavior of the obtained controlled system corresponds to
the supremal controllable language contained in the specification with respect to the system. One
condition concerns the system itself and requires the shared events to be controllable (as in [26]),
the other one concerns the specification and is called local consistency (it is shown to be strictly
less restrictive than separability condition).

The rest of the paper is organized as follows: in Section 2, the model and the main concepts of
the Supervisory Control Theory are introduced. In Section 3.2, the central notion of our paper called
partial controllability is defined, whereas in Section 3.3 we provide sufficient conditions under which
our methodology gives access to a modular way to synthesize the supremal controllable language
of a specification w.r.t. a concurrent DES. In section 4, some comments regarding our approach
and how it encompasses the one proposed in [26] are provided. Finally, in section 5, we apply our
method to the often studied Automated Guided Vehicle example ([16]), showing that the class of
locally consistent languages is large enough to deal with relevant problems.

2 Preliminaries

2.1 Model

Each component of the system is modeled as Finite State Machines (FSM), defined by a 4-tuple
G = 〈Σ, Q, qo, δ〉, where Σ is a finite alphabet. The notation δ(σ, q)! means that there is a transition
labeled by an event σ out of state q in machine G. Likewise, for q ∈ Q and s ∈ Σ∗, δ(s, q) denotes
the state reached by taking the sequence of events defined by trace s from state q in machine G.
The behavior of the system is described by the language L(G) ⊆ Σ∗ generated by G and defined
as follows: L(G) = {s ∈ Σ∗ | δ(s, qo)!}. Given s, s′ ∈ Σ∗, we say that s′ ≤ s whenever s′ is
a prefix of s (i.e. it exists t ∈ Σ∗ s.t. s = s′t). We denote L the prefix-closure of a language
L ⊆ Σ∗ (L = {s ∈ Σ∗ | ∃s′ ∈ L, s ≤ s′}). Note that L(G), as defined above, is prefix-closed (i.e.
L(G) = L(G)). For L ⊆ Σ∗ and Σ′ ⊆ Σ, we use L(s, Σ′) to denote the set of suffixes of L after s
that belongs to Σ′∗, i.e.

L(s, Σ′) = {t ∈ Σ′∗ | st ∈ L} (1)
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Let Σ′ ⊆ Σ, then PΣ′ : Σ∗ → Σ′∗ is the natural projection from Σ∗ to Σ′∗ that erases in a sequence
of Σ∗ all the events that do not belong to Σ′. This definition can be easily extended to regular
languages: PΣ′(L) = {s′ ∈ Σ′∗ | ∃s ∈ L, s′ = PΣ′(s)} Given L ⊆ Σ′∗ ⊆ Σ∗, the inverse projection
of L is defined by P−1

Σ′ (L) = {s ∈ Σ∗ | PΣ′(s) ∈ L}. Next, we introduce technical lemmas that will
be useful in the remainder of the paper.

Lemma 1 ([11]) Let L ⊆ Σ′∗ and Σ′ ⊆ Σ,

• let s ∈ L and s′ ∈ Σ∗, then ss′ ∈ P−1
Σ′ (L) =⇒ sPΣ′(s′) ∈ P−1

Σ′ (L).

• let s ∈ P−1
Σ′ (L) and s′ ∈ Σ∗, then ss′ ∈ P−1

Σ′ (L) =⇒ sPΣ′(s′) ∈ P−1
Σ′ (L)

2.2 Review of the Supervisory Control Problem

Supervisory control theory deals with control of Discrete Event Systems [27]. In this theory, the
behavior of the plant is assumed not to be fully satisfactory. Hence, it has to be reduced by means
of a feedback control (named Supervisor) in order to achieve a given set of requirements [27].

Given a system G to be controlled, some events of G are said to be uncontrollable (Σuc), i.e. the
occurrence of these events cannot be prevented by a supervisor, while the others are controllable
(Σc). The behavior restriction of G is achieved by means of a feedback control (named Supervisor).
Formally, a supervisor is given by a function S : L(G) → {γ ∈ 2Σ | Σuc ⊆ γ}, delivering the
set of actions that are allowed in G under the control of S after a trajectory s ∈ L(G). We write
S/G for the closed-loop system, consisting in the initial system G controlled by the supervisor S.
The closed-loop system S/G is a Discrete Event System that can be characterized by the language
L(S/G) which is recursively defined as follows:

1. ǫ ∈ L(S/G)

2. [(s ∈ L(S/G)) and sσ ∈ L(G) and σ ∈ S(s)] ⇔ sσ ∈ L(S/G)

Next we recall the definition of a controllable language [27].

Definition 1 Let G be an FSM modeling the system and K ⊆ L(G) the prefix-closed specification.
Then K is controllable with respect to Σuc and G (or L(G)) if KΣuc ∩ L(G) ⊆ K. •

In general, given a system G and a (prefix-closed) specification K ⊆ L(G), K is not controllable
w.r.t. L(G) and Σuc, which means that it is necessary to restrict the behavior of K in order to
obtain a sublanguage of K that is controllable with respect to both L(G) and Σuc.

Basic Supervisory Control Problem [27]. Given a system modeled by an FSM G and an
expected language K ⊆ L(G), the problem is to build a supervisor S such that L(S/G) ⊆ K, and
for any other supervisor S′, L(S′/G) ⊆ K ⇒ L(S′/G) ⊆ L(S/G).

Remark 1 This definition can be extended to the case where K 6⊆ L(G) by considering K ∩ L(G)
as a new specification.
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In the sequel, we will be more interested in the computation of S/G rather than in the com-
putation of the supervisor S itself, since one can easily extract S from S/G. One solution of this
problem is given by the supremal controllable sub-language of K w.r.t. Σuc and L(G) (see [27])
and is denoted K↑c or SupC(K, Σuc, L(G)) in the remainder of this paper. If both the system and
the specification are given by one FSM, then the complexity of computing SupC(K, Σuc, L(G)) is
linear in the number of states of both the system and the specification.

If many specifications are requested, the supervision can be achieved in a modular fashion [28,
27]. Each specification is implemented by a supervisor, say Si, and the global control action is
then given by S(s) = S1(s)∩ · · · ∩Sn(s) (See Figure 3)). Based on this modular control policy, the
behavior of the controlled system under the supervision of S is simply given by

L(S/G) = L(S1/G) ∩ · · · ∩ L(Sn/G)

In some situations, it is also of interest to compute the infimal prefix-closed and controllable
superlanguage of K w.r.t. L(G) and Σuc

3. This language is denoted K↓L(G),c and corresponds to
the smallest prefix-closed language that contains K and that is controllable w.r.t. Σuc and L(G).
It can be shown (see e.g. [5]) that

K↓L(G),c = KΣ∗
uc ∩ L(G) (2)

2.3 Concurrent Discrete Event System.

In this paper, our purpose is to control a system composed of several components, sharing common
events. To do so, let us consider a system G modeled as a collection of FSM Gi = (Σi, Qi, qoi, δi)
(1 ≤ i ≤ n), with Σi 6= Σj . The alphabet Σ of G is given by Σ =

⋃

i Σi, and G represents the
composition of FSM (Gi)1≤i≤n

4.
G = G1 ‖ · · · ‖ Gn

where the operation ‖ is the classical parallel composition (i.e. G1 ‖ G2 represents the concurrent
behavior of G1 and G2 with synchronization on the shared events).

Definition 2 Let Gi = (Σi, Qi, qoi
, δi), i = 1, 2 be two FSM. The parallel composition G1 ‖ G2 of

G1 and G2 is the FSM G = Acc((Σ, Q, qo, δ)) where Σ = Σ1 ∪ Σ2, Q = Q1 × Q2, qo = 〈qo1
, qo2

〉,
and δ is defined by: for all q = 〈q1, q2〉 ∈ Q and σ ∈ Σ

δ(σ, 〈q1, q2〉) =















〈δ1(σ, q1), q2〉 if σ ∈ δ1(q1) \ Σ2

〈q1, δ2(σ, q2)〉 if σ ∈ δ2(q2) \ Σ1

〈δ1(σ, q1), δ2(σ, q2)〉 if σ ∈ δ1(q1) ∩ δ2(q2)
Undefined otherwise

where the function Acc deletes the states that are not accessible from the initial state and update
the transition function according to the new set of states.

3This language and its constructive definition will be useful for technical reasons in Theorem 4.
4Note that even though useful for theoretical reasons, the FSM G will never be computed in the remainder of this

paper.
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Given a concurrent discrete event system {Gi}1≤i≤n, with L(Gi) ⊆ Σ∗
i , we simply denote by Pi

the projection from Σ∗ to Σ∗
i and by P−1

i the inverse projection from Σ∗
i to Σ∗. Based on these

operations, the language resulting from the parallel composition5 of FSM is characterized by:

L(G) = L(G1 ‖ · · · ‖ Gn) = L(G1) ‖ · · · ‖ L(Gn)

= P−1
1 [L(G1)] ∩ · · · ∩ P−1

n [L(Gn)]

(3)

In the remainder of the paper, we will denote P−1
i (Gi) the FSM such that L(P−1

i (Gi)) = P−1
i (L(Gi))

obtained from Gi by simply adding self-loops labeled by events in Σ \ Σi to each state of Gi.

Example 1 Let G = G1 ‖ G2, with L(G1) = {ǫ, a, u1, a.b, u1.b} and L(G2) = {ǫ, a, au2}. We have
Σ1 = {a, u1, b}, Σ2 = {a, u2}. Figure 1(a) and 1(b) represent the FSM generating P−1

1 (L(G1))
and P−1

2 (L(G2)), whereas Figure 1(c) is the FSM G (note that the FSM G1 and G2 can be easily
obtained from Figure 1(a) and 1(b) by removing the self-loops).

b

u1 a

u2

u2

u2

a

u2

{u1, b}

{u1, b}

{u1, b}

u1

b

a

u2
b

u2
b

(a) P−1
1 (G1) (b) P−1

2 (G2) (c) G

Figure 1: G and its components

Event status: Given a CDES (Gi)i≤n modeling G, we denote by Σs the set of shared events of
G. It represents the set of event shared by at least two different subsystems:

Σs =
⋃

i6=j

(Σi ∩ Σj)

The alphabet of one subsystem Gi is split into the controllable event set Σi,c and the uncontrollable
event set Σi,uc, i.e. Σi = Σi,uc

.

∪ Σi,c. The alphabet of the global system G is given by:

Σ =
⋃

i

Σi, Σc =
⋃

i

Σi,c, and Σuc = Σ \ Σc.

Moreover, we assume that the following relation holds between the control status of shared events:

∀i, j, Σi,uc ∩ Σj,c = ∅ (4)

5By slight abuse of notation, we use the same ‖ notation for the parallel composition of languages.
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which simply means that the components that share an event agree on the control status of this
event. Under this hypothesis, we have that Σuc = ∪iΣi,uc. Note that this assumption is not
restrictive whenever a centralized approach is considered (See Section 3.1.2 which explains our
approach).
The following technical lemma recalls the link that can be made between L(G) and the languages
P−1

i (L(Gi)).

Lemma 2 ((3.1) of [26]) Let G a concurrent system modeled by {Gi}1≤i≤n, s ∈ L(G), i ∈
{1, . . . , n} and σ ∈ Σi \ Σs. Then sσ ∈ L(G) ⇐⇒ sσ ∈ P−1

i (L(Gi))

3 Control of concurrent DES

Let G a concurrent system to be controlled, modeled by the set of FSM {Gi}1≤i≤n, and K ⊆ Σ∗ be
the specification not necessarily included in L(G). Based on remark 1, the problem we are interested
in is the computation of the supremal controllable sub-language (K ∩ L(G))↑c of K ∩ L(G) w.r.t.
Σuc and L(G). As we consider concurrent systems, the construction of the entire system may
not be feasible (due to the state-space explosion resulting from the composition), as well as the
construction of an FSM generating K ∩ L(G)6. Moreover, the use of classical supervisory control
methodologies (See e.g. [27] or [5]) may be impractical. It is then important to design algorithms
that perform the controller synthesis phase by taking advantage of the structure of G without
building it. Hence, the actual problem is to compute (K ∩ L(G))↑c without computing neither
L(G) nor K ∩ L(G).

3.1 Various approaches

Due to the concurrent nature of the system it seems quite natural to solve the control problem
using a decentralized methodology based on the structure of the system. First introduced in [26],
this corresponds to the classical approach that has been investigated in the literature so far [8, 23,
17, 19]7. However, it is worthwhile noting that a centralized approach can also be used to solve
this problem. We now briefly outline the works of [26] based on a decentralized approach before
presenting our methodology based on a centralized but modular approach and pointing out the
differences between these two approaches.

3.1.1 A Decentralized approach

The works of [26] is related to the decentralized control theory. The authors consider the control
of Concurrent Discrete Event Systems G modeled by several subsystems {Gi}1≤i≤n. Given a
specification modeled as a prefix-closed language K, they provide a method that computes local
modular supervisors Si on Gi (based on a notion of separable specification (See Definition 3)) and
to operate the individually controlled system Si/Gi concurrently in such a way that the controlled
behavior corresponds to the supremal controllable sublanguage of K ∩ L(G) w.r.t. L(G).

Definition 3 L ⊆ Σ∗ is said to be separable w.r.t. {Σi}i≤n with ∪i≤nΣi = Σ, whenever there
exists a set of languages {Li}i≤n, s.t. Li ⊆ Σ∗

i and L = L1 ‖ · · · ‖ Ln.

6When L(G) is computable, one may assume that K ⊆ L(G) (it is sufficient to consider the computable language
K ∩ L(G) as new specification), however this would be a restricting hypothesis in our framework as K ∩ L(G) is not
computable in general.

7Even though differently presented, one can use a decentralized architecture to implement the result of [8].
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It may be shown that when L is separable w.r.t. {Σi}i≤n, then this language can be rewritten as
: L = P1(L) ‖ · · · ‖ Pn(L). Now, based on Definition 3, the authors of [26] show that, given a
concurrent system G modeled by {Gi}1≤i≤n and K ⊆ Σ∗, if Σs ⊆ Σc, then there exists a set of
local supervisors (Si)1≤i≤n such that ‖1≤i≤n L(Si/Gi) = SupC(K ∩ L(G), Σuc, L(G)) if and only
if SupC(K ∩ L(G), Σuc, L(G)) is separable. Even though interesting, this result requires to build
SupC(K ∩ L(G), Σuc, L(G)) and to check whether it is separable or not. Nevertheless, the authors
show the following theorem that does not request this verification:

Theorem 1 Let G a concurrent system modeled by {Gi}1≤i≤n, with L(Gi) ⊆ Σ∗
i and K ⊆ Σ∗ the

specification. If Σs ⊆ Σc and K is separable w.r.t. {Σi}i≤n, then

‖i≤n SupC(Pi(K) ∩ L(Gi), Σi,uc, L(Gi)) = SupC(K ∩ L(G), Σuc, L(G)).

Hence, given a Concurrent DES G and a separable specification K, Theorem 1 shows that there
exists a set of local supervisors Si acting upon Gi such that ‖i≤n L(Si/Gi) = (K ∩ L(G))↑c (c.f.
Figure 2).

G1 G2

G

S1
S2

Figure 2: A Decentralized architecture for Concurrent DES

Complexity overview. If K is separable w.r.t. {Σi}i≤n (which can be checked in O(Nn+1
K )8,

where NK is the size of the FSM that generates K), then synthesizing the local supervisors requires
the computation of the projection of K over Σi. In the worst case, the size of the FSM that generates
Pi(K) is in O(2NK ). Hence, in the worse case, solving the supervisory control problem requires
O(n.2NK .N + Nn+1

K ) in both space and time where N is the size of each component. Note that if
the specification is directly given as a concurrent specification K1 ‖ · · · ‖ Kn that is compatible
with the alphabet of the system then the complexity raises down to O(n.N.NK), where NK is the
size of each component Ki. We will come back to this point in Section 4.2.

3.1.2 Our approach

In the previous works, the specification is requested to be separable, which is a quite restrictive con-
dition. Indeed, this condition does not allow to model a particular behavioral interleaving between
different components or a particular scheduling of actions that belong to different components. So,
our aim is to find another methodology for which this condition is not needed. Instead of adopting
a “decentralized” approach we prefer to use a “centralized and modular” approach [28] as shown in
Figure 3. Rather than derive local specifications according to each subsystem, the idea consists in

8where O means order (See [22] for details).
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approximating the global system according to each subsystem, and enforcing the initial specifica-
tion with respect to these approximations leading to the computation of several supervisors. Each
of them is assumed to observe the whole behavior and to give access to the set of events that are
allowed after a trace of the system.

G2G1

s

G

∧

S1

S1(s)

S2

S(s)S

S2(s)

Figure 3: Supervision Scheme

From a computational point of view, the system G can be described by the following parallel
composition of FSM

G = P−1
1 (G1) ‖ · · · ‖ P−1

n (Gn), (5)

where P−1
i (Gi) is the FSM such that L(P−1

i (Gi)) = P−1
i (L(Gi)) ⊆ Σ∗. In fact, each P−1

i (Gi) can
be seen as an approximation of the system G, which corresponds to all the behavioral knowledge
that we may deduce on G from Gi knowing that this component is coupled with other components.

Further, compared to [26], given a specification K, instead of performing computations w.r.t.
each component Gi (i.e. L(Gi)) in order to enforce Pi(K), we have chosen to perform the compu-
tations from P−1

i (L(Gi)) in order to enforce K in a modular fashion. Hence our problem is to find
conditions under which we are able to synthesize supervisors such that

L(S1/P
−1
1 (G1)) ∩ · · · ∩ L(Sn/P−1

n (Gn)) = (K ∩ L(G))↑c

Unfortunately, it is not sufficient to compute a supervisor Si w.r.t. P−1
i (Gi) that restricts the

behavior P−1
i (L(Gi)) to the supremal controllable sublanguage of K ∩P−1

i (L(Gi)) w.r.t. Σi,uc and
P−1

i (L(Gi)) and to coordinate the supervisors Si according to Figure 3 to obtain the supremal
controllable sublanguage of K∩L(G). The result may be not controllable9. This is basically due to
the duality between the local and global controllable events. The idea is then to refine the notion
of controllability in order to take into account the fact that uncontrollable events may be local to
a component. The property that we ensure on each P−1

i (Gi) according to K is called the partial
controllability condition and is defined in Section 3.2.

3.2 Partial Controllability Condition

Definition 4 Let M ⊆ L ⊆ Σ∗ be prefix-closed languages. Let Σ′
uc ⊆ Σuc ⊆ Σ be two sub-

alphabets of Σ. Let M ′ ⊆ M , then M ′ is partially controllable with respect to Σ′
uc, Σuc, M and L

if
9If for all i ≤ n we compute the supremal controllable sublanguage of K∩P

−1

i (L(Gi)) w.r.t. Σuc and P
−1

i (L(Gi)),
then the result may be not maximal.
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(i) M ′ is controllable w.r.t Σ′
uc and L.

(ii) M ′ is controllable w.r.t Σuc and M . •

Intuitively, L will be seen as an approximation of the system w.r.t. one of its components and
M as the initial specification (C.f. Section 3.3.1 and Theorem 2). Now given a sub-behavior
of M , the idea is that we may allow the violation of the controllability condition by triggering
an uncontrollable event σ that is not local (i.e. σ ∈ Σuc \ Σ′

uc), because L only constitutes an
approximation of the system and because at least one of the other supervisors, computed from the
other approximations, will avoid these events to be admissible. However, we still want to enforce
the controllability of M ′ w.r.t. M and Σuc because M will constitute the actual specification and
not an approximation.

In general, M is not partially controllable with respect to Σ′
uc, Σuc, M and L (e.g. if M is not

controllable w.r.t. Σ′
uc and L). However, it can be shown that there exists a supremal sub-language

of M that has this property.

Proposition 1 Let M ⊆ L ⊆ Σ∗ be prefix-closed languages, Σ′
uc ⊆ Σuc. There exists a unique

supremal language, denoted by M↑pc, which is partially controllable w.r.t Σ′
uc, Σuc, M and L.

Moreover

M↑pc = M↑pc = SupC(SupC(M, Σ′
uc, L), Σuc,M) (6)

Proof: First of all, the set of partially controllable languages w.r.t Σ′
uc, Σuc, M and L is not

empty, since ∅ is partially controllable w.r.t Σ′
uc, Σuc, M and L. Now let M ′ ⊆ M be a partially

controllable language w.r.t Σ′
uc, Σuc, M and L. Since M ′ ⊆ M is controllable w.r.t Σ′

uc and L,
M ′ ⊆ SupC(M, Σ′

uc, L), and by monotony of the SupC(•, Σuc,M) operator, we have that

SupC(M ′, Σuc,M) ⊆ SupC(SupC(M, Σ′
uc, L), Σuc,M)

Now, M ′ ⊆ M is controllable w.r.t Σuc and M . This entails that M ′ = SupC(M ′, Σuc,M), and
finally

M ′ ⊆ SupC(SupC(M, Σ′
uc, L), Σuc,M)

which entails that SupC(SupC(M, Σ′
uc, L), Σuc,M) contains any sub-language of M that is partially

controllable w.r.t Σ′
uc, Σuc, M and L.

Let us now show that SupC(SupC(M, Σ′
uc, L), Σuc,M) is partially controllable w.r.t Σ′

uc, Σuc,
M and L.

(i) let s ∈ SupC(SupC(M, Σ′
uc, L), Σuc,M) and σ ∈ Σ′

uc such that sσ ∈ L. As

SupC(SupC(M, Σ′
uc, L), Σuc,M) ⊆ SupC(M, Σ′

uc, L)

we obtain sσ ∈ SupC(M, Σ′
uc, L)Σ′

uc ∩ L. Hence, by definition of controllability, sσ ∈
SupC(M, Σ′

uc, L) and as SupC(M, Σ′
uc, L) ⊆ M , we also have that sσ ∈ M .

Moreover, since Σ′
uc ⊆ Σuc, we obtain that sσ ∈ SupC(SupC(M, Σ′

uc, L), Σuc,M)Σuc ∩ M .
Hence, by definition of controllability again,

sσ ∈ SupC(SupC(M, Σ′
uc, L), Σuc,M)

Thus SupC(SupC(M, Σ′
uc, L), Σuc,M) is controllable w.r.t. Σ′

uc and L.
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(ii) By definition, SupC(SupC(M, Σ′
uc, L), Σuc,M) is controllable w.r.t Σuc and M .

Finally SupC(SupC(M, Σ′
uc, L), Σuc,M) is partially controllable w.r.t Σ′

uc, Σuc, M and L. More-
over, it contains any partially controllable language w.r.t Σ′

uc, Σuc, M and L. Therefore, it is the
supremal (and we denote it by M↑pc). The fact that M↑pc is prefix-closed is trivial since the SupC()
operator preserves the prefix closure. ⋄

Proposition 1 offers a practical way to compute M↑pc, the supremal partially controllable sub-
language of M w.r.t. to Σ′

uc, Σuc, M and L. This language will be sometimes denoted SupPC(M, Σ′
uc, Σuc, L)

in the sequel. It can then be shown that the required complexity for the computation of M↑pc is in
O(NM .NL), where NM (resp NL) is the size of the automaton generating M (resp. L).

3.3 Control of Concurrent DES

Given a Concurrent DES G modeled by FSM {Gi}1≤i≤n, and a specification K, we want to compute
a controllable sub-language of K ∩ L(G) w.r.t. L(G) and Σuc, without having to build G itself.

3.3.1 Modular Computation of a controllable sub-language of K w.r.t. L(G)

Based on the concept of partial controllability applied on K and on the approximations of the
system P−1

i (L(Gi)) derived from each of its components, the next theorem provides a modular way
to compute a sub-language of K that is controllable with respect to the system.

Theorem 2 Let G a concurrent system modeled by FSM {Gi}1≤i≤n and let K ⊆ Σ∗ be a prefix-
closed language modeling the specification. For i ≤ n, we denote

• Ki = K ∩ P−1
i (L(Gi)), and

• K↑pc
i the supremal sublanguage of Ki partially controllable with respect to Σi,uc, Σuc, Ki and

P−1
i (L(Gi)).

Then, K↑pc
1 ∩ · · · ∩ K↑pc

n is controllable with respect to Σuc and L(G).

Proof: First, since K and L(Gi) are prefix-closed, then for i ≤ n the languages P−1
i (L(Gi)) as

well as Ki and K↑pc
i are prefix-closed (Proposition 1). Now, according to Definition 1, we have to

show that
(
⋂

i≤n

K↑pc
i )Σuc ∩ L(G) ⊆

⋂

i≤n

K↑pc
i

Let s ∈
⋂

i≤n K↑pc
i and σ ∈ Σuc be such that s.σ ∈ L(G). We thus have to show that sσ ∈

⋂

i≤n K↑pc
i . Without loss of generality we can assume that σ ∈ Σ1,uc.

Since sσ ∈ L(G), sσ ∈ P−1
1 (L(G1)). Hence we have sσ ∈ K↑pc

1 Σ1,uc ∩ P−1
1 (L(G1)). Moreover,

according to Definition 4, K↑pc
1 is controllable w.r.t. Σ1,uc and P−1

1 (L(G1)), from which we can

conclude that sσ ∈ K↑pc
1 .

As sσ ∈ K↑pc
1 , we have that sσ ∈ K. And as sσ ∈ L(G), then ∀i ≤ n, sσ ∈ P−1

i (L(Gi)), which
entails that ∀i ≤ n, sσ ∈ Ki = K∩P−1

i (L(Gi)). Hence, ∀i ≤ n, sσ ∈ Ki
↑pcΣuc∩Ki. Now, according

to Definition 4, ∀i ≤ n, K↑pc
i is controllable w.r.t. Σuc and Ki. Hence ∀i ≤ n, sσ ∈ K↑pc

i , which

entails that sσ ∈
⋂

i≤n K↑pc
i . ⋄
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Theorem 2 gives us a modular method to compute a sub-language of K that is controllable
w.r.t. L(G) and Σuc. Moreover, this computation is performed without building the system G
(i.e. there is no need to perform the parallel composition between the components of G). From

a computational point of view, based on Section 3.2, for i ≤ n, the computation of K↑pc
i is in

O(N.NK) (where N represents the number of states of any sub system Gi and NK the one of the
specification K).

Example 2 Let G = G1 ‖ G2, as described in Example 1 with Σ1uc = {u1} and Σ2uc = {u2} and
let us consider the specification given by the language K ⊆ Σ∗ as described in Figure 4(a)10. Our
aim is to compute a sub-language of K ∩ L(G) that is controllable w.r.t. L(G) and Σuc. Following
Theorem 2, we first compute the languages Ki = K ∩ P−1

i (L(Gi)), i = 1, 2. The FSM generating
K1 and K2 are represented in Figures 4(b) and 4(c).

a

u1 u2

u1
a

u2

u1 u1 a

u2u1

(a) K (b) K1 (c) K2

Figure 4: K and the derived specifications K1 and K2

Now based on (6), we compute K↑pc
1 (resp K↑pc

2 ), the supremal language of K1 (resp. K2)
that is partially controllable w.r.t. Σuc, Σ1,uc and P−1

1 (L(G1), (resp Σ2,uc and P−1
2 (L(G2))) (c.f.

Figure 5). The intersection of these two languages is the language K↑pc
1 ∩ K↑pc

2 = {ǫ, u1}, that is
obviously controllable w.r.t. L(G) and Σuc.

a

u2

u1 u1

(a) K↑pc
1 (b) K↑pc

2

Figure 5: The resulting supremal partially controllable languages

Let us now describe the way a supervisor can be extracted from the previously computed
languages and how it can act upon G in order to achieve the specification K. With the notations of
Theorem 2,

⋂

i≤n K↑pc
i is controllable with respect to Σuc and L(G). However, it is not interesting

10Note that b belongs to the alphabet of K even though it can not be triggered.
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to perform the intersection between these languages and to derive a supervisor from the result (all
the computational advantages of our method would be lost).

Each K↑pc
i can be seen as a supervisor Si which is able to restrict behaviors of P−1

i (Gi) to
a controllable one with respect to Σi,uc. Since P−1

i (Gi) is an over-approximation of G, it is also
possible to apply Si to G. Doing this for all i leads to the concept of modularity described in [28].
But since the controlled systems generated by two different Si are controllable with respect to two
different sets of uncontrollable events, the results of [28] can not be used. But Theorem 2 justifies
the use of a modular architecture. Hence, from a given behavior, only events enabled by all the Si

(derived from K↑pc
i ) are effectively enabled. In other words, the global supervisor acting upon G is

given by S(s) = S1(s) ∩ · · · ∩ Sn(s). The supervisor architecture is summarized in Figure 3.

3.4 Computation of (K ∩ L(G))↑c

The above methodology allows us to compute a controllable sub-language of K ∩ L(G). Indeed,

according to Theorem 2, we have that
⋂

i≤n K↑pc
i is a controllable sub-language of (K ∩ L(G))↑c.

However, it may happen that this language is not the maximal permissive one (As in Example 1 in
which the supremal controllable sublanguage of K∩L(G) is given by (K∩L(G))↑c = {ǫ, a, u1, au2}).
In this section, we present some conditions under which Theorem 2 gives access to the supremal
solution.

First, it is worthwhile noting that, in general, uncontrollable shared events are not adequate
to perform local computations. Indeed, in order to ensure the partial controllability of Ki w.r.t.
Σi,uc, Σuc, P−1

i (L(Gi)), we may need to disable a shared uncontrollable event by control, even
though this event is not fireable in the global system (this is due to the fact that we are working
on approximations and thus with local informations). This leads us to restrict the class of the
concurrent DES to the class of concurrent DES that do not share uncontrollable events (i.e. Σs ⊆
Σc). Next, we show that, under this new assumption, (K ∩ L(G))↑c verifies point (i) of the partial
controllability definition.

Lemma 3 Let G be a concurrent system modeled by FSM {Gi}1≤i≤n and K ⊆ Σ∗ a prefix-closed
language modeling the specification, then if Σs ⊆ Σc, then ∀i ≤ n, (K ∩ L(G))↑c is controllable
w.r.t Σi,uc, P−1

i (L(Gi)).

Proof: Let i ≤ n. Let us consider s ∈ (K ∩ L(G))↑c and σ ∈ Σi,uc such that sσ ∈ P−1
i (L(Gi)). We

have to show that sσ ∈ (K ∩L(G))↑c. Since σ ∈ Σi,uc and Σs ⊆ Σc, we have σ ∈ Σi \Σs. Moreover,
s ∈ P−1

i (L(Gi)), s ∈ L(G) and sσ ∈ P−1
i (L(Gi)), which entails that sσ ∈ L(G) (Lemma 2). Now,

as Σi,uc ⊆ Σuc, we have that sσ ∈ (K ∩ L(G))↑c.Σuc ∩ L(G). Since (K ∩ L(G))↑c is controllable
w.r.t Σuc and L(G), this entails that sσ ∈ (K ∩ L(G))↑c. ⋄

3.4.1 The specification is a subset of L(G)

Based on this lemma, Theorem 3.4.1 shows that whenever the specification models sub-behaviors
of the system (i.e K ⊆ L(G)), then applying Theorem 2 provides a maximal permissive supervisor.

Theorem 3 If Σs ⊆ Σc and K ⊆ L(G), then with the notations of Theorem 2,
⋂

i≤n K↑pc
i = K↑c.
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Proof: From Theorem 2,
⋂

i≤n K↑pc
i ⊆ K↑c. It is then sufficient to show that K↑c ⊆

⋂

i≤n K↑pc
i or,

equivalently that ∀i ≤ n, K↑c ⊆ K↑pc
i . To do so, we choose i ≤ n and prove that K↑c is partially

controllable w.r.t. Σi,uc, Σuc, Ki and P−1
i (Li).

(i) First, according to Lemma 3, K↑c is controllable w.r.t Σi,uc and P−1
i (L(Gi)).

(ii) Let us now show that K↑c is controllable w.r.t. Σuc and Ki. Let us consider s ∈ K↑c, σ ∈ Σuc

such that sσ ∈ Ki, we have to prove that sσ ∈ K↑c. Since sσ ∈ Ki ⊆ L(G), sσ ∈ L(G). We
then have s ∈ K↑c, σ ∈ Σuc and sσ ∈ L(G). Hence, because K↑c is controllable w.r.t. Σuc

and L(G), sσ ∈ K↑c.

This proves that K↑c is partially controllable w.r.t. Σi,uc, Σuc, Ki, P−1
i (L(Gi)). Now, as K↑pc

i

is supremal and partially controllable w.r.t. Σi,uc, Σuc, Ki, P−1
i (L(Gi), we can deduce that ∀i ≤

n, K↑c ⊆ K↑pc
i . Finally, K↑c ⊆

⋂

i≤n K↑pc
i and the proof is done. ⋄

Theorem 3 states that whenever the shared events are controllable and the language of the specifica-
tion is included in that of the system, our method computes the supremal controllable sub-language
of K w.r.t. L(G) and Σuc. We recall that the complexity of our method is in O(n.N.NK). This has
to be opposed to the complexity O(Nn.NK) of computing (K ∩L(G))↑c when G is seen as a unique
FSM (of course this complexity only stands for prefix-closed specification). Finally note that it is
sufficient to check that ∀1 ≤ i ≤ n, K ⊆ P−1

i (L(Gi)) in order to check that K ⊆ L(G). Hence, it
is not necessary to compute L(G).

Example 3 Let us consider the system given in Figure 1 again, and the specification given by
K = {u1, au2}. It is easy to show that K ⊆ L(G). Moreover, for this specification, we have
K = K1

↑pc = K2
↑pc, which implies that K1

↑pc ∩ K2
↑pc = K. Hence according to Theorem 3,

K = SupC(K, Σuc, L). ⋄

3.4.2 The specification is locally consistent w.r.t. L(G)

In some situations, modeling the specification by a language included in the language of the system
may lead to a language that is too complex to be efficiently represented. Moreover, requiring the
inclusion of languages makes that the specification of K may be itself relatively difficult to identify
insofar as L(G) is not known (the inclusion can only be checked a posteriori). One can consider a
specification that requires the system to trigger only once a particular event, say a. As such, this
specification can be modeled by an FSM with two states. However, if we request this specification
to be included in the behavior of the system, we would have to unfold the system in order to only
take into account the behaviors that match this specification.

To alleviate these problems (size, inclusion and difficulty of modeling), we now introduce a new
condition under which our methodology gives access to the supremal controllable sub-language of
K w.r.t. L and Σuc. This condition does not require the specification to be included in the one of
the system and allows us to have specifications that are relatively independent of the system. This
condition is called local consistency and is given by Definition 6. But first, we introduce the notion
of consistency:

Definition 5 Let Σ′ ⊆ Σ be two alphabets and let M ⊆ Σ∗ be a prefix-closed language. Let us
consider alphabets Σuc ⊆ Σ and Σ′

uc = Σuc ∩Σ′. M is said to be consistent with respect to Σuc and
PΣ′ if ∀s ∈ M, ∀s′ ∈ M(s, Σuc)

11, ∀σ ∈ Σ′
uc,

11See Equation (1).
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PΣ′(s′)σ ∈ M(s, Σ′
uc) ⇒ s′σ ∈ M(s, Σuc).

•

Definition 5 captures a certain interleaving between the local (Σ′
uc) and global uncontrollable

events. In particular, among other aspects, this condition induces that if after a sequence s of M ,
there is a local uncontrollable event that is admissible, then this event is admissible whenever M
triggers uncontrollable events that belong to Σuc \ Σ′

uc (C.f. Figure 6)).

s

σ′
1

σ′
2

σ1 ∈ Σ′
uc

σ
′
i
∈

Σ uc
\
Σ
′
uc⇒

s

σ1

σ1

σ′
1

σ′
2

σ1 ∈ Σ′
uc

σ
′
i
∈

Σ uc
\
Σ
′
uc

Figure 6: An aspect of the Definition 5 reflecting the interleaving

Definition 6 Let us consider a concurrent system G modeled by FSM {Gi}1≤i≤n and K be a
prefix-closed language over Σ. K is said to be locally consistent with respect to Σuc and G if
∀i ∈ {1, . . . , n},

K ∩ P−1
i (L(Gi)) is consistent with respect to Σuc and Pi.

•

Therefore, a language is said to be locally consistent for a concurrent systems whenever it is
consistent according to each local subsystems. Intuitively, if K is locally consistent with respect
to Σuc and L(G), then it means that the possible interleaving between the local/global uncontrol-
lable events w.r.t. each approximation of the system are taken into account in the specification
K. Roughly speaking, it means that K respects the interleaving between the local and global
uncontrollable events as long as they happen in the approximations.

Example 4 Let us consider the concurrent system given by the parallel composition of G1 and G2

respectively represented in Figures 7 (a) and 7 (b). The sets of uncontrollable events are respectively
given by Σ1 = {u1, u

′
1} and Σ2 = {u2, u

′
2}. In this example, we consider several specifications,

a

a

a

u1

u′
1

(a) G1

a

a a

a

u2
a

u′
2

(b) G2

Figure 7: The two components G1 and G2 of G.

given by Figures 8(a) to 8(d). In order to check the local consistency of Kj we need to check the
consistency of Kj ∩ P−1

i (L(Gi)) w.r.t. Σuc and P−1
i (L(Gi)).

It is easy to show that both K1 and K2 are locally consistent w.r.t. G. However, one can
check that K3 is not locally consistent because K3 ∩ P−1

2 (L(G2)) is not consistent. Indeed, in
K3 ∩ P−1

2 (L(G2)) (= K3), we have that P2(u1).u2 ∈ K3 (since P2(u1).u2 = u2) while u1.u2 /∈ K3.
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a

a a

a a

a a

a
u1 u2

u′
1

u2

u1

u2 u′
1

u′
2

u′
2 u′

1

(a) K
1

a a

a

u1
a

(b) K
2

a

a a

a
u1 u2

u1

(c) K
3

a

a a

a
u1 u′

2

u1

(d) K
4

Figure 8: Different specifications

Finally, whereas K4 seems very similar to K3, K4 is locally consistent. Indeed, K4∩P−1
2 (L(G2)) =

{u1} and is consistent. The difference between K3 and K4 is that the sequence u2 belongs to
P−1

2 (L(G2)) whereas u′
2 does not. ⋄

Theorem 4 If Σs ⊆ Σc and K is locally consistent, then with the notations of Theorem 2,
⋂

1 ≤ i ≤ n K↑pc
i = (K ∩ L(G))↑c

Proof: Let K ⊆ Σ∗ be a locally consistent language w.r.t. Σuc and G. According to Theorem 2,
we have that

⋂

i≤n K↑pc
i is controllable w.r.t. Σuc and L(G) and is included in (K ∩ L(G))↑c. We

thus have to show that ∀i ≤ n, (K ∩ L(G))↑c ⊆ K↑pc
i .

To do so, let us consider i ≤ n and ((K ∩ L(G))↑c)↓Ki,c (the infimal prefix-closed and controllable su-
perlanguage of (K∩L(G))↑c w.r.t. Σuc and Ki). We now prove that ((K ∩ L(G))↑c)↓Ki,c is partially
controllable w.r.t Σi,uc, Σuc, Ki and P−1

i (L(Gi)). Indeed, if ((K ∩ L(G))↑c)↓Ki,c is partially con-

trollable w.r.t Σi,uc, Σuc, Ki and P−1
i (L(Gi)), then we will have that ((K ∩ L(G))↑c)↓Ki,c ⊆ Ki

↑pc.

Moreover, as (K ∩ L(G))↑c ⊆ ((K ∩ L(G))↑c)↓Ki,c, we will also have that (K ∩ L(G))↑c ⊆ Ki
↑pc

and the proof will be done.

Let us now show that ((K ∩ L(G))↑c)↓Ki,c is partially controllable w.r.t Σi,uc, Σuc, Ki and

P−1
i (L(Gi)). According to Definition 4, we have to show that ((K ∩ L(G))↑c)↓Ki,c is (i) controllable

w.r.t. Σi,uc and P−1
i (L(Gi)) and (ii) controllable w.r.t. Σuc and Ki. Point (ii) is obvious since

by the definition of the infimal controllable language w.r.t. Σuc and Ki, ((K ∩ L(G))↑c)↓Ki,c is
controllable w.r.t. Σuc and Ki. Let us now prove the point (i).

Let us consider s ∈ ((K ∩ L(G))↑c)↓Ki,c and σ ∈ Σi,uc such that sσ ∈ P−1
i (L(Gi)). We have

sσ ∈ ((K ∩ L(G))↑c)↓Ki,c.Σi,uc ∩ P−1
i (L(Gi))

Moreover, according to (2),

((K ∩ L(G))↑c)↓Ki,c = (K ∩ L(G))↑c.Σ∗
uc ∩ Ki

Thus, s is of the form s = s′t with s′ ∈ (K ∩ L(G))↑c and t ∈ Σ∗
uc. Now, as sσ = s′tσ ∈ P−1

i (L(Gi)),
we also have that s′Pi(tσ) ∈ P−1

i (L(Gi)) (Lemma 1).

We now have that s′ ∈ (K ∩ L(G))↑c, Pi(tσ) ∈ Σ∗
i,uc and s′Pi(tσ) ∈ P−1

i (L(Gi)). We then

have that s′Pi(tσ) ∈ (K ∩ L(G))↑c as (K ∩ L(G))↑c is controllable w.r.t. Σi,uc and P−1
i (L(Gi))
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(Lemma 3). Finally, as s′Pi(tσ) ∈ (K ∩ L(G))↑c ⊆ Ki, we obtain Pi(tσ) = Pi(t)σ ∈ Ki(s
′, Σi,uc).

But Ki is consistent since K is locally consistent (Definition 6). We thus obtain that tσ ∈ Ki(s
′, Σuc)

(Definition 5). Hence sσ (= s′tσ) ∈ Ki and it entails that

sσ ∈ ((K ∩ L(G))↑c)↓Ki,c.Σuc ∩ Ki

As ((K ∩ L(G))↑c)↓Ki,c is (by definition) controllable w.r.t. Σuc and Ki, sσ ∈ ((K ∩ L(G))↑c)↓Ki,c.
Thus ((K ∩ L(G))↑c)↓Ki,c is controllable w.r.t. Σi,uc and P−1

i (L(Gi)).

Finally, ((K ∩ L(G))↑c)↓Ki,c is partially controllable w.r.t Σi,uc, Σuc, Ki and P−1
i (L(Gi)), which

concludes the proof. ⋄

Theorem 4 states that the local consistency condition together with Σs ⊆ Σc are sufficient conditions
under which our approach solves the Basic Supervisory Control Problem12. Now, given prefix-closed
languages K and L(G), the complexity of checking local consistency is O(n.N2.N2

K) (where NK

denotes the number of states of the FSM generating K and N represents the number of states
of any sub system Gi (See [9] for details regarding how the local consistency check is performed).
Moreover, as previously mentioned, the complexity of computing (K ∩L(G))↑c with our method is
O(n.NK .N). Therefore, whenever our method can be applied, its overall complexity is O(n.N2.N2

K).

3.5 How to relax the Σs ⊆ Σc assumption

According to Theorems 3 or 4 in order to solve the Basic Supervisory Control Problem, we do
require (1) the specification to be locally consistent or to be included in L(G) and (2) the shared
events to be controllable. However, none of these conditions is necessary (only sufficient) to obtain
a maximal solution. In the next corollary we actually show that it is possible not to consider the
second condition as far as the uncontrollable shared events are not involved during the computation
phase. Moreover, the modular computation approach gives an efficient way to check for this. If this
property holds, then our approach provides a maximal solution to the BSCP, even if some shared
event are uncontrollable13.

Corollary 1 Consider a concurrent system G modeled by FSM {Gi}1≤i≤n s.t. L(Gi) ⊆ Σ∗
i and

K ⊆ Σ∗. If K ⊆ L(G) or K is locally consistent w.r.t Σuc \ Σs and G and if

∀i,SupPC(Ki, Σi,uc, Σuc, P
−1
i (L(Gi))) = SupPC(Ki, (Σi,uc \ Σs), (Σuc \ Σs), P

−1
i (L(Gi))) (7)

Then
⋂

i

SupPC(Ki, Σi,uc, Σuc, P
−1
i (L(Gi))) = SupC(K ∩ L(G), Σuc, L(G))

If Condition 7 holds then it simply says that uncontrollable shared events are not involved in
the computation of the supremal partially controllable sub-language of K with respect to Σi,uc and
Σuc (i.e. considering Σi,uc ∩ Σs as controllable or not gives access to the same solution). Now let
us prove Corollary 1.

Proof: Let us first consider the language SupC(K ∩ L(G), (Σuc \ Σs), L(G)) which can be seen
as the supremal controllable sub-language of K ∩ L(G), considering that the shared events are

12In [10], a similar result was obtained but with a more restrictive condition named G-observability.
13This property can be helpful in some non trivial cases. See section 5, in which the the AGV problem is treated.
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controllable. Then as K ⊆ L(G) (resp. K is locally consistent w.r.t Σuc \Σs), based on Theorem 3
(resp. Theorem 4), we have that

⋂

i

SupPC(Ki, (Σi,uc \ Σs), (Σuc \ Σs), P
−1
i (L(Gi))) = SupC(K ∩ L(G), (Σuc \ Σs), L(G)) (8)

But by assumption,

⋂

i

SupPC(Ki, Σi,uc, Σuc, P
−1
i (L(Gi))) =

⋂

i

SupPC(Ki, (Σi,uc \ Σs), (Σuc \ Σs), P
−1
i (L(Gi))) (9)

Then according to equations (8) and (9), we have

⋂

i

SupPC(Ki, Σi,uc, Σuc, P
−1
i (L(Gi))) = SupC(K ∩ L(G), Σuc \ Σs, L(G))

Now, according to Theorem 2,
⋂

i SupPC(Ki, Σi,uc, Σuc, P
−1
i (L(Gi))) is controllable w.r.t Σuc and

L(G), which entails that

⋂

i

SupPC(Ki, Σi,uc, Σuc, P
−1
i (L(Gi))) ⊆ SupC(K ∩ L(G), Σuc, L(G)) (10)

As (Σuc \ Σs) ⊆ Σuc, we have SupC(K ∩ L(G), Σuc, L(G)) ⊆ SupC(K ∩ L(G), Σuc \ Σs, L(G)).
Hence, SupC(K ∩ L(G), Σuc, L(G)) ⊆

⋂

i SupPC(Ki, Σi,uc, Σuc, P
−1
i (L(Gi))). Overall, we obtain,

⋂

i

SupPC(Ki, Σi,uc, Σuc, P
−1
i (L(Gi))) = SupC(K ∩ L(G), Σuc, L(G))

⋄

4 Some comments regarding the specification

The previous section provides a modular method that efficiently computes the supremal controllable
sub-language of a specification K with respect to a concurrent system G. This computation is
performed without having to build the whole system G. To capture the maximality property, we
request K to be either included in L(G) or locally consistent w.r.t. G and Σuc. However, one of
the drawback of our method is that we required so far that the specification is modeled by a unique
language and it is worthwhile noting that the complexity of our method depends on the size of the
specification, which in turn may be, for example, modeled

(1) either by a collection of specifications Ki ⊆ Σ∗ that have to be ensured at the same time in
a modular way (Note that Ki 6⊆ Σ∗

i ).

(2) or modeled itself as a separable specification K ⊆ Σ∗, obtained by synchronizing several local
specifications Ki ⊆ Σ∗

i , i.e. K = K1‖ · · · ‖Kn.

Next, we investigate how to apply our methodology when the specification is either modular or sep-
arable. To simplify the proof and the notations, we assume that the shared events are controllable
knowing that we may further relax this condition as shown in Corollary 1.
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4.1 Modular Specifications

Assume that the global specification is given in a modular way e.g. K ∩K ′, with K ⊆ Σ∗, K ′ ⊆ Σ∗

and K,K ′ prefix-closed, we then have the following result:

Proposition 2 Let G be a concurrent system modeled by FSM {Gi}1≤i≤n such that Σs ⊆ Σc, K
and K ′ be two prefix-closed languages over Σ∗. For i ≤ n, we denote

• Ki = K ∩ P−1
i (L(Gi)), and K ′

i = K ′ ∩ P−1
i (L(Gi))

• K↑pc
i (resp. K ′

i
↑pc) the supremal sublanguage of Ki (resp. K ′

i) partially controllable with
respect to Σi,uc, Σuc, Ki (resp. K ′

i) and P−1
i (L(Gi)).

If K and K ′ are either included into L(G) or locally consistent, then

⋂

i≤n

K↑pc
i ∩

⋂

i≤n

K ′
i
↑pc

= ((K ∩ K ′) ∩ L(G))↑L(G),c

Indeed, from [28], we have that

(K ∩ L(G))↑c ∩ (K ′ ∩ L(G))↑c = (K ∩ K ′)) ∩ L(G))↑L(G),c

then in the case of prefix-closed languages, the modularity results in [28] together with the results
of Theorem 3 or 4, ensure the results as far as the conditions of these theorems are satisfied by the
two specifications, which is the case by assumptions.

Remark 2 Note that this is only a sufficient condition, it may be the case that K ∩ K ′ respects
either the inclusion condition or the local consistency condition but not K or K ′. In this case, we
still need to compute the whole specifications.

4.2 Separable Specification

In [26] the authors introduced the notion of separable languages and proved that when the specifi-
cation is separable then there exists a set of local supervisors acting upon each component so that
the controlled behavior is equal to (K ∩L(G))↑c (see Section 3.1.1). It is interesting to compare the
class of languages that are separable with the class of languages that are locally consistent. This is
the aim of the next proposition.

Proposition 3 Consider a concurrent system G modeled by FSM {Gi}1≤i≤n such that L(Gi) ⊆ Σ∗
i

and K ⊆ Σ∗. Then, under the assumption that Σs ⊆ Σc, if K is separable w.r.t. {Σi}1≤i≤n then
K is locally consistent w.r.t Σuc and G.

Proof: Let K ⊆ Σ∗ be a separable (Definition 3) language w.r.t {Σi}1≤i≤n. Then for i ≤ n,
let L′

i ⊆ Σ∗
i be such that K =‖1≤i≤n L′

i. Now, for any i ≤ n, let us consider the languages
Ki = K ∩ P−1

i (L(Gi)). According to Definition 6, we have to show that Ki is consistent w.r.t
Σuc and Pi. Let s ∈ Ki, s′ ∈ Ki(s, Σuc) and σ ∈ Σi,uc be such that Pi(s

′)σ ∈ Ki(s, Σuc). It is
then sufficient to show that s′σ ∈ Ki(s, Σuc). Now, as s′ ∈ Ki(s, Σuc), we have ss′ ∈ Ki ⊆ K.
Now as ∀j, K ⊆ P−1

j (L′
j) we also have that ∀j, Pj(ss

′) ∈ L′
j. Moreover, σ ∈ Σi \ Σs, which

entails that ∀j 6= i, Pj(ss
′σ) = Pj(ss

′) from which we deduce that Pj(ss
′σ) ∈ L′

j . Therefore,
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∀j 6= i, ss′σ ∈ P−1
j (L′

j). It is finally sufficient to show that ss′σ ∈ P−1
i (L′

i). We have that
sPi(s

′σ) ∈ Ki as Pi(s
′)σ ∈ Ki(s, Σuc) and Pi(s

′)σ = Pi(s
′σ). Hence sPi(s

′σ) ∈ K which implies
that sPi(s

′σ) ∈ P−1
i (L′

i). Finally, we can deduce from Lemma 1 that ss′σ ∈ P−1
i (L′

i). Hence the
result. ⋄

The previous proposition states that under the hypothesis that the shared events are controllable,
whenever the specification is separable w.r.t. {Σi}1≤i≤n then it is locally consistent w.r.t. any
concurrent system having {Σi}1≤i≤n as local alphabets. Moreover, one can easily find a language
that is locally consistent but not separable (See e.g. K4 in Example 4). This implies that the class
of locally consistent languages is strictly greater than the class of separable ones. Based on this
result, one can note that if K is separable (but not directly given as a concurrent specification),
then our methodology theoretically offers an alternative way to compute (K ∩ L(G))↑c. However,
if K is a separable control objective modeled as K1 ‖ · · · ‖ Kn, then applying our approach would
require the computation of K which once computed can be of the size of the system. This means
that if our method is naively applied then it is less efficient than that of [26]. Nevertheless, we now
demonstrate how our methodology can be adapted in order to obtain the same complexity.

First we can remark that if K = K1 ‖ · · · ‖ Kn, then is it true that K = P−1
1 (K1)∩· · ·∩P−1

n (Kn).
The idea is then to consider the n P−1

i (Ki) as n specifications that have to be ensured on G and
then to apply proposition 2. To that purpose, we first need to check that these specifications respect
the local consistency condition. Proposition 4 shows that this is useless.

Proposition 4
If Σs ⊆ Σc and Ki ⊆ Σ∗

i then P−1
i (Ki) is locally consistent w.r.t Σuc and G = G1 ‖ · · · ‖ Gn.

Proof: According to Definition 6, we have to show that, ∀j ≤ n, Ki
j , defined by Ki

j = P−1
i (Ki) ∩

P−1
j (L(Gj)), is consistent w.r.t Σuc and Pj. To do so, let us consider s ∈ Σ∗, s′ ∈ Σ∗

uc and σ ∈ Σj,uc

s.t ss′ ∈ Ki
j and sPj(s

′)σ ∈ Ki
j. We thus have to prove that ss′σ ∈ Ki

j .

According to the definition of Ki
j , we have that sPj(s

′)σ ∈ P−1
j (L(Gj)) and sPj(s

′)σ ∈ P−1
i (Ki).

However we have that

sPj(s
′)σ ∈ P−1

j (L(Gj)) ⇒ Pj(sPj(s
′)σ) ∈ L(Gj)

⇒ Pj(ss
′σ) ∈ L(Gj) ⇒ ss′σ ∈ P−1

j (L(Gj)) (a)

Let us now show that ss′σ ∈ P−1
i (Ki).

• If i = j, then as sPj(s
′)σ = sPi(s

′)σ ∈ P−1
i (Ki), we have that Pi(sPi(s

′)σ) ∈ Ki, which
entails that Pi(ss

′σ) ∈ Ki and finally ss′σ ∈ P−1
i (Ki).

• If i 6= j, by hypothesis, we have ss′ ∈ Kj
i and therefore ss′ ∈ P−1

i (Ki). It means that
Pi(ss

′) ∈ Ki. Now as σ /∈ Σi (because σ ∈ Σj,uc and Σs ⊆ Σc), we also have that Pi(ss
′σ) ∈

Ki. We thus deduce that ss′σ ∈ P−1
i (Ki).

Finally, knowing that ∀j ≤ n, ss′σ ∈ P−1
j (L(Gj)) and ss′σ ∈ P−1

i (Ki), we have that ss′σ ∈ Ki
j and

∀j ≤ n, Ki
j is then consistent w.r.t. Σuc and Pj , which entails that P−1

i (Ki) is locally consistent
w.r.t Σuc and G. ⋄
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Proposition 4 gives us a first naive method to apply the method described in Section 3 when the
specification is given by K = K1 ‖ · · · ‖ Kn. This proposition entails that it is sufficient to
consider the set (P−1

i (Ki))i≤n as n specifications. All these specifications are locally consistent
and according to Theorem 4, we can compute the supremal controllable sub-language of these
specifications w.r.t. L(G) and Σuc using our method. The modular result given by Proposition 2
ensures the validity (as well as the maximality) of the final result.

Nevertheless for one specification P−1
i (Ki), the proposed method requires the computation of

n supervisors. This implies that n2 supervisors have to be computed to solve the problem with
this approach. The next proposition shows that only a part of these supervisors actually need to
be computed (in fact, exactly one per specification P−1

i (Ki)).

Proposition 5 If Σs ⊆ Σc and Ki ⊆ Σ∗
i , then for i 6= j, P−1

i (Ki) ∩ P−1
j (L(Gj)) is partially

controllable w.r.t Σj,uc, Σuc, P−1
i (Ki) ∩ P−1

j (L(Gj)) and P−1
j (L(Gj)).

Proof: First of all, for i 6= j, P−1
i (Ki)∩P−1

j (L(Gj)) is clearly controllable w.r.t Σuc and P−1
i (Ki)∩

P−1
j (L(Gj)). Hence, according to Definition 4, it is sufficient to show that P−1

i (Ki) ∩ P−1
j (L(Gj))

is controllable w.r.t Σj,uc and P−1
j (L(Gj)).

To do so, let us consider s ∈ P−1
i (Ki) ∩ P−1

j (L(Gj)) and σ ∈ Σj,uc such that sσ ∈ P−1
j (L(Gj)).

We have to show that sσ ∈ P−1
i (Ki) ∩ P−1

j (L(Gj)). Now, since sσ ∈ P−1
j (L(Gj)), it is sufficient

to show that sσ ∈ P−1
i (Ki).

By hypothesis s ∈ P−1
i (Ki), which entails Pi(s) ∈ Ki. Moreover, since i 6= j, we also have that

σ /∈ Σi and thus Pi(σ) = ǫ. Therefore, Pi(s) = Pi(s).Pi(σ) ∈ Ki, and then Pi(sσ) ∈ Ki. This can
be rewritten as sσ ∈ P−1

i (Ki). Overall, sσ ∈ P−1
i (Ki) ∩ P−1

j (L(Gj)) which is then controllable

w.r.t. Σj,uc and P−1
j (L(Gj)). ⋄

Given a specification P−1
i (Ki) (that is locally consistent according to Proposition 4), according to

Theorem 4 the BSCP can be solved by computing, for all j ≤ n, the supremal partially controllable
language w.r.t. Σj,uc, Σuc, P

−1
i (Ki)∩P−1

j (Lj) and P−1
j (Lj). But, as a consequence of Proposition 5,

we know that the computations are unnecessary for i 6= j. This implies that only one supervisor
needs to be computed per specification P−1

i (Ki). Overall, only n supervisors are synthesized when
the specification is given by a concurrent specification K1 ‖ · · · ‖ Kn. We thus obtain the same
complexity as the one described in [26].

Example 5 We again consider the concurrent system G described in Example 1 as well as the
specification K given by K1 ‖ K2 (where K1 and K2 are respectively given in Figure 9 (a) and
(b)).

q1

q1

a, b, u1

a, u1 q1

q1

a, u2

(a) K1 (b) K2

Figure 9: K = K1 ‖ K2
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We know that K = P−1
1 (K1)∩P−1

2 (K2). Now, according to Proposition 4, for i = 1, 2, P−1
i (Ki)

is locally consistent w.r.t Σuc and G and we may apply our methodology on each P−1
i (Ki). To do so

we need to compute the languages (Ki
j)

↑pc, i, j = 1, 2 (where Ki
j denotes P−1

i (Ki) ∩ P−1
j (L(Gj))).

However, according to Proposition 5, we only need to compute (Ki
i )

↑pc, since (Ki
j)

↑pc = Ki
j if i 6= j.

q1

q1

u1, a

u2

u2 q1

q1

u2, a

b, u1

b, u1 q1 u1, b

(a) K1
1 , (K1

1 )↑pc (b) K2
2 (c) (K2

2 )↑pc

Finally, based on the remarks given after Proposition 5, we have that (K1
1 )↑pc∩(K2

2 )↑pc = {u1} =
(K ∩ L(G))↑c.

Remark 3 In [1], the authors consider the control Interactive Discrete Event Systems whose class
encompasses the Concurrent Systems one. The system as well as the specification can be seen
as a concurrent system to which is added a compensator that is used to somehow coordinate the
different subsystems. In general, the approach of [1] is more general that the one presented in this
paper as both the system and the specification are represented by a model that is more expressive.
However, when restricting this approach to the control of concurrent discrete event system, the
proposed approach is less general in the sense that the compensator, which can be seen as a global
specification has to fulfill a property that is more restrictive that the one presented in this paper
(Definition 6).

5 Example

In this section, we use the quite classical AGV (Automated Guided Vehicles) example introduced
in [16] to illustrate our methodology. In this example, the uncontrolled system is a manufacturing
system which consists of five work-stations (WST) linked together with five automated guided
vehicles. These AGVs bring some resources from one station to an other. More precisely, the
figure 10 represents the way the resources move.

Let us denote by AGV 1, . . . , AGV 5, the FSM modeling the behavior of the Automated Guided
Vehicles and by WST1, . . . ,WST5 the FSM modeling the behavior of the work-stations. Some of
these FSM are presented in Figures 11, 12 and 13. Note that WST1 is actually described by means
of two parallel FSM WST11 and WST1214. The events si represent the synchronisations between
the AGV and the different work-stations, whereas the ai, a

′
i (resp. the bi) encode the movement of

the AGV (resp. the tasks achieved by a workstation as well as the movement inside a workstation).
Finally, the initial states of these FSM are represented with square in the figures.

The global manufacturing system is modeled as the parallel composition of the different FSM
previously introduced. The number of states of each subsystems is less than twelve and the number
of states of the entire system is about thirty millions. Moreover, in this example, most of events are
assumed to be uncontrollable. Only events (ci)1≤i≤5 are indeed controllable and it is worthwhile
noting that some shared events are uncontrollable. It means that condition (7) of Corollary 1 is
required to apply the proposed methodology.

14In [16], the system was modeled with a cyclic Petri Net that can easily modeled by means of FSM
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Figure 10: The AGV Example

WST11 0

WST 11 1

s1b1

WST12 0

WST12 1

s3b2

WST2 1

WST2 0 WST2 2

WST2 3

s2

b8

b9

s6

WST3 1

WST3 0 WST3 2

WST3 3

s4

b3

b3

s8

Figure 11: Work stations WST11, WST12, WST2, and WST3

AGV1 0 AGV 1 5 AGV 1 4

AGV 1 1 AGV 1 2 AGV 1 3

s1

c1 a1

s2

c2a1
AGV3 0 AGV3 5 AGV3 4

AGV3 1 AGV3 2 AGV3 3

s5

c5 a3

s6

c6a3

Figure 12: AGV1 & AVG3

23



AGV2 0 AGV2 11

AGV2 1 AGV2 2

AGV2 3 AGV2 10

AGV2 4 AGV2 9

AGV2 8 AGV2 7

AGV2 5 AGV2 6

s3

c3

a2

a2

a2

a2

s4

c4

a2

a2

a2

a2

Figure 13: AGV2

The classical problem, described in [16], consists in computing one supervisor which prevents
some conflicting zones from being reachable in the same time by at least two AGV. The conflicting
zones are indicated with black rectangles in figure 10.

According to the FSM representation of the system, the set of behaviors avoiding each conflicting
zone can be represented by an FSM Zonei. Figure 14 corresponds to the conflicting zone Zone1

involving AGV1 and AGV2. The meaning of the FSM in figure 14 is the following: it is possible for
an AGV to enter the conflicting zone Zone1 either when event c1, c2, c3 or a′2 occurs. Then, when
such an event is triggered, this FSM enters into a state from which none other of these events can
be triggered. For example, looking at figure 12, one can see that after event c1 occurs, one AGV is
into the conflicting zone Zone1. Now, if event a1 occurs, then the AGV goes out of this zone.

Each conflicting zone 2,3,4 can be modeled by an FSM similar to the one represented in Fig-
ure 14. It can be shown that each specification Zonei is actually locally consistent w.r.t. to
the system. Moreover, for each specification the condition (7) of Corollary 1 holds. Based on
Corollary 1, we can then compute for each specification a supervisor Si15 such that L(Si/G) =
SupC(L(Zonei) ∩ L(G), Σuc, L(G)). Finally, the modularity result of Proposition 2 ensures that
∩i≤4L(Si/G) = SupC(L(‖i(Zonei)) ∩ L(G), Σuc, L(G)).

This example was treated, using an implementation of the method proposed in this paper. Since
the system consists of 12 FSM, the method provides 12 supervisors which ensure the objective Zone1

acting together. Performing computation with a 3,6 Ghz Xeon processor and 2 Megabyte memory,
16 seconds were needed to compute the supervisors ensuring Zone1

16.
Now, one point could be emphasis. It can be shown that the specifications we considered here

are not separable (i.e. it is not possible to to model the specifications as a separable language

15each of them is actually given by a set of local supervisors (Si
j)j≤n.

16About 15 seconds were actually needed to check for the local consistency of the control objective, while about
one second is used to compute the supervisors.
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Σ \ {c2, c3, a1, a
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2}

Σ \ {c1, c3, a1, a
′
2}

Σ \ {c1, c2, c3, a2, a
′
2}

Σ \ {c1, c2, c3, a2, a
′
2}

Σ \ {c1, c2, c3, a
′
2}

c1

a1 c2

a1

a′2

a2c3

a2

Figure 14: behaviors avoiding the first zone

over alphabets {(ΣAGVi
)1≤i≤5, (ΣWSTi

)1≤i≤5}. Therefore, the methodology described in [26] can
not be applied as such. However, it would be possible to perform the product of some subsystems
of the plant so that the specification becomes separable w.r.t. the alphabets of the new subsystem.
Anyway, this would render the previous method less efficient as the size of the new sub-systems
would be greater. In the same spirit, the approach described in [8] can not be efficiently applied as
this would require the computation of the whole system.

Another control objective: Let us now consider again the specification modeled by the FSM
Obj2 represented in Figure 15. This control objective aims at restricting the behaviors of the AGV
system so that a particular ordering of some events is ensured. This ordering concerns the events
c1, c3, c5, a3, c7 and a5. This ordering represents one particular interleaving of the behaviors of the
(AGVi)1≤i≤5. It means for example that the occurrence of event c5 depends on the one of event
a5. Moreover, the occurrence of these two events depends on the ones of events c1 and c3, and c3 is
not allowed to occur before c1 occurred. This control objective allows to order actions of different
subsystems. It can be shown that it is locally consistent and not controllable. One can note that
for this example, each AGVi for i ∈ {1, . . . , n} is involved. The method of [26] does not allow
to order occurrence of events which do not belong to the same subsystem. Hence, applying this
methods requires to compute ‖1≤i≤n AGVi (Since the alphabets of two different AGVi are disjoint,
this FSM has 34560 states (i.e the product of the number of states of each AGVi)).

A contrario, applying our approach only requires to manage FSM with less than 72 states (i.e.
the size of AGV2||obj2). The global supervisor is given as the conjunction of several supervisors.

This simple scheduling specification illustrates the fact that the complexity of our method is
still efficient even though some subsystems are constrained each others by the specification.

Performing computation with a 3,6 Ghz Xeon processor and 2 Megabyte memory again, about
35 seconds were needed to compute the supervisors ensuring Obj2

17.

17About 34 seconds were actually needed to check for the local consistency of the control objective, while about
one second is used to compute the supervisors.

25



5

3 4

2

1

0

c1

c3

a3 a5

c7

c5

Σ \ {c7}

Σ \ {c5}

Σ \ {c5, c7, a3, a5}

Σ \ {c3, c5, c7, a3, a5}

Σ \ {c1, c3, c5, c7}

Σ \ {c1, c3, c5}

Figure 15: Another control objective: obj2

6 Conclusion

In this paper, we investigate the Supervisory Control of Concurrent Discrete Event Systems. In
particular, we propose an efficient modular method that computes the supremal controllable lan-
guage included into a specification K w.r.t. to the system G. From the system G and each of
its components Gi, we derive a set of approximations (P−1

i (Gi))i≤n and we ensure by control that
each of these approximations respects a new language property, called partial controllability con-
dition that depends on K. It is then shown that whenever the original specification respects some
conditions (either K ⊆ L(G), or K is locally consistent) then a centralized supervisor can be ex-
tracted from the controlled approximations in such a way that the behavior of the controlled system
corresponds to the supremal controllable language contained in the language of the specification.
This computation is performed without having to build the whole system, hence avoiding the state
space explosion induced by the concurrent nature of the system. Moreover, if one wants to change
a component of G, e.g. replacing Gi by G′

i, then as far as G′
i is expressed using the same alphabet

as the one of Gi with the same partitioning between the controllable/uncontrollable event, then
it is sufficient to recompute K ′

i
↑pc = (K ∩ Pi

−1(L(G′
i))

↑pc in order to obtain the new supervisor
(note that only the conditions referring to G′

i have to be (re)-checked). Hence this methodology
is suitable for reconfigurable systems. Finally, note that our method can be used in complement
to the one of [8] and [2] whenever the sub-specifications do not concern the whole system (i.e
for each sub-specification, our method can be used to compute the supervisors on the concerned
sub-machines, without having to build the corresponding global FSM).

However, for some control problems, it may happen that the specification that has to be ensured
is more related to the notion of states rather than to the notion of trajectories of the system (the
mutual exclusion problem for example). For this class of problem, one of the main issue is the
State Avoidance Control Problem or dually the Invariance Control Problem. If one wants to used
a language-based approach to encode this problem, then the obtained specification may be of the
size of the global system itself which renders the use of the above works intractable in the sense
that the computation of the specification requires the computation of the whole system. Hence,
the previous method is not suitable for this kind of control problems (See [13] for a methodology
totally devoted to the state avoidance control problem).

So far we have been interested in the control of system for prefix-closed specifications modeling
e.g. safety properties. We are currently looking for results ensuring that the controlled system
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is non-blocking while still avoiding the computation of the whole state space. Another point of
interest would be to extend theses techniques to the hierarchical model described in [12].
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