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In this note, we prove the equivalence, under appropriate conditions, between several dynamical formalisms: projected dynamical systems, two types of differential inclusions, and a class of complementarity dynamical systems. Each of these dynamical systems can also be considered as a hybrid dynamical system. This work both generalizes previous results and sheds some new light on the relationship between known formalisms; besides, it exclusively uses tools from convex analysis.
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1. Introduction, notation

Unilateral dynamical systems have long been studied in the applied mathematics literature [18,19,3,13,20], because they find important applications in various fields (like mechanics, economics, and electrical circuits as shown recently in [5]). They usually take the form of differential inclusions or variational inequalities. In parallel, the theory of complementarity problems has witnessed an impressive development [8,10], essentially motivated by optimization problems. Recently, complementarity systems, which consist of ordinary differential equations coupled to complementarity conditions, have been the object of in depth studies in the control literature [11,4]. Basic convex analysis tells us that complementarity problems can equivalently be formulated as a special type of generalized equations (i.e. equations of the form \(0 \in F(x)\), where \(F(x)\) is multivalued). This suggests that there should also exist close links between complementarity systems and unilateral dynamical systems. From a general perspective in the study of hybrid dynamical systems and their control, it seems quite important to clarify the relationships between these various formalisms. First steps in this direction can be found in [12,4].

Thus, the object of this note is to study the relationship between a number of conspicuously different formalisms: projected dynamical systems [22, Section 2.2], two types of differential inclusions [3], and complementarity dynamical systems [11,4]. We will also discuss the existence of solutions to these systems. For other works related to these problems, see [13,7,24].

Our material is fairly standard, concerning convex analysis (for example [14], mainly its Chapter III) and differential inclusions [3]. We work with \(\mathbb{R}^n\) considered as a Euclidean space, with scalar product \((x, y)\) and associated norm \(\|x\|\). Recall that the normal cone to a nonempty closed convex set \(K \subset \mathbb{R}^n\) at \(x \in K\) is

\[N_K(x) := \{s \in \mathbb{R}^n : (s, y - x) \leq 0, \text{ for all } y \in K\}.\]
while the tangent cone is the polar of the normal cone, which means
\[ T_K(x) := [N_K(x)]^\circ \]
\[ := \{ d \in \mathbb{R}^n : \langle s, d \rangle \leq 0, \text{ for all } s \in N_K(x) \} \]
if \( x \notin K \), we set \( N_K(x) = T_K(x) = \emptyset \).

In this paper we are given a nonempty closed convex set \( C \subset \mathbb{R}^n \) (the feasible set) and two measurable functions \( g : \mathbb{R}_+ \to \mathbb{R}^n \) and \( f : \mathbb{R}_+ \to \mathbb{R}^n \). Associated with the data, we consider (together with the initial condition \( x(0) = x_0 \in C \))

- the Projected Dynamical System
\[ \dot{x}(t) \overset{\text{a.e.}}{=} \text{proj}_{T_C(x(t))}(-f(x(t)) - g(t)) \quad \text{(PDS)} \]
- and the two Differential Inclusions (the first one being implicit)
\[ -\dot{x}(t) \overset{\text{a.e.}}{\in} f(x(t)) + g(t) + N_{T_C(x(t))}(x(t)), \quad \text{(UDI-T_C)} \]
\[ -\dot{x}(t) \overset{\text{a.e.}}{\in} f(x(t)) + g(t) + N_C(x(t)), \quad \text{(UDI-C)} \]
the notation UDI stresses the fact that the right-hand side is an unbounded set (while differential inclusions are often stated with a compact right-hand side). A solution to any of the above relations is understood as an absolutely continuous function \( t \mapsto x(t) \); a.e. means almost everywhere with respect to \( t \), in the Lebesgue measure. Note that any solution to any of the above systems must by necessity lie in \( C \) for almost every \( t \).

Remark 1. By the definition of the normal cone, (UDI-C) can also be formulated as a variational inequality:
\[ x(t) \overset{\text{a.e.}}{\in} C \quad \text{and} \]
\[ \langle \dot{x}(t) + f(x(t)) + g(t), y - x(t) \rangle \overset{\text{a.e.}}{\geq} 0 \]
for all \( y \in C \).

The analogous transformation for (UDI-T_C) is more sophisticated as the set in the right-hand side also depends on \( \dot{x}(t) \): we obtain
\[ (x(t), \dot{x}(t)) \overset{\text{a.e.}}{\in} C \times T_C(x(t)) \quad \text{and} \]
\[ \langle \dot{x}(t) + f(x(t)) + g(t), y - x(t) \rangle \overset{\text{a.e.}}{\geq} 0 \]
for all \( y \in T_C(x(t)) \),
a sort of quasi-variational inequality.

This remark is important, as (quasi-)variational inequalities form a widely studied subject; see for example [15,2,21,10].

In [9,22,12], (PDS) is presented under two ostensibly different—but in fact equivalent—formulations, see (2) and (4) below. The equivalence between (2) and (4) has been established in [12, Theorem 5.1 and Remark 5.3]. For the reader’s convenience, in Section 2.1 we give straightforward arguments to establish directly the equivalence of each of these two formulations with (PDS).

The first contribution of this paper is to clarify the equivalence between the formulations (PDS) (or equivalently, (2) or (4)), (UDI-T_C) and (UDI-C). More precisely, Corollary 2 will state that (PDS) and (UDI-T_C) are always equivalent, while (UDI-C) may have more solutions. Full equivalence holds when (UDI-C) has (no solution at all or) a unique solution which is slow, i.e. \( \dot{x}(t) \) is of minimal norm in the set it belongs to:
\[-\dot{x}(t) = f(x(t)) + g(t) + \tilde{v}(t), \quad \text{with} \]
\[ \tilde{v}(t) = \arg\min_{v \in N_C(x(t))} \| f(x(t)) + g(t) + v \|. \]

The above considerations are purely geometric and concern an abstract feasible set \( C \). In practice, however, \( C \) is often explicitly described by constraints:
\[ C = \{ x \in \mathbb{R}^n : h(x) \leq 0 \in \mathbb{R}^m \}, \quad (1) \]
where \( h(\cdot) := (h_1(\cdot), \ldots, h_m(\cdot))^\top \) and the functions \( h_i : \mathbb{R}^n \to \mathbb{R}, \ i = 1, \ldots, m \) are hereby assumed to be continuously differentiable. The gradient of \( h_i \) at \( x \) is \( \nabla h_i(x) \in \mathbb{R}^n \), so that the first-order approximation of \( h_i \) close to \( x \) is written as
\[ h_i(x + d) = h_i(x) + \langle \nabla h_i(x), d \rangle + o(\| d \|) \]
for all \( d \in \mathbb{R}^n \).

The constraint-space \( \mathbb{R}_+^m \) is equipped with the standard dot-product: we write \( \lambda^\top h \) for \( \sum_{i=1}^m \lambda_i h_i \) and the notation \( \nabla h(x) \lambda \) means \( \sum_{i=1}^m \lambda_i \nabla h_i(x) \in \mathbb{R}^n \). The nonnegative orthant of \( \mathbb{R}^m \) is
\[ \mathbb{R}_+^m := \{ \lambda \in \mathbb{R}^m : \lambda_i \geq 0, i = 1, \ldots, m \}. \]
We will also use the notation \( \lambda \geq 0 \) when \( \lambda \in \mathbb{R}_+^m \), likewise for the nonpositive orthant \( \mathbb{R}_-^m \).

With the above notation, in addition to (PDS) and (UDI) we consider:

- the Complementarity Dynamic System
\[-\dot{x}(t) \overset{\text{a.e.}}{=} f(x(t)) + g(t) + \nabla h(x(t)) \lambda(t) , \]
\[ 0 \overset{\text{a.e.}}{\geq} h(x(t)) \perp \lambda(t) \overset{\text{a.e.}}{\geq} 0, \quad (CDS) \]
(\( \perp \) means orthogonality; \( \lambda^\top h = 0 \), and \( \lambda(\cdot) \) is assumed to be measurable).

The second contribution of this paper is to relate the above formalism to the ones previously mentioned; this is done in Proposition 3. The pivot is (UDI-C): it may have more

---

1 Being closed and convex, this set has a unique point of minimum norm. The measurability of the solution \( x(t) \) ensures the measurability of the multifunction \( N_C(x(t)) \), and thus of its minimal selection \( v(t) \) (see [6] for more details).
solutions than (CDS); however, equivalence holds if some additional constraint qualification holds.

The above-mentioned results are intrinsic, and thus independent of any existence question. When existence does hold, these results can be made more accurate. For this, the pivot is again (UDI-C): under an appropriate assumption of monotonicity type, it has a unique solution, which is slow (see Theorem 1). In view of the above results, the same property therefore holds for the other formulations.

In [12, Section 4], the equivalence between the formalisms of Section 2.1 and (CDS) is stated under assumptions guaranteeing likewise existence and uniqueness. An important difference from the present paper is that we exclusively use general tools from convex analysis, which turn out to substantially clarify the role of the respective assumptions (revealing in particular the crucial role of slowness).

2. Basic equivalences

We start by establishing some equivalences which do not use the fact that \( \dot{x}(t) \) is the (time) derivative of \( x(t) \). In fact, \( x(t) \) and \( \dot{x}(t) \) are considered as two independent vectors of \( \mathbb{R}^n \).

2.1. Equivalent formulations of (PDS)

In [9, 22, Definition 2.5] and [12, Definition 2.1], (PDS) is defined under different forms. The first one is\(^3\)

\[
\dot{x}(t) = \lim_{\delta \to 0} \frac{\text{proj}_C(x(t) + \delta v) - x(t)}{\delta},
\]

where \( x(t) \in C \) and \( v := -f(x(t)) - g(t) \).

The following result directly links (2) to (PDS).

Proposition 1. The right-hand sides of (PDS) and (2) are the same.

Proof. This is Proposition III.5.3.5 of [14]. \( \Box \)

Another form of (PDS) is presented in [22,12], for which we need special notation: \( v^* \) introduced in the next elementary lemma, and \( \Pi_C \) after it.

Lemma 1. Given a closed convex cone \( N \subset \mathbb{R}^n \) and \( v \notin N^0 \), the optimization problems

\[
\max\{\langle v, v \rangle : v \in N, \|v\| \leq 1\}, \quad (3a)
\]

\[
\max\{\langle v, v \rangle : v \in N, \|v\| = 1\}, \quad (3b)
\]

have the same value \( \beta > 0 \) and the same unique solution \( v^* \).

Besides, \( \text{proj}_N(v) \neq 0 \) and \( v^* = \frac{\text{proj}_N(v)}{\|\text{proj}_N(v)\|} \).

\( \Box \)

Proof. By the definition of \( N^0 \), there exists at least one \( v \) in (3a) such that \( \langle v, v \rangle > 0 \); hence, the optimal value is positive and must be attained at some \( v^* \) of norm 1. Strict convexity properties of the unit ball imply that this \( v^* \) must be unique. The first statement is proved.

Now the projection of \( v \) onto \( N \) is the unique solution of

\[
\min_{v \in N} \|v - v\|^2,
\]
or equivalently

\[
\min\{\|v - v\|^2 : \|v\| = \|\text{proj}_N(v)\|\}
\]

(the extra constraint being redundant!). Up to the constant \( \|v\|^2 + \|\text{proj}_N(v)\|^2 \), the above optimization problem is equivalent to

\[
\min_{v \in N}\{-\langle v, v \rangle, \|v\| = \|\text{proj}_N(v)\|\}.
\]

In view of positive homogeneity, this latter problem has a unique solution colinear to that of (3b), namely \( \|\text{proj}_N(v)\|v^* \). The proof is complete. \( \Box \)

Note that \( \text{proj}_N(v) = 0 \) if \( v \in N^0 \). Take \( x \in C \) and \( N := N_C(x) \); then, we see from (3a) that the operator \( \Pi_C \) used in [22] and [12, Section 2] is equal to

\[
\Pi_C(x, v) = v - (v^*, v)v^*.
\]

where \( v^* \) is given in Lemma 1.

For the following result, see also [12, Remark 5.3].

Corollary 1. Set \( v := -f(x(t)) - g(t) \) and \( N := N_C(x(t)) \). Use the notation of Lemma 1, setting \( v^* = 0 \) if \( v \in N^0 = T_C(x(t)) \). Then, the right-hand side of (PDS) is

\[
\text{proj}_{T_C(x(t))}(v) = v - \text{proj}_N(v) = v - (v^*, v)v^*.
\]

Proof. Since \( T_C(x(t)) = [N_C(x(t))]^0 \), Moreau’s decomposition theorem\(^3\) states that the right-hand side of (PDS) is \( v - \text{proj}_N(v) \). Then use Lemma 1, recalling that \( \langle \text{proj}_N(v), v \rangle = \|\text{proj}_N(v)\|^2 \). \( \Box \)

This gives an alternative proof of the equivalence of (PDS) with the other formulation of [22,12], namely

\[
\dot{x}(t) = \Pi_C(x(t), -f(x(t)) - g(t)).
\]

2.2. Geometric formulations: Relations between (PDS) and (UDI)

In this subsection, we deal with the case of an abstract set \( C \), not necessarily described by constraints.

\( \Box \)

\( \Box \)

\( \Box \)

\( \Box \)

\( \Box \)

\( \Box \)

\( \Box \)

\( \Box \)

\( \Box \)

\( \Box \)

\( \Box \)
\begin{equation}
    v = -f(x) - g
\end{equation}

\begin{equation}
    v - s \in \mathcal{N} \mathcal{K}(s),
\end{equation}

\begin{equation}
    s \in \mathcal{K}, \quad v - s \in \mathcal{K}^o, \quad \langle v - s, s \rangle = 0,
\end{equation}

\begin{equation}
    v - s \in \mathcal{K}^o, \quad \forall v \in \mathcal{K}^o, \quad \|s\|^2 \leq \langle s, v - s \rangle.
\end{equation}

\textbf{Proof.} Use the variational characterization of a projection: (5a) is equivalent to
\begin{equation}
    s = \text{proj}_\mathcal{K}(v),
\end{equation}

\begin{equation}
    v - s \in \mathcal{N} \mathcal{K}(s),
\end{equation}

\begin{equation}
    s \in \mathcal{K}, \quad (v - s, s) = 0,
\end{equation}

\begin{equation}
    v - s \in \mathcal{K}^o, \quad \forall v \in \mathcal{K}^o, \quad \|s\|^2 \leq \langle s, v - s \rangle.
\end{equation}

By the definition of a normal cone, this is exactly (5b). Since
\begin{equation}
    \mathcal{K} \text{ is a cone, } \mathcal{N} \mathcal{K}(s) = \mathcal{K}^o \cap s^\perp \quad \text{(here } s^\perp \text{ denotes the subspace orthogonal to } s); \end{equation}

it follows that (5b) is also equivalent to (5c).

Now let \( v \) and \( s \) satisfy (5c) and take \( v \in \mathcal{K}^o \); because
\begin{equation}
    s \in \mathcal{K} \quad \text{and } \quad (v - s, s') \leq 0, \quad \text{for all } s' \in \mathcal{K},
\end{equation}

and (5d) holds. Conversely, let \( v \) and \( s \) satisfy (5d). In particular,
\begin{equation}
    \langle v, s \rangle \leq 0 = \langle v - s, s \rangle; \quad \text{hence, } \|s\|^2 \leq \langle s, v - s \rangle
\end{equation}

and (5d) holds. Conversely, let \( v \) and \( s \) satisfy (5d). In particular,
\begin{equation}
    \langle v, s \rangle \leq 0 = \langle v - s, s \rangle; \quad \text{hence, } \|s\|^2 \leq \langle s, v - s \rangle.
\end{equation}

The form (5c) clearly reveals that \( s \) and \( v - s \) make up
\begin{equation}
    \text{the Moreau decomposition of } s + v - s = v; \quad \text{in particular,}
\end{equation}

it follows that \( v - s = \text{proj}_{\mathcal{K}^o}(v) \). Thus, the more relation
\begin{equation}
    \langle v - s, s \rangle = 0 \quad \text{implies that both } s \quad \text{and } v - s \quad \text{are fairly special points in}
\end{equation}

their respective cones. This is illustrated by Fig. 1 (where \( t \) is dropped), and the link with Problems (PDS) and (UDI) of Section 1 is clear:

\textbf{Corollary 2.} Given two vectors \( x = x(t) \in \mathcal{C} \) and \( \dot{x} = \dot{x}(t) \in \mathcal{R}^n \), the following three statements are equivalent:

(i) (PDS) holds,

(ii) (UDI-C) holds, and

(iii) (UDI-T\( C \)) holds, together with the following two equivalent properties:

\begin{equation}
    \begin{align*}
    (i)\& \quad -\dot{x}(t) = f(x(t)) + g(t) + \text{proj}_{\mathcal{N} \mathcal{C}(x(t))}(-f(x(t)) - g(t)), \\
    (ii)\& \quad \text{the vector } -\dot{x}(t) \text{ is of minimum norm in } f(x(t)) + g(t) + \mathcal{N} \mathcal{C}(x(t)).
    \end{align*}
\end{equation}

\textbf{Proof.} Apply Proposition 2 with
\begin{equation}
    \text{(i) } x(t) = x(t), \quad \text{and } \quad \text{(ii) } x(t) = x(t), \quad \text{with } \mathcal{N} \mathcal{C}(x(t)).
\end{equation}

(UDI-C) is just the formulation of [22,12] (recall Corollary 1).

An important consequence of the above results is that (UDI-T\( C \)) is the equivalent form of (PDS), in terms of differential inclusions.

2.3. Formulation using constraints explicitly

In this subsection, we turn to (CDS), which requires some more notation and material from convex analysis.

For \( x \in \mathcal{C} \), we denote by
\begin{equation}
    I(x) := \{ i \in [1, \ldots, m] : h_i(x) = 0 \}
\end{equation}

the set of active constraints at \( x \) and we linearize the constraints, introducing the cones
\begin{equation}
    T^h(x) := \{ d \in \mathcal{R}^n : \langle \nabla h_i(x), d \rangle \leq 0, \ i \in I(x) \},
\end{equation}

\begin{equation}
    N^h(x) := \left[ T^h(x) \right]^o
\end{equation}

(still with the convention \( T^h(x) = \mathcal{N}^h(x) = \emptyset \) if \( x \notin \mathcal{C} \)). Note that they need not coincide with the usual tangent and normal

\footnotetext[4]{If \( \langle v_0, s \rangle > 0 \) for some \( v_0 \in \mathcal{K}^o \), just take \( v = t v_0 \) with \( t \to +\infty \).}
cones\(^5\) to \(C\) at \(x\). Nevertheless, we always have \(N_C(x) \supset N^h(x)\) and \(T_C(x) \subset T^h(x)\).

Actually, a key assumption for what follows is \(T_C = T^h\), or equivalently \(N_C = N^h\). This is guaranteed under any of the following qualification conditions (see [14, Section VII.2.2] for example):

\[\forall x \in C, \exists d \in \mathbb{R}^m \text{ such that } \langle \nabla h_i(x), d \rangle < 0\]

for \(i \in I(x)\), \hspace{1cm} (QC.1)

which is dually equivalent to the so-called Mangasarian–Fromowitz assumption:

\[\sum_{i \in I(x)} \lambda_i \nabla h_i(x) = 0\]

with \(\lambda_i \geq 0, \ i \in I(x)\) \hspace{1cm} (QC.2)

Note that (QC.2) holds in particular if

the gradients of the active constraints at \(x\) are linearly independent \hspace{1cm} (QC.3)

(just remove the restriction \(\lambda_i \geq 0\) in (QC.2)). When the \(h_i\)'s are convex, it can be seen that (QC.1) is equivalent to the so-called Slater assumption:

\[\exists \tilde{x} \in \mathbb{R}^n : h_i(\tilde{x}) < 0, \ i = 1, \ldots, m.\] \hspace{1cm} (QC.4)

**Proposition 3.** Two vectors \(x = x(t)\) and \(\tilde{x} = \tilde{x}(t)\) in \(\mathbb{R}^n\) satisfy (CDS) if and only if they satisfy

\[-\dot{x}(t) \in f(x(t)) + g(t) + N^{h}(x(t)).\] \hspace{1cm} (UDI-h)

If \(T_C = T^h\), which holds for example under one of the qualification conditions (QC.1–4), this system is in turn equivalent to (UDI-C).

**Proof.** Since an \(x(t) \notin C\) can satisfy neither system, we may assume \(x(t) \in C\). The second line in (CDS) means: \(\lambda_i \geq 0, \ i = 1, \ldots, m\) and \(\lambda_i = 0\) if \(h_i(x(t)) < 0\), i.e. if \(i \notin I(x)\). From definition (8) of \(N^{h}\) (CDS) is therefore exactly (UDI-h).

The result follows. \(\square\)

Let us summarize this section: the following relations hold \(- \mathcal{S}(P)\) standing for the solution set of a problem \((P)\):

\[\mathcal{S}(PDS) = \mathcal{S}(UDI-T_C) \subset \mathcal{S}(UDI-C) \supset \mathcal{S}(UDI-h) = \mathcal{S}(CDS)\]

and the second inclusion becomes an equality if qualification holds. The first inclusion becomes an equality when \(\mathcal{S}(UDI-C)\) is either empty or reduces to a slow solution.

As already mentioned, all of these results are static: they make no reference to \(t\), which could be dropped from the notation. The four problems we consider could just be stated

\[\text{as: given } f : \mathbb{R}^n \to \mathbb{R}^n \text{ and } g \in \mathbb{R}^n, \text{ find } x \in C, s \in \mathbb{R}^n \text{ and } \lambda \in \mathbb{R}^n \text{ such that}\]

\[s = \text{proj}_{T_C(s)}(-f(x) - g),\] \hspace{1cm} (PS)

\[-s \in f(x) + g + N_{T_C(s)}(s),\] \hspace{1cm} (UI-T\(_C\))

\[-s \in f(x) + g + N_C(x),\] \hspace{1cm} (UI-C)

\[s = f(x) + g + \nabla h(x)\lambda, \quad 0 \leq h(x) \perp \lambda \geq 0.\] \hspace{1cm} (CS)

The following observations are of interest when complementarity holds:

(i) Generally speaking, the property \(v \in N_C(x)\) can obviously be restated as \(x = \text{proj}_C(v + x)\). Hence, the above (UI-C) can also be formulated as a projection system, namely: \(x = \text{proj}_C(-s - f(x) - g + x)\).

(ii) Likewise, we could write \((UI - T_C) = (PS)\) in a complementarity form. In fact, (8) expresses \(T_C(x) = T^h(x)\) analytically via (linear) constraints. The normal cone \(N^{h}(x)\) can therefore be computed analytically: recall from (8) that \(\langle \nabla h_i(x), s \rangle \leq 0\) for all \(i \in I(x)\) and define the set

\[I_0(x, s) := \{ i \in I(x) : \langle \nabla h_i(x), s \rangle = 0\}\]

of those constraints active at \(x \in C\) that are also active at \(s \in T^h(x)\). Then \(N^{h}(x)\) is the set of nonnegative combinations of the corresponding gradients: \((UI-T_C)\) can be written as

\[-s = f(x) + g + \nabla h(x)\mu, \quad \langle \nabla h_i(x), s \rangle \leq 0, \quad \mu_i \geq 0, \quad \langle \nabla h_i(x), s \rangle \mu_i = 0\]

for \(i \in I(x)\).

The second line above is a sort of complementarity relation, expressing that the vector \(\mu\) has no positive coordinate beyond \(I_0(x, s)\). However, the difficulty with a complementarity formalism is that the space where \(\mu\) resides depends on \(x\): the coordinates of \(\mu\) are indexed in \(I(x)\).

3. Existence results

The content of the previous results is void if the various systems considered in Section 1 have no solution (who would care about systems without a solution?). Existence is an even more important issue here, because of its impact on the equivalence of the various formulations. Indeed, our results in Section 2 show that the existence of a solution for \((PDS) = (UDI-T_C)\) implies the existence of a solution for \((CDS) = (UDI-C)\) (under constraint qualification). Conversely, the uniqueness of the solution for \((CDS) = (UDI-C)\) implies for \((PDS) = (UDI-T_C)\)

- either non-existence,

\[5\] With \(m = 1\), the set \(C\) of (1) defined by the constraint \(h(x) := \|x\|^2\) serves as a counterexample: \(C = \{0\}\) but \(T^h(0) = \mathbb{R}^m\), although \(T_C(0) = \{0\}\).

\[6\] The \(\tilde{x}\)'s describing elements of \(N^h(x)\) are clearly unique when (QC.3) holds, and they form a bounded set when (QC.1)= (QC.2)= (QC.4) holds.
• or uniqueness (and equivalence of all formulations) in
  case the solution is slow. This latter desirable situation
  is strongly linked to monotonicity, in the sense of
  [23, Chapter 12]. More precisely, we have the following
  result:

  **Theorem 1.** Assume that $g \in L^1(\mathbb{R}_+)$, and that $f$ is continuous
  over $\mathbb{R}^n$ and “hypomonotone”: there exists $k \geq 0$ such that

  \[(f(x) - f(y), x - y) \geq -k\|x - y\|^2 \]

  for all $x, y \in \mathbb{R}^n$.

  Then, for any initial condition $x(0) = x_0 \in C$, (UDI-C) has
  a unique solution $x(t)$ over the whole of $\mathbb{R}_+$, which is slow:
  $\dot{x}(t)$ is of minimal norm in the set $f(x(t)) + g(t) + N_C(x(t))$.

  Under these conditions, systems (PDS), (CDI-T_C) and
  (CDI-C) have the same unique solution. Furthermore, $\dot{x}(t) \in T_C(x(t))$. Under constraint qualification, the same holds for
  (CDS).

  **Proof.** The function $x \mapsto \phi(x) := f(x) + kx$ is monotone
  (i.e. it satisfies (9) with $k = 0$). Since $\phi$ is single-valued and continuous, it is indeed maximal monotone (see [23, Example 12.7], for example). The same is true for the multi-
  valued mapping $x \mapsto N_C(x)$ ([23, Corollary 12.18] for example). Thus the multivalued mapping $F := \phi + N_C$ is maximal monotone ([3, Corollary 2.7], for example).

  Add and subtract the term $kx(t)$ in (UDI-C), which can be written as

  \[-\dot{x}(t) \in F(x(t)) - kx(t) + g(t). \quad (UDI-C)\]

  Applying [3, Theorem 3.17], we obtain that (UDI-C) has
  a unique “weak” solution—call it $u(t)$—on $\mathbb{R}_+$ satisfying
  $u(0) = u_0$; by [3, Proposition 3.8], this solution is also strong
  since we are in a finite-dimensional setting. It remains to show that it is slow.

  Introducing the function $t \mapsto \gamma(t) := f(u(t)) + g(t)$, observe that $u(t)$ solves the inclusion

  \[-\dot{x}(t) \in N_C(x(t)) + \gamma(t). \quad (10)\]

  But $\gamma \in L^1(\mathbb{R}_+)\] and the operator $N_C(\cdot)$ is maximal mono-
  tone; [3, Proposition 3.4] therefore guarantees that the
  unique solution of (10) is indeed slow: $u(t)$ has minimum norm
  in the set $N_C(u(t)) + \gamma(t) = f(u(t)) + N_C(u(t)) + g(t)$.

  In other words, the unique solution of (UDI-C) is bound to
  be the slow solution.

  For the remaining part of the statement, it suffices to evoke
  Corollary 2 and Proposition 3. \qed

  Let us conclude with some remarks.

  (i) An interesting consequence of [3, Proposition 3.4] is
  the following: if $g$ is piecewise continuous, the solution
  mentioned in Theorem 1 has a right derivative $\dot{x}_+(t)$ at
  all $t$: “almost everywhere” can then be suppressed from
  the formulations, if $\dot{x}$ is replaced by $\dot{x}_+$.

  (ii) Theorem 1 is actually grounded on a fundamental result
  of nonlinear analysis; see [1] for example. Let $F$ be a
  (multivalued) maximal monotone operator:

  \[(u - v, x - y) \geq 0 \quad \text{for all } x, y \text{ and all } u \in F(x), v \in F(y);\]

  then the differential inclusion $\dot{x}(t) + F(x(t)) \ni 0$ has a
  unique solution starting at a given $x(0)$. This solution
  is defined on the whole of $\mathbb{R}_+$, and is slow. The refinements
  introduced here—see also [12]—allow a strictly
  positive $k$ in (9), as well as the inhomogeneous term
  $g(t)$ in the dynamics.

  (iii) We believe that our results easily extend to a nonconvex
  but so-called regular set $C$ [23, Definition 6.4]; see also
  [7,25,17] for a study of differential inclusions in this
  context. In case of explicit constraints, $C$ is regular when
  the differentiable functions $h_i$ (not necessarily convex)
  satisfy a qualification condition such as (QC.1)–(QC.3).

  (iv) A common approach to derive (UDI-T_C) from (CDS)
  proceeds as follows: under constraint qualification,
  (CDS) can be written as (see Proposition 3)

  \[-\dot{x}(t) = f(x(t)) + g(t) + v, \quad \text{with} \quad v = \nabla h(x(t)) \dot{x}(t) \in N_C(x(t)).\]

  According to Proposition 2 with $s = -\dot{x}(t)$, $v = -f(x(t)) - g(t)$ and $K^s = N_C(x(t))$, this is equivalent to
  (UDI-T_C) = (5c) if and only if $\langle v, \dot{x}(t) \rangle = 0$, that is,

  \[\langle \nabla h(x(t)) \dot{x}(t) \rangle = \lambda^\top \dot{w}(t) = 0,\]

  where we have set $w(t) := h(x(t)) \in \mathbb{R}^m$ (writing $\dot{w}_{x}(t)$ would be more precise). Our results clearly imply that this extra property holds if and only if the only possible solution of (UDI-C) is slow.

  4. Conclusion

  The study of the relationships among various formalisms
  of hybrid systems is of interest [4], and this note sheds new
  light on the equivalences between complementarity systems,
  projected dynamical systems, and differential inclusions. In
  particular, (UDI-T_C) plays a prominent role: it expresses
  complementarity of velocities, as opposed to complementar-
  ity of positions, expressed by (UDI-C). It is commonly ad-
  mitted that numerical resolution of the latter model is more
difficult. An explanation could be sought in Corollary 2:
when the assumptions in Theorem 1 are not satisfied (due to
numerical errors, say), then (UDI-C) may have several solu-
tions; in other words, the solution of (UDI-C) may become numerically unstable.

  It may be of interest to observe that (UDI-T_C) is reminis-
cent of Moreau’s sweeping process, [18–20,16,25], in which
the feasible set $C$ involved in the right-hand side depends on the position $x(t)$; say $-\dot{x}(t) \in NC(x(t), t)(x(t))$, although the resemblance is only superficial.

An important aspect of our approach is that it uses only general tools from convex and nonsmooth analysis, a field destined to become very instrumental for the study of hybrid dynamical systems. This is illustrated by Section 2, in which a major part of equivalences is obtained by purely static considerations.

Concerning the existence and/or uniqueness of solutions, the key assumption is the (hypo) monotonicity of $f$, which at the same time guarantees the slowness of the solution—a crucial property for the equivalence of the formulations considered. This assumption, coming from the realm of convex analysis, seems well suited to the framework considered.
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