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Abstract:  Although virtualization technologies have recently gained a lot
of interest in Grid computing as they allow flexible resource management, the
most common way to exploit grids still relies on dedicated services like resource
management systems (RMSs) to get resources at a particular time. To improve
resource usage, most of these systems provide a best-effort mode where lowest
priority jobs can be executed when resources are idle. This particular mode
does not provide any guarantee of service and jobs may be killed at any time by
the RMS when the nodes they use are subject to higher priority reservations.
This behaviour potentially leads to a huge waste of computation time or at least
requires users to deal with checkpoints of their best-effort jobs.

In this paper, we present Saline, a generic and non-intrusive framework
to manage best-effort jobs at grid level through virtual machines (VMs) usage.
We discuss the main challenges concerning the design of such a grid system,
focusing on VM snapshot management and network configuration. Results of
preliminary experiments show the interest of our proposal to ensure an efficient
execution of best-effort jobs through the whole grid.
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Saline: Gérer efficacement des travaux de faible
priorité dans les Grilles

Résumé : Les technologies de virtualisation de part la flexibilité qu’elles ap-
portent a la gestion des ressources, sont de plus en plus utilisées dans les grilles
de calcul. Cependant, le moyen le plus courant d’exploiter les ressources des
grilles reste 'utilisation d’ordonnanceurs a exécution par lots (batch scheduler).
Afin d’obtenir une gestion des ressources plus efficace de la grille, les ordon-
nanceurs fournissent généralement un mode “d’exécution au-mieux” (best-effort)
dans lequel les travaux de faible priorité sont exécutés lorsque les ressources sont
inoccupées. Ce mode de fonctionnement ne fournit aucune garantie de service et
des travaux de haute priorité peuvent & tout moment venir prendre la place de
ceux de plus faible priorité. Ce comportement peut entrainer une grande quan-
tité de perte de calculs ou, impose & I'utilisateur d’instaurer dans son travail des
mécanismes de sauvegarde de points de reprise (chekpointing mechanism).

Dans ce document, nous présentons Saline, un systéme générique et non
intrusif permettant de gérer les travaux de plus faible priorité “au-mieux” et a
léchelle de la grille en utilisant des machines virtuelles (VM). Nous discutons
des principaux points clés nécessaires & la conception d’un tel systéme en se
concentrant particuliérement sur les capacités d’arrét et de redémarrage des
machines virtuelles (VM snapshot) ainsi que sur la gestion de la configuration
du réseau de ces VM. Les premiers résultats d’expériences montrent l'intérét
d’un tel type de systéme pour assurer 'efficacité de I’exécution des travaux a
I’échelle de la grille.

Mots-clés : Grilles de calcul, Virtualisation, Systémes Distribués, Ordon-
nanceur, Gestion des ressources.
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1 Introduction

Grids (federation of clusters) are used for a wide range of applications provid-
ing high-performance computing, large storage capacity, and high throughput
communication. Although flexibility usage has been improved (deployment of
dedicated environments [3] 28], lease concept [25], ... ), the most common way
of exploiting such distributed architectures still relies on a reservation scheme
where a static set of resources is assigned to a job (or a user) during a bounded
amount of time. This model of using grids leads to a coarse-grain exploitation
of the architecture since resources are simply reassigned to another job/user at
the end of the slot without considering the real completion of applications. In
the best case, the time-slot is larger and resources are simply under used. In
the worst one, running applications are withdrawn from their resources, poten-
tially leading to the loss of all performed computations and requiring to execute
once again the same request. If the former case is not really critical from the
user point of view, the latter requires to deal with checkpointing issues to en-
sure the progress of the jobs. This is particularly true for the best-effort mode
available in most resource management systems (RMS) where idle resources are
assigned to users without any guarantee of service or time allocation. To deal
with such issues, particular checkpointing mechanisms have been included in
some RMSs [I0, 27]. However, their methods are strongly middleware or OS
dependant as they require either to link applications with dedicated checkpoint-
ing libraries or to exploit a checkpointing capable OS. Such constraints limit the
locations where the application can be restarted since grids are generally het-
erogeneous environments. Consequently, best-effort job series are limited since
users have to setup complex systems to periodically save results or to automat-
ically resubmit the lost jobs. Developing such a customized framework for each
application is not straightforward and a naive resubmission of jobs is usually
preferred, leading to a significant waste of computation and power consumption.

In this paper, we propose to develop a generic and non-intrusive framework
relying on virtualization snapshotting capabilities to efficiently manage best-
effort jobs in coordination with any RMS at grid level. Several works show the
interest for virtual machines (VMs) in the context of clusters as they provide
flexible, isolated and powerful execution environments. Using VM capabilities
such as snapshot, migrate, suspend and resume, it becomes possible to provide
a more transparent usage of cluster resources (consolidation [II], preemptive
scheduling [26], ...). Designing similar techniques at grid level implies fac-
ing new challenges [9]. For instance, VM migration in clusters usually relies
on a SAN/NAS file system to share images. This particular way of sharing
VM images cannot be exploited in grids and dedicated mechanisms have to be
designed. Keeping in mind these constraints, we developed a first prototype
entitled Saline.

Thanks to our proposal Saline, best-effort jobs can be transparently sub-
mitted into VMs so that the computation can be relocated in another location
in the grid each time the resources have been taken away by higher priority jobs.
Such an approach results in better performance concerning the total execution
time of best-effort requests and a large benefit according to power consumption.

The remainder of the paper is organized as follows: Section 2 motivates
our work by addressing the impact of coarse-grain management of Grid’5000
best-effort jobs and the benefits of the latest VM capabilities in such a context.

RR n°® 7055



4 J. Gallard — A. Lébre — C. Morin

Section 3 is dedicated to the VM management challenges at grid level. Section
4 presents an overview of our prototype, Saline, and discusses several experi-
ments focusing on internal mechanisms. Related work is addressed in Section
5. Finally, Section 6 concludes and gives several perspectives.

2 Motivations

After emphasizing how coarse-grain management of best-effort jobs can lead to
an important loss of computation and power consumption, this section focuses
on the benefits of using VM technologies to address these issues.

2.1 Best-effort Jobs in Grid’5000

The best-effort concept has been suggested in RMS to back-fill clusters or grids
during free slots which do not fit well time-bounded requests. This particular
mode does not provide any guarantee of service and jobs can be cancelled before
the end of their allowed time. This leads to utilization problems since the jobs
are simply withdrawn from their resources without considering the potential
loss of the performed computations. This behaviour becomes more and more
significant as the number of best-effort jobs increases in a large cluster or in
a grid. To show the importance of taking into consideration the best-effort
issue, we made some statistics on the Grid’5000 traces available from the Grid
Workloads Archive [12].

The Grid’5000 architecture (G5K) aims at building a highly reconfigurable,
controllable and monitorable experimental Grid platform gathering 9 sites ge-
ographically distributed in France featuring a total of 5,000 processors. This
is a heterogeneous architecture exploited by multiple users and several kinds of
applications. The G5K resource management system relies on the OAR batch
scheduler [4] and the Kadeploy software [3] which enables to deploy any user
environment directly on bare hardware. Unfortunately, it does not provide any
feature for suspending or restarting the deployed images.

The traces gathered since September 2005 and summarized in Figure [I]show
that best-effort jobs are quite used on G5K (25% of the G5K jobs) and 22% of
them are simply withdrawn by the OAR scheduler leading to more than 100,000
wasted days of computation (43% of the whole computation time allocated to
the best-effort jobs).

As VM technologies offer relocation capabilities, we propose to exploit them
to avoid computation loss and correct this particular weakness by running best-
effort jobs inside VMs. Thus, it is possible to relocate them from one cluster to
another one according to the RMS allocation changes.

2.2 Benefits of Virtualization Technologies

Virtualization is an active research subject since the 70’s. However, the recently
increased world-wide interest of researchers, developers and enterprise businesses
in virtualization sparked a few years ago with the development of lightweight
hypervisor technologies such as, for instance, Xen [1].

VM technologies provide flexible and powerful execution environments, offer-
ing isolation, security and snapshotting mechanisms, customization and encap-

INRIA
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a) Distribution of the Grid’5000 jobs since September 2005
25% of best-effort jobs representing more than 260000 days.

Best-effort Jobs | Killed Best-efforts Jobs
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Total | 578438 | 262907 | 132504 113353

b) Best-effort details: 43% of the CPU time is wasted ("Nb” - Number of requests, "days”-
corresponding global amount of CPU time in days)

Figure 1: Best-effort Usage in Grid’5000

sulation of entire application environments. Moreover, they allow bare hardware
to be strongly decoupled from system software which is a predominant feature
in the context of distributed architectures such as grids. Grids are composed
of several resources exploited concurrently by multiple users. In addition, they
are heterogeneous, geographically distributed and can potentially belong to dis-
tinct administrative areas. In this particular context, VMs can be exploited to
encapsulate jobs and then make grid resource management more flexible: the
challenge of managing applications on grids is moved to the problem of managing
VMs on grids.

3 Transparent VM Management at Grid Level

Keeping in mind that we want to design a generic and non-intrusive frame-
work (it should be able to run without requiring any modifications of the target
RMS), we established several constraints to be able to submit and manage best-
effort jobs until completion through transparent encapsulation into VMs [9]. In
our case, a typical scenario of best-effort job consists of an application poten-
tially spread over multiple VMs communicating with each other at cluster level.
Thanks to VM capabilities, it is possible to relocate a set of VMs in a coherent
network state, from one site to another, assuming we use a reliable network pro-
tocol (e.g. TCP) and all the VM snapshots are done before fatal timeouts [7].
As mentioned previously, the challenge of managing best-effort jobs is moved
to the problem of managing VM through the whole Grid. In that sense, we
choose to discuss two major points that we clearly identified as challenges at
the grid level: (i) the storage management of VM images during the best-effort
job execution and (ii) the network configuration and mobility.

RR n°® 7055



6 J. Gallard — A. Lébre — C. Morin

3.1 VM Storage Management

The VM storage management mainly concerns the way in which physical nodes
access to the VM images. If disk-less approaches (based on SAN or NAS solu-
tions) can be exploited at cluster level to make VM image management easier,
new strategies have to be proposed at grid level. In this paper we consider
that VM image is stored on the local hard drive of the node where the VM is
currently running. Such a choice implies to consider three major issues: (i) the
transfer of the VM image to the right nodes when a new job is launched, (ii) the
snapshot of the VM images when the RMS is going to withdraw some resources
and (iii) the resume of each VM involved into a job when new resources become
available. In addition, in a fourth part, we present a mechanism to improve
snapshot management efficiency.

3.1.1 VM Initial Deployment

The VM deployment issue can be compared to previous OS deployment chal-
lenge: providing and setting up an OS from one node to several others. In
the case of VMs, the issue consists to deploy a VM image from one dedicated
repository to several nodes. It can be divided in two distinct phases: (i) the
deployment of an appropriate hypervisor on the target nodes and (ii) the de-
ployment of the VM images.

Concerning the hypervisor deployment (i), the framework should provide a
generic layer to request hypervisor deployments when required. In this paper,
we rely on existing tools like Kadeploy [3] to do this operation. Moreover, the
current trend in the use of VM technologies in grids lets us think that nodes
will already provide a hypervisor, leading to just skip this step.

Concerning the VM image deployment (ii), we propose to use existing tools
to make efficient VM image copy from a dedicated repository to the target nodes.
For instance, the Taktukﬂ utility [6] is able to dynamically deploy the VM image
from a central repository to the target nodes.

3.1.2 Saving of VM Snapshots

Various strategies could be implemented for saving the VM snapshots, e.g.,
saving them locally or on a remote node [9]. Each method having its own
strength and weakness, in this paper, we focus on the remote method é.e. saving
all the VM snapshots on a dedicated repository.

Resolving the snapshot management issue consists in providing required
mechanisms to be able to relocate a best-effort job when allocated resources
are going to or have been withdrawn. According to RMS features, we have to
design two approaches. The first one exploits notification callbacks whereas the
second one makes periodical snapshots.

Using notification callbacks Some RMSs provide callbacks to inform users
when the slot allocated for a particular best-effort job is going to be withdrawn.
When such an event occurs, our proposal should request the RMS for new
resources on the grid. If resources are found (i), all the VMs involved in the

Thttp:/ /taktuk.gforge.inria.fr/
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job should be migrated on the new resources. Otherwise, all the VMs should be
suspended to the VM repository (ii).

Taking into consideration these two cases, the challenge consists in freeing
the impacted resources in a minimum amount of time. If the case (i) can be
resolved by directly copying each image from the source node to the destina-
tion one, the case (ii) requires an advanced mechanism to efficiently copy the
snapshots from the n nodes to the repository one. Such copies creates a net-
work bottleneck at the master side that increases the required time for freeing
resources. In addition, naive copies do not consider the issue of freeing each
node as fast as possible i.e. some nodes of the best-effort job can be removed
from the reservation and thus allocated to a higher priority job. In other words,
we have to (i) reduce the whole time as much as possible and (ii) to free each
resource as fast as possible.

To do this, we propose the following algorithm:

While there is a node waiting to transfer a VM image to the repository server:

e copy one VM image from the node containing the lowest number of VM
imageaﬂ to the repository.

e from each other node, copy VM images to another node except if:

— the destination node is already sending or receiving a VM image,
— the destination node has less VM images than the sender node,

— the sender node is already sending or receiving a VM image.

Periodical snapshots Considering that our framework should not require
any modifications of the RMS and that some RMSs are not able to notify before
removing best-effort jobs, we have to periodically make a snapshot of each VM
to be able to restart them when resources have been withdrawn.

3.1.3 Deployement of VM Snapshots

The resume operation of each job requires to deploy the latest snapshots on
the new allocated nodes. This issue cannot be simply compared to the intial
deployment problem. Indeed, in that particular case, distinct images have to
be transferred from the repository to the n nodes involved into the job and
potentially belonging to a remote cluster.

3.1.4 Snapshot Improvement: Copy-On-Write

Copy-On-Write techniques [2] consist in saving only each VM image modification
instead of each whole VM image. Indeed, with Copy-On-Write each VM is
represented by a reference VM image and a diff file. The diff file contains
all the changes made by the VM (i.e. file system) toward the reference VM
image. In addition, the diff file contains the volatile state of the VM (the VM’s
memory). Indeed, to save the volatile state of the VM consists in serializing its
memory in the diff file. In this manner, in our case, only the diff file of a VM
should be saved when a snapshot is requested.

2This could be easily extended to consider the whole size of VMs instead of the number.

RR n°® 7055



8 J. Gallard — A. Lébre — C. Morin

3.2 Network Configuration and Mobility

The network configuration of the VMs needs to be done considering the fact
that our framework should manage best-effort cluster jobs at grid level, i.e, if
needed, the set of VMs running a best-effort job could be migrated from one site
to another transparently from the best-effort job point of view. This operation
consists in dynamically assigning unique MAC and IP addresses to each VM
in order to prevent any conflict with the physical infrastructure or with other
VMs.

To solve this issue we propose to deploy a DHCP-like server per site. In
this approach, there is one master node per site. This master is in charge of
assigning distinct MAC and IP addresses to all VMs belonging to the best-effort
job in order to put all of them in a same subnet. In addition, the master should
ensure this subnet is not already in use by other jobs. These requirements imply
that, the master needs to send to each VM of the job, a vmID (VM identifier)
and a subnetID (subnet identifier). To do that, we define a networkmapID, a
bitmap of 65536 entries (16 bits) setting up on the master node. Each entry
corresponds to a unique subnetID enabling to configure a unique subnet for a set
of VMs. When a new best-effort job is launched, each VM retrieves a subnetID
and a vmlID from the master node.

MAC address configuration: MAC addresses are composed of 48 bits (see
Table [T). Each NIC has a MAC address in which the first 24 bits (MAC1) are
used for the manufacturer ID and the last 24 bits (MAC2) are unique to the
NIC. In our case, we define our own manufacturer ID for MAC1. MAC2 (~ 16
millions of distinct addresses) is used to distinguish each VM NIC. We compose
the first 16 bits of MAC2 with the subnetID received from the master. The last
8 bits of MAC2 are set according to the vmlID.

48 bits
24 bits 24 bits
MAC1: manufacturer ID MAC2: unique to the NIC
16 bits 8 bits
subnetID vmID

Table 1: MAC address bitmap composition.

IP address configuration: FEach VM statically sets its network configuration
according to the two IDs received from the master (see Table . We assume the
target grid platform allows the use of the 10.0.0.0/8 network. IP addresses are
composed of 32 bits. In the 10.0.0.0/8 network, the first 8 bits (IP1) are assigned
by the TANA Authority} The second 24 bits are used by our framework. In
these 24 bits, the first 16 bits (IP2) are set to the subnetID and the last 8 bits
(IP3) are set to the vmID. This allow our framework to choose between 65536
networks (from 10.0.0 to 10.254.254) and 254 VMs (from 1 to 255). Of course,
if the number of VMs is greater than 254, it should be possible to aggregate
several subnets.

3The Internet Assigned Numbers Authority: http://www.iana.org/

INRIA
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32 bits
8 bits 24 bits
IP1: assigned (used by our framework)
by TANA IP2: 16 bits IP3: 8 bits
subnetlD vmlID

Table 2: IP address bitmap composition.

In our approach, one master node is required per site. That means the
networkmaplID bitmap should be shared between all the master nodes. This
could be done by using a central server. However, such approaches lead to
Single Point Of Failure issue and thus we prefer to use a distributed approach.
Indeed, in our case, the number of requests made at the same time on the
networkmaplID is low. This allows us to use a strong consistency protocol on
the read and write accesses to the networkmaplID.

4 TImplementation and Experiments

Based on the previous analysis, we implemented a prototype, entitled SalineEL
which aims at solving the best-effort issue in G5K. In the current version, it
interacts with the OAR grid scheduler.

4.1 Implementation

Figure [2] presents the architecture of Saline. From the grid point of view,
Saline is composed of several instances (one per site). Each Saline instance
relies on two major elements: the best-effort wrapper (BEW) and the job man-
ager. The first one provides a dedicated API to submit best-effort jobs and to
specify execution constraints (VM image to exploit, hardware constraints, ... ).
The second one is in charge of VM management, periodically: (i) making snap-
shots of the current running VMs and saving them on the master node (i.e, the
image repository), and (ii) asking the OAR service for the job status. When
it detects that one job has been killed it launches the process of restoring the
corresponding VMs: it submits a new best-effort request to OAR. If OAR is
not able to find available resources on the whole grid, Saline waits a few min-
utes before asking OAR again. If OAR finds new resources, theses resources
could be in the original site (cluster level) or, in another site (grid level). In the
cluster level case, Saline has to just redeploy snapshot images from the master
to the nodes belonging to the same site. In the grid level case, Saline has
to redeploy snapshot images on nodes of another site. This operation requires
two steps: first, copying the considered snapshot images on the distant nodes,
second, updating the distant Saline master to take into account the arrival of
the best-effort jobs from another site.

Concerning the network, the configuration of the NIC IDs for one VM is
described in Figure [B] Obviously, this method can be used for multiple VMs
running on top of one or more physical nodes. All the VMs are configured with

4https://www.grid5000.fr/mediawiki/index.php,/VMdeploy
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Killed best-effort job

X BEW
Best-Effort Job N,

2 VMs

1 Normal Job

No VMs t

Snapshots ready to be deployed
when resources are freed \

Compute nodes
@'

Batch
Scheduler

Figure 2: Saline Architecture Overview

two NICs: the eth0 NIC exploits the NAT mode provided by the hypervisor
and receives its MAC and IP addresses from the hypervisor. The ethl NIC
exploits the bridge mode and is configured thanks to the subnetID and the
vmID received from the master via the eth0 NIC.

VM1

(running ' )
on Node1) Virtual Switch

for subnet

Switch
for physical
network

VM1 is a VM running on the top of Nodel. 1) VM1 eth0 NIC is configured in NAT
mode thanks to the hypervisor of Nodel. 2) VM1 asks to the Master a subnetID and
a vmID via its eth0 NIC. 3) VM1 configures its eth! NIC in bridge mode with the
IDs provided by the Master. This creates a subnet. 4) From the Master, it is possible
to communicate directly with all VMs of the jobs (via its ethvirt0 NIC) and all VMs
could communicate directly with others (via their eth! NIC).

Figure 3: VM Network Configuration Principle
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4.2 Experiments

In order to evaluate the cost of using Saline, we conducted four sets of ex-
periment. The first one analyzes the cost of setting up the whole framework
for a job. The second one focuses on the overhead of the saving snapshot both
with and without notification. The third one studies the deployment snapshot
overhead. The last one deals with the inter-site migration in case of notification
callback usage. As we want to focus on grid aspect, we chose to not discuss
intra-site migration where best-effort jobs can be migrate to other nodes in the
same cluster.

Experiments have been done on heterogeneous clusters of two Grid’5000
sites, Sophia and Nancy (from 1 to 64 nodes per site). The size of the exploited
VM image (the diff file) is approximately 512 MBytes. Moreover, in this paper,
for a better understanding, we consider that only one VM could be executed on
a physical node at each time.

4.2.1 Initial Deployment

The initial deployment could be decomposed in several parts. First, a default
image providing a hypervisor is physically deployed on nodes using Kadeploy (i).
Second, the VM image is deployed on each node taking part in the experiment
(ii). Third, the VM configuration process starts (iii). Finally the best-effort job
is launched.

Concerning the hypervisor deployment (i), results show that the deployment
of the Kadeploy hypervisor environment is quite time consuming (= 10 minutes
for < 64 nodes). However, we emphasize this step is going to disappear since
hypervisors will already be setup on the nodes.

00:10:05
00:08:38 SCp
00:07:12
00:05:46

00:04:19

Time

00:02:53

Taktuk

00:01:26

00:00:00
0 10 20 30 40 50 60
Number of nodes

Figure 4: Initial Deployment Analysis
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12 J. Gallard — A. Lébre — C. Morin

Concerning the VM image deployment (ii), in Figure 4l we compare the use
of multiple simultaneous scp to an efficient copy mechanism Taktuk. The X-axis
corresponds to the number of nodes used in the experimentation and the Y-axis
corresponds to the time required to copy all the VM images. Results show, that
with TakTuk, the time to copy the VM image from the master to all compute
nodes, is not directly linked to the number of nodes. Indeed, using Taktuk,
the VM image copy takes less than one minute (whatever the number of nodes)
whereas for multiple scp copies, the number of nodes is directly linked with the
time to complete all the copies (for 64 nodes, it takes more than 8 minutes).
This very good performance is due to the fact that TakTuk is able to pipeline
the copy of the VM images from the master to the nodes.

Concerning the VM configuration (VM boot and network configuration) (iii),
results show this step could be neglected compared to the others. Indeed, it takes
less than 2 minutes (< 64 nodes) to configure all the VMs.

4.2.2 Snapshot Saving

With or without notification, the problem of snapshot management mainly con-
cerns the copy of n VM images to one master which implies a network bottleneck
at the master side. Indeed, without notification, the framework has to save pe-
riodically the VM snapshots, and with notification, the framework has to save
the VM snapshots at a particular time. This section deals with (i) the overhead
of the saving snapshot (both with and without notification callbacks) and (ii)
the optimization proposed in Section to efficiently retrieve the snapshot
images.

00:36:00

Taktuk
00:28:48

00:21:36

scp

ime
<

00:14:24

T

Saline
00:07:12 \V/

00:00:00
0 10 20 30 40 50 60
Number of nodes

Figure 5: Snapshot Saving Analysis
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Snapshot saving overhead (i). We compared three solutions: one copying
with scp, another using Taktuk, and the last with our proposal implemented in
Saline. Results visible in Figure [5|show that Saline has similar (< 16 nodes)
or better result than the two other tools to copy VM snapshots from several
nodes to the master. Indeed, Saline is able to manage the network bandwidth
of the master by limiting the number of packet collisions and lost packets.

Optimization in case of notification (#). In addition, Figure |§| presents the
percentage of node freed according to the time. The X-axis presents the time
and the Y-axis presents the percentage of nodes freed. For this experiment,
we used 64 nodes and measured how long it took to free each node. Results
show clearly that, Saline is able to free 80% of all nodes in less than 2 minutes
whereas other tools do the same after 17 minutes for scp and 29 minutes for
Taktuk.
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c 6 scp
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o
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& Taktuk
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—
[
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Figure 6: Detailed Snapshot Time Analysis

4.2.3 Snapshot Deployment

In this experiment we first deployed snapshot images at cluster level (Sophia
site) and secondly at grid level (from Sophia to Nancy site) Figure[7] presents the
required time to deploy all VM snapshots in both cases. As mentioned earlier,
such a development cannot be efficiently solved by using Taktuk. We currently
exploit simultaneous scp commands to transfer VM snapshots from the repos-
itory node to the destination ones. Results show that the more physical nodes
we have, the bigger the time to deploy all snapshots is. However, in the case
of best-effort jobs, the time to deploy all VM snapshots (= minutes) compared
to the time to restart the best-effort job since the beginning (& hours or days)
is negligible. Moreover, results show that the time to restart snapshot images

RR n°® 7055



14 J. Gallard — A. Lébre — C. Morin

at cluster level is nearly the same as the time at grid level. This result could
be explained by the network topology of G5K. Indeed, the network bandwidth
between Sophia and Nancy is 10GB, whereas on a site, the network bandwidth
between one node and its router is 1GB. In that condition, the number of nodes
we use is negligible compared to the network bandwidth.

00:20:10
Vv
00:17:17
00:14:24
00:11:31
(O]
£ 00:08:38
|_
00:05:46
=®= |_ocal deployment
00:02:53 V' Distant de-
ployment
00:00:00
0 10 20 30 40 50 60

Number of nodes

Figure 7: Snapshot Deployment

4.2.4 Inter-Site Migration

In this section, we study the cost of VM migration from n node of one site to
n node of another one in case of notification. Experiments were done between
the sites of Sophia and Nancy.

Table [3| shows the result of the experiment. Clearly the time to migrate
VMs from one site to another is negligible (a seconds) compared to the time
to snapshot VM images (= minutes) or to restart them from the beginning (=
hours or days). As already said in the previous Section, this very interesting
result could be explained by the network topology of G5K.

nb nodes 1 2 4 8 16 32 64
Time 00:18 | 00:20 | 00:21 | 00:22 | 00:23 | 00:25 | 00:32

This table shows the time required to copy n VM snapshots from n nodes to n nodes
of another site (time is given in min:sec).

Table 3: Inter-Site VM Migration
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5 Related Work

Historically, batch schedulers have been used to manage jobs on clusters. The
combination of several jobs with several priorities on a limited number of re-
sources is a well-known issue [I7]. The back-filling model [24] is one of the most
interesting solutions to this issue. To improve performance of back-filling, so-
lutions like checkpointing were set up. These solutions are implemented in (i)
user space, i.e., at application level (a linkage with special libraries is generally
required) [20, 22] or (ii) in kernel space (generally using specific OS) [10} 27].

In such a context, the use of VM snapshot capabilities could make application
management easier. This is the reason why SGE [§] or Moab were upgraded to
take advantage of VM functionalities. However these two projects are cluster-
based and do not take into account grid constraints.

Many significant organizations focus on providing a highly configurable en-
vironment, which meets the needs of the user application requests. Such ap-
proaches have been developed by the GLOBUS alliance with its Workspace
Service [14]. However, they do not provide an easy and transparent way to
manage resources dynamically.

Concerning the Cloud area, some open-source projects like Nimbus [13],
Eucalyptus [I8] or SnowFlock [16] allow users to deploy their cloud and manage
a virtual cluster on a physical one. However, to our knowledge, such systems
don’t deal with VM snapshot and /or migration at grid level.

Other works are focused on using VM capabilities to reduce energy consump-
tion. As performance increases more and more, power consumption increases
too. Several researches are concentrating on finding a way to save power by
shutting down unused system nodes (IVS [5], VOVO [19] and Entropy [11]).
However, to our best-knowledge all these solutions do not consider grid and are
only able to do migration of jobs at cluster level.

Other projects focus on the deployment and management of virtual clusters
by working on network virtualization (HIPCAL [2I] or VIOLIN combined with
VioCluster [13],23]). However and once again, these works focus on a particular
issue and do not address the VM issue at grid level.

6 Conclusion and Future Work

In this paper, we address the challenge of managing best-effort jobs by en-
capsulating them into VMs and thus relieve users of dealing with traditional
checkpointing issues. In addition and thanks to VM capabilities such as the
snapshotting and the remote resume ones, it is possible to manage resources in
a more efficient way through transparent relocations between clusters of a grid.
We discussed two major issues that should be addressed at grid level: the
management of VM images during the whole execution of the best-effort job
and the network configuration and mobility of each VM involved into a job.
After discussing these points, we present our framework Saline, a generic
and non-intrusive framework to deal with best-effort jobs in coordination with
any RMS. Thanks to it, best-effort jobs can be launched into VMs and be
transparently relocated from one cluster to another one each time it is required.
Saline is able to benefit from RMS notification callbacks. In this case, Saline
tries to migrate the VMs involved into the job. If no resources are available on
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another site, it makes the snapshot of the whole set of VMs, and waits until new
resources become available. If no callbacks are present, Saline simply makes
periodical snapshots of the set of VMs and checks their status. If VMs are not
reachable i.e. resources have been withdrawn, Saline requests the RMS for
new ones and restarts the job from the most recent snapshot.

First experiments on our prototype show promising results with regard to
current lost of computation in a grid such as Grid’5000.

Now, we are extending our framework by exploiting complementary mecha-
nisms like monitoring probes. Indeed, which such probes, Saline will be able
to optimize its scheduling decision (load-balancing between nodes/sites, predic-
tion of hardware failure, ...). In the meantime, we are currently evaluating new
mechanisms to improve performances during the snapshot redeployment.

Concerning the management of the VMs, some points need to be addressed:
(i) the possibility to have a job spread on multiple sites at the same time, (ii)
the possibility to migrate a subset of VMs of a job from one site to another on
a transparent way for the whole set of VMs and (iii) the possibility for VMs
to communicate with clients outside the grid. To solve these issues we envision
using network virtualization. More generally, we addressed the best-effort job
issue in that work. However, we think that it could be easily extended to all kind
of jobs and thus, could contribute to make the use of scientific clouds easier.
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