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Belief Merging-based Case Combination

Julien Cojan and Jean Lieber

Orpailleur, LORIA, CNRS, INRIA, Nancy University,
BP 239, 54506 Vandceuvre-lés-Nancy
{Julien.Cojan, Jean.Lieber}@loria.fr

Abstract. Integrity constraint belief merging aims at producing fraeveral

knowledge bases, that may be mutually inconsistent, a stioatknowledge base
satisfying a given integrity constraint. It is applied hésecase combination for
case-based reasoning. This approach is shown to extendHtjleemeier’s cred-

ible case-based inference and to be reducible under somampsans to linear
programming.

1 Introduction

Case-based reasoning (CBR [1]) aims at solving problenmk#® a set of previously
solved problems accompanied with their solutions (the@®oases). At least, two gen-
eral approaches of CBR exist. The first one consists in thetatian of a sole retrieved
case. The second one consists in the combinatidgn of 1 retrieved cases. Actually,
case combination is a generalization of case adaptatiiziatter is a case combination
with k = 1.

In [2], an approach to adaptation based on a belief revisparaior, the so-called
conservative adaptation, is presented. A belief revisiperator{ associates to two
knowledge based and B a knowledge basd + B that entailsB and keeps as much
as possible fromd. Conservative adaptation of a source c@see by a target caségt
consists in a revisiortxt(Srce) + ctxt(Tgt) wherectxt(Srce) andctxt(Tgt)
are respectivelgrce andTgt interpreted according to the domain knowledge.

Now, belief revision is generalized by integrity consttallC) belief merging [3]
that integrates several knowledge bases altogether witsticonts.

The purpose here is to substitute belief revision by IC belierging in conservative
adaptation to define a case combination approach.

After the introduction of a running example and a prelimjnsection, the IC be-
lief merging theory is presented in section 4 and its apfpiboao case combination in
section 5. Section 6 shows that credible case-based irfeféhis a kind of case com-
bination. The computation of belief merging in numericalags is studied in section 7,
before a related work review and the conclusion.

2 Introduction of the running example

Assume you have an egg allergic guest and you have the erpeia¢ some dishes that
can be made without eggs. Your guest loves chocolate analEteanousse would be



a perfect desert, even if you don't have an egg-free recipispbsal. Several recipes
—the source casés ce;— can be combined to solve the target cage:

Tgt: egg-free chocolate mousse recipe
Srce;: chocolate mousse recipe
Srce,: egg-free Chantilly recipe
Srces: egg-free chocolate cream recipe

The expected solution would be to follow the main lines frénte; but to substitute

the egg-snow by egg-free Chantilly frofrce, and the chocolate mix —that contains
egg yolks— by the chocolate cream fr@mces.

3 Preliminaries

3.1 Settheory notations

A boolean interpretatio on a set of variable¥ = {ay,as,...,a,} IS a mapping
from V to the set of boolean valué® = {true, false}. It can be assimilated to
(x1,...,2,) € B" whereZ(a;) = x; fori = 1ton. Thus, the model§f] of a formula

f —the set of the interpretations satisfyifig is assimilated to a subsetidf= B". Fol-
lowing theprinciple of irrelevance of syntathe formulas are assimilated in this paper
to their models and thus to subsetdbfin particular conjunctiom, entailment=, and
logical equivalences represent intersectian, inclusionC, and set equality= on sub-
sets of/. More precisely[f A gl = [f1 N [gl, f E giff [f] C [g],andf = g iff
Lf1 = [g].

Propositional logic can then be generalized consideringsmtl{, in particular
attribute-values formalisms correspond to sets of the idnd D, x ... x D, where
Dy, ..., D, are more elementary sets like integ@rgositive real numberR ™, etc.

In order to ease the reading, a variablethat can take any value frol; is just
written ’_’, eg. ifn = 3 anda, € Dy, a3 € D3, {(a1,_,as3,)} = {(a1,x2,a3) |z2 €

Dy}.SoUd ={(_,_,)}

3.2 Metric spaces

Definition 1. A pseudo-distandeon a setl/ is a functiond : U x U — [0;+o9]
satisfying the separation axiom:

foranyz,y € U,d(z,y) =0iffz =y

Adistanceon!{ is a pseudo-distance a@# taking only finite values (for any, y €
U, d(z,y) < +oo) that satisfies the symmetry axiom:

foranyz,y € U, d(z,y) = d(y,z)

1 We slightly abuse words here as this may not be in agreemehtasmmon definition of
pseudo-distance.



and the triangular inequality:
foranyx,y, z € U, d(x,z) < d(z,y) + d(y, 2)
A (pseudo-)metric spads a pair (U, d) whered is a (pseudo-)distance on the gét

2U denotes the set of subsetdnHfA pseudo-distancéoni/ is extended on subsets
of U as follows:

:1nfdxy = mf :mfdAy)
AyeB
whereA, B € 24, andz, y € U (note thatd : 2“ x 24 — [0; +o0] is not necessary a
pseudo-distance).
A € 24 is bounded if there existE” € R* such that for each,y € A, d(z,y) <
K. Given a pseudo-distance &f) x,y € U andr € [0; 4+oc], theright closed ball of
centerz and radiusr is the set3Y (z) = {y € U | d(z,y) < r} and theeft closed ball
of centery and radiusr is the set3’”(y) = {x € U | d(z,y) < r}. The distinction
between these two definitions is relevant whiga not symmetrical, otherwise they are
equal.

Definition 2. A (pseudo-)discrete metric spa@e, d) is a (pseudo-)metric space such
that, for anyz € ¢ andr € [0; 400, BY(x) and B’ (x) are finite.

This definition is stronger than the usual definition of (mkeddiscrete metric space
which states that for any € I/, there is an > 0 such that3¥(z) = B'Y (z) = {x}.

If (U, d) is discrete then for, B two subsets ¥/, if A is bounded, thert is finite
andd(A, B) = d(A,y) for somey € B. Moreover{z € U |d(A,z) =0} = A(i.e.A
is closed).

To avoid continuity issues, like no minimum for a distanadyaliscrete spaces will
be considered in the following. In particul&rwill be approximated by decimals of a
fixed maximum length.

3.3 CBR: Definitions and Hypotheses

Cases and domain knowledg€ase-based reasoning (CBR) aims at solving problems
of a given application domain with the help of previous sodviepisodes, ocases
In this paper, these notions are formalized as follows.lgtandi/,: be two sets:
x € Uy is aproblem instanceX € U, is asolution instanceA problempb is a
class of problem instancesb € 2. A solutionsol is a class of solution instances:
sol € 2Usar,

LetU = Uy, x Uso1. A caseis a subset of/. A singleton casés a case with only
one elementCase = {(x,X)}. Givenz andCase, a problem instance and a case,
&, (Case) denotes the projection afon solution instances:

P, (Case) = {X € Usor | (2, X) € Case}



In particular, ifCase = {(z, X)} is a singleton case theh, (Case) = {X}.

The relationship stating that a solutienl solves a problempb is formalized by a
binary relation~ onif = U, x Uso1: pb is Solved bysol if, for everyx € pb exists
X € solsuchthatr ~~ X.

~ is not assumed to be completely known. By contrast, it israssithat a finite
set of cases, thease bas€B and some domain knowledge are available, and that any
case of the case baéB —called asource casand denoted bgrce— has the following
property: for eachr € U, if ¢, (Srce) # 0 then there existX € &, (Srce) such
thatx ~~ X (see figure 1).

Z/{sol

b, (Srce) Srce

{(&, X) |z~ X}

Fig. 1. A source cas@rce.

The target case, denoted gt is the case for which the solution part has to be
made more precise by the current CBR session. In generakebfe CBR inference,
nothing is known about this solutiofigt = tgt x Us.1 With tgt € 24, thetarget
problem(Fig. 2). Asingleton target problers a target problem with only one element:
tgt = {x0}.

Thedomain knowledgstates that some pai(s, X) are not licit:z +~ X. Thus,
it corresponds to a necessary condition#fot~> X. It is formalized by a subsék of
U = Upp X Uso1 and satisfies the implication: ~~ X implies (z, X) € DK (or, by
contraposition{z, X) ¢ DK impliesz + X). For Case, a given case, its elements
(x, X) that are not consistent witbk have not to be considered (they are known to
be illicit). Thus, Case is to be considered in conjunction wiflx, i.e. in its context
ctxt(Case) = DK N Case. If no domain knowledge is available, theKk = U/: every
pair (z, X') € U is a priori licit.

Case-based inferencé&iven a target casggt, a case baseB and the domain knowl-
edgedK C U, the case-based inference aims at proposing akdsedTgt that makes
Tgt more precise (Fig. 2):

DK N SolvedTgt C DK N Tgt (1)

Two main approaches for this inference are described in BBR Gterature. The
first one is based on adaptation and the second one on coiphinat



Z/{sol

L

reel SolvedTgt
DK Tgt
tgt Uy

Fig. 2. Result of a CBR sessioffigt has been specialized infolvedTgt.

3.4 Formalization of the example

The cooking problem specification consists in the three¥dlthg conditions: whether
the dish is frothy, whether it contains eggs, and whetheorit@ins chocolatés,, =
Lﬁ X UQ X U3.

Only the ingredient amounts and the volume of froth will besidered for the
solution. All the values are taken for a single serving —~\lhégplains the real values
for the eggs numbetly, = Us X Us x ... x Uy. And finally U = Uy, X Usor. The
cases values are given in table 1.

| | attribute | Tgt | Srce; | Srces | Srces |

U, = B | is frothy true | true | true | false
U> = B | has eggs false | true |false | false
Us = B | has chocolate true | true | false | true
Uy = R | froth volume (ml) _ 200 225 0

Us = R | number of eggs _ 0.67 0 0
Us = R | chocolate mass (d) _ 35 0 25
U7 = R | cream mass (Q) _ 10 0 125
Us = R | sugar mass (g) _ 65 50 _
Uy = R | soya volume (ml) _ 0 170 0

Table 1. Formalization of the egg free chocolate mousse example.

The domain knowledge is given IDx:

DK = RvFroth N RhasFroth N RhasEggs N RhasChocolate

whereR.rrotn States that the froth obtained from an egg is at most 200 mRandni
from 170 ml of soya milk 220/170 ~ 1.32):

Ryrrotn = {(_,_,_,VFroth,eggs, , , ,soya)|vFroth < 200xeggs+1.32Xxsoya}



RhasFroth, Rhaskggs, @NA Rhaschocolate fOrCE hasFroth (resp. hasEggs and
hasChocolate) to be true only when there is froth (resp. eggs and chodoiatine
recipe:

Ruasrrotn = {(hasFroth, , ,vFroth, , , , , )|

hasFroth = true iff vFroth # 0}
Rpaseges = {(_ hasEggs, _, _,eggs, ,_,_,_) |hasEggs = falseiff eggs = 0}
Rhaschocolate = {(_,_,hasChocolate, , ,chocolate, , , )|

hasChocolate = false iff chocolate = 0}

Therefore, the fifth component DK N Tgt is (DK N Tgt)s = 0.
The following distancel is defined ori{, for =,y € U, by:

d(ma y) = Pb(x’y) + dsol(x’y)
3 .
0 if Ty =Y
d = i X .
() ;w {1 otherwise
9
deor (z,y) = Y _ wily; — i
1=4

The choice of the weights; reflects the relative importance of the different dimen-
sions. In particular here, the eggs and soya milk are usedrtergte froth, thus froth’s
dimension should get a higher importance than egg’s andssoya

4 Integrity Constraint Belief Merging

The following scenario illustrates the notion of integritynstraint belief merging. Let
us consider an agent that has some knowledge about the \watlieé/she considers to
be inviolable: this is his/her integrity constraints (I8pw, he/she receives from several
sources some knowledge about the world. Taking the conpmof all these sources
does not necessarily lead to a knowledge base consistdntheiiC of the agent.

Various operators may be used to merge these sources of éagevin a result
consistent with the integrity constraints. Such an IC nreggiperator should satisfy
some postulates [3], as it is explained in section 4.1. Aighitborward generalization
of this work to a more general formalism is presented in sacti2. Then, an example
of IC merging operator is presented (section 4.3).

4.1 IC Merging in Propositional Logic

The definition below is a reformulation from [3], with sultation of propositional
formulas ony by subsets oB":

Definition 3. Letl{ = B". AnIC merging operatoon/{ is a mappingA : (IC, M) —
Nre(M), whereIC € 24 is the integrity constraint and/ —the set of beliefs to
be merged- is a finite multi-set of non empty subsetg, dfatisfying the following
postulates:



(A-1) Aje(M) C IC
(A-2) If IC # O thenA e (M) #
(A-3) N MNIC #DthenAc(M)=NMnIC
(A-4)If Ay C IC and A, C IC then
Arc({Ar, AP N AL #0iff Are({A1, As) N Ay # 0
(A-5) Are(My) N Are(Ma) € Are(My U Ms)
(A-G) If Ajc(Ml) n A]C(MQ) 7é (Z)thenAIc(Ml U Mg) - Ajc(Ml) N Ajc(Mg)
(A7) Dpoy (M) N IC C Ajoynre, (M)
(A-8) If Aje, (M)NICy # 0 thenAroynre, (M) C Aje, (M)

whereIC, IC,,ICy, Ay, Ay € 2¥, Ay # (), Ay # () and M, M;, and M- are three
multisets of non empty subsetd6fi; U Ms denotes the multi-set union 8f; and
M.

Note that there is another postulate in [3] that expresseptihciple of irrelevance
of syntax. By working on interpretations the independendbé¢ syntax is already im-
plied, thus this postulate is reformulated in the followtagtology: if M; = M> and
I1C; = ICy thenA e, (My) = Aje, (Ms).

IC merging and belief revisionBelief revision is usually presented as the change of an
agent beliefd after some fact®3 are known by him. Some beliefs ith may have to be
left as being in contradiction witli3 but others may not have interference and should
be kept. The resulting belied + B should entailB and keep “as much as possible”
of A. The notion of IC merging can be considered as a generalizafithe notion of
revision in the sense that-f is defined by

A+ B =Ap({4}) @)
with A an IC merging operator, thei#t satisfies the postulates of revision (i.e., the
postulates of the “AGM theory” [5], that have been appliegtopositional logic in [6]).
4.2 Generalization

The definition of an IC merging operator on a giveniges the same as definition 3,
except thal/ is any set, not necessariy’.

Definition 4. A pre-IC merging operatoon a set// is a mappingA : (IC, M) —
Nre(M), whereIC € 2¥ and M is a finite multi-set of subsets &f, satisfying the
postulategA-1), (A-3) to (A-8), and(A-2') a weakened version 0f\-2):

(A-2") If IC # () and every set il is bounded, therd\ ;o (M) # )

Definition 5. An IC merging operatois a pre-IC merging operator that satisfies pos-
tulate (A-2).



4.3 Example of pre-IC Merging Operator

The operator presented in this section is inspired from diesoDA? operators [3].
Let (U, d) be a pseudo-metric space. 8t be the function associating to the pair
(M, y) —wherel is a finite multiset of subsets &f, andy € /- the real number

d¥(M,y) =Y d(A,y)
AeM

ForIC € 24, letd” (M,IC) = inf d*(M,y). Let A%* be the operator defined as
ye

follows:

AT (M) = {y € IC | d¥(M,y) = d* (M, IC)}
Proposition 1. If (i/, d) is discrete A% > satisfies the postulatés\-1), (A-2'), (A-3),
(A-5), (A-6), (A-T), and(A-8).
If d is symmetrical (i.e., it satisfies the symmetry axiom) thér satisfieg A-4). Itis
then a pre-IC merging operator.

A proof for this proposition is given in appendix.

Note, that(A-2) is not satisfied in general. Considér= {log(n)|n € N\ {0}}
with d(z,y) = |y — z|, IC = {log(2p)|p € N\ {0}}, M = {A} with A =
{log(2p + 1) | p € N}. ThenA S (M) = 0.

5 Case Combination based on a pre-IC Merging Operator

5.1 Conservative Adaptation

Conservative adaptation [2] is an approach to adaptatisedan belief revision. Its
principle is to reuse “as much as possible"safce while being consistent withigt.
Both Srce andTgt must be considered according to domain knowlebigeAs for
belief revision, the meaning of “as much as possible” isalglg. The idea is to define
conservative adaptation parameterized by a belief revigerator-:

SolvedTgt = (DK N Srce) + (DK N Tgt)

This inference is called--conservative adaptation.

5.2 A-combination of cases

Definition. Let SCS = {Srcey,...,Srce;} be a subset of the case b&se Let A be

a pre-IC merging operator @f = Uy, x Uso1. A-combination of cases is a generaliza-
tion of +-conservative adaptatior: is generalized im\ and the sole selected case is
generalized in the set of source cases. Thus,SolvedTgt = CC¥(SCS, Tgt) with

ccX({Srcey,...,Srces}, Tgt) = Apgnrge ({DK N Srceq,...,DKN Srce,})  (3)

I.e., the contribution of the source cases are merged irudt that specializes the target
case.

If £ = cardscS) = 1, thenccP(scs, Tgt) is a-+-conservative adaptation, with
defined by (2).



Properties. In this section, the consequences of the postulates of)(@rererging op-
erators are discussed from®acombination of cases viewpoint.

(A-1) entails thaDK N SolvedTgt C DK N Tgt which is the property (1) required
for the case-based inference (cf. section 3.3).

(A-2') entails that if the target case is consistent with the dorkadwledge BK N
Tgt # ()—and each source case is bounded, —e.g., singleton caeaBktt§olvedTgt
is satisfiable(A-2) is stronger as it does not require the source cases to be &dund

(A-3) entails that if the cases GiCS are consistent altogether wilK, then
SolvedTgt is the conjunction obX, Tgt, and everyrce € SCS.

(A-4) enforces equity between the source cases: if two source easeonsistent
with the target context, then either both of them are takemaecount in the combina-
tion or none of them.

(A-5) to (A-8) characterize the maximal preservation of the source casesding
to the local decomposition ¢ICS andTgt.

(A-5) and (A-6) state
that if the combination
of two subsets oBCS

cc®({Srcey,Srcey }, Tgt)

CC%({Srces, Srce, }, Tgt)
provide consistent so-

\ -
Tgt N DK |
lutions, then the combi-

nation of the whole is @ CC®({Srceq, Srceq, Srces, Srceq }, Tgt)

4D

the conjunction of both
solutions. A

(A-7) and (A-8) state
that if Tgt is special- 5 CCX ({Srcey,Srcey, Srces}, Tgt')

ized into Tgt’ that is
consistent with the case Tgt’ N DK
combination for Tgt,

then the case combi-

nation for Tgt’ is ob- Tgt N DK\

tained by conjunction ‘a

with Tgt’. 5 3 CCP({Srceq, Srcey, Srces}, Tgt)

5.3 Application to the example

Consider the merging operator defined in section 4.3 usiagltstancel defined in
section 3.4. The values of dimensidisfor i = 1,2, 3, 5 are fixed inDK N Tgt, so the
space to be explored for the minimad¥ correspondsto=4,6,7,8,9.

From the structure af, it can be shown that the minimum can be searched indepen-
dently for dimension#/; with i = 6, 7, 8 as there is no constraint relating their values.
Then the minima does not depend on the weightit is reached for:

T = 25 z7 =10 50 < zg <65

Uy, Us, andUy are related througRe.o1n, the search must then follow this restric-
tion: x4 <200 X x5 + 1.32 X 9. Asz5 = 0 it becomesz, < 1.32 X xg.



As seen in section 3.4, the volume of froth should be givearjtyi over the ways
to making it. From the structure af” used inA%*, it can be shown that the condition
wy > 3 X (wg + ws) is enough to ensure that prioritg for the number of cases and
wg, w5 because these are the dimensions in competition). Undeadsumption, the
minima is obtained for:

x4 = 200 xg = 165

This result matches with what was expected in section 2: b fvolume and
chocolate mass are close to thoseSete;. The use of soya milk to generate froth
is taken fromSrce, with an adaptation according to the froth volurieces had little
influence, however its selection as source case offsetbtamae of chocolate Brces.

6 Application to CCBI

6.1 Credible Case-Based Inference

Assumptions.Credible case-based inference (CCBI [4]) is an approachB& Gor
which the problem-solution relation is assumed to be agldtthction: ifz ~~ X and
xz ~» X' thenX = X’. Moreover, each source case is a singlévoe; = {(z;, X;)}
and the target case is specified by a singleton target profiietm= {xo} X Uso1-
CCBI is based on the idea that the CBR principle “Similar peats have similar

solutions” can be modeled thanksdg,, a symmetrical pseudo-distancedg,, dso1,
a symmetrical pseudo-distance @g,;, andh, asimilarity profile, i.e., a functiom :
[0; +00] — [0; 4+00] such that fomostz, y € U, if z ~» X andy ~ Y then

dsol(X7 Y) S h(dpb (:L'; y)) (4)

Thus, the similarity between solutions is constrained ey gimilarity between prob-
lems? A way to learnh from the case base is also described in [4] and it is proven,
under technical assumptions, that the probability of hgwtire constraint (4) violated
converges to as the size of the case base grows.

Definition of CCBI. Given a seBCS of source casedrce; = {(z;, X;)} and a target
problemzg, if x = x; andy = xzq satisfies (4) for any, then the solutionX of xq
satisfiesdsor (X, Xo) < h(dpy (25, z0)). In other words (Fig. 3):

Xo € Ccerl = ﬂBZf/z{ZOdlpb (x4, Io)) ) ©)

ThereforeSolvedTgt = {xo} X Cccri SolvesTgt.
This inference is only credible and not certain since (4)nly @atisfied for most
T,y € Upb.

2 In fact, CCBI is introduced in [4] thanks to similarity meassSy, andSse1 0N Uy, andifse,
but the definition presented in the current paper is equitaladeed, a similarity measut®
onU verifying S(z,y) = 1iff x = y can be defined thanks to a pseudo-distahoa i/ by
S(z,y) = 15 and vice-versa.
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Fig. 3. Credible Case-Based Inference.

6.2 A% _combination of cases extends CCBI

Proposition 2. CCBI assumption about the case base is made (cf. section 6.1)
Letd be the pseudo-distance b= U, x Us,; defined for(z, X), (y,Y) € U by

d((x, X), (y,Y)) = max{h(dps(,y)), dsor (X, Y)}

Let Cecgi be the result of CCBI, anf,..= be the result of the\®>-combination
of cases without domain knowledg (= ):

CCCBI = ﬂ BZ{E;:!)(Z“ZO))(XJ
=1
Cpas =Dy (cc‘gw(scs, Tgt))
If CCBI provides a consistent resul€ecg # (- then it coincides with thé\%* -

case combination:
Cccpi = Cpa.s

A proof for this proposition is given in appendix.
7 Computing IC merging in numerical spaces

The computation of the merging?’cz(M) is considered in this section with the as-
sumptions:



— U=Dx...xD, with D; an interval ofZ or of R.
- Forz,y € U d(x,y) = Y wilyi — il

i=1
— IC can be defined by a finite set of linear inequalities.
- M = {4,...,A,} and everyA4; can also be defined by a finite set of linear
inequalities.

The computation omf’CZ(M) is equivalent to the minimization of the function
y — d* (M, y) under the constraint € IC.

Proposition 3. The computation oﬁ?’cz(M) is reducible to a linear programming
problem [7].

P n
Sketch of proof. Minimizing d* (M, y) is reducible to minimizingd > " w;[y; — 7|
j=1i=1

D n
under the constraints’ € A;. Itis itself reducible to minimizingd ~ > " w; 2/ with the
j=1i=1
additional constraints:! > y; — «} andz! > 27 — y;, which is a linear programming
problem. O
This property shows that if everl; is an interval ofR, i.e. it is reducible to a
real linear programming problem, then the computation isggblynomial inn x p. If
any D; is a subset o it is a mixed integer linear programming (which is an NP-hard
problem).
In particular, the running example of this paper has beerpeed this way (cf. sec-
tion 5.3): the boolean dimensions are replaced by the intaggval|0, 1]z = {0, 1}.

8 Conclusion, Related work, and Future work

The main contribution of this paper is to define an approadase combination based
on an IC belief merging operator. It can be applied to casetatian as a particular
case combination. It is shown to extend credible case-ba$ecknce. This approach
is, a priori, applicable to any formalism on which a pre-IC merging opmraan be
defined, eg. a pseudo-metric space. Provided that casespmesented by numerical
attributes and that the constraints and the distance agarlibelief merging can be
reduced to linear programming. The complexity is then poflyial if there are only
real value attributes (linear programming) and NP-haréotise (mixed integer linear
programing). In propositional logic, IC merging and ttdiscombination is NP-hard,
see [3].

Ongoing works are the implementation of a case combinatiseton an IC merging
operator as defined in section 7, with the purpose of expeatatien. The possibility to
reduce other merging operators to linear programming shioelinvestigated too.

As future work a systematic comparison with other case coatltin approaches
should be performed. The convergence of these approacbekidbe investigated to



determine in particular which ones can be covered by an |I@imgoperator. The fol-
lowing criteria —inspired by the case combination appresaleview given in [8]- can
guide the comparison: how is structured the participatioeegh source case, whether
the source cases are reused simultaneously or iterataretiyhow the consistency is
maintained.

Different ways of structuring the combination exist. Statiructures as in Decen-
tralized CBR (@xCBR) [9] where a set of contexts (or viewpoints) is set fordhstem.
Every context generates a local solution according to italldomain knowledge and
adaptation knowledge. Structure contained in cases asiA YU where the prob-
lem solving episodes are decomposed into a hierarchy of dem® the most abstract
one that gives the main frame of the solution to the most agaanes that solve sub-
problems. Coverage of the target case by a set of source aasedDIOM [10] and
COMPOSER [11] —a source case represent a partial solutitnoenstraints for its
inclusion in a global solution. In the approach presentethis paper all the source
cases are equally considered, no explicit structure appear

While COMPOSER, 2CBR, and the approach presented in this paper reuse the
cases simultaneously,BDA Vu and IDIOM do it iteratively. In BEJA VU the resolu-
tion of a new query starts from the reuse of an abstract semas®and is iterated on the
resulting subproblems. In IDIOM a solution is built by itévaly incorporating source
cases. A further investigation could be to investigate thesibility to express this ap-
proach to an iteration of conservative adaptatiand to relate it to a combination based
on an IC merging operator.

Finally the approaches can be distinguished by the way theist@ncy is main-
tained. In xCBR bridge rules between the contexts enforce the coherditioe local
solutions altogether to form a global solution. IDIOM and RIBOSER use a conflict
resolution algorithm. In our approach the inconsistenbrtsveen cases are managed
by an IC merging operator. This motivates the investigatibrelationships between
conflict resolution and IC merging.

Appendix

Proof of property 1

(A-1) The satisfaction of (A-1) is straightforward from the definition of
AE (M)

(A-3) FNMNIC #0,letybeanelementg\ M NIC,y € AforanyA € M,
thusd(A,y) = 0 andd™ (M, y) = 0. Sod” (M, IC) = 0 andy € ALY (M).
On the other way round, i € A% (M), thend” (M, y) = 0 andd(4,y) = 0
forany A € M (d(A,y) > 0 for any A). The discretion assumption ¢, d)
implies then thay € A. Indeed, consider the sgt € A | d(z,y) < 1} C B (y),
it is finite and sincel(4,y) < 1 it is not empty, thusi(A,y) is reached for an
xz € A.d(z,y) = 0 which implies by the separation assumption that A.
Finally, y € (| M and by definition ofA?’CZ(M) y € 1C which entails the result.

®l.e.. first computingSolvedTgt, = ctxt(Srce:) + ctxt(Tgt) and then iteratively
SolvedTgt, , = ctxt(Srce;) + ctxt(SolvedTgt,).



(A-5) and (A-6) Their satisfaction is obvious wheh( (M) N A (Ms) = 0.
In the contrary, ley be an element of\ {5’ (M) N A% (M),

d¥(My,10) + d* (Mz, IC) = d¥(My,y) + d* (Mo, y)
> inf (d¥(Mi,z) +d”(Ma,z)) > d” (M, UM, IO)

zelIC

However

d*(My,IC) + d*(Ms, IC) = inf d*(My,z)+ inf d*(Ms,z)
zeIC zelC

< inf (d¥(My,z) +d”(Ma,z)) < d¥(My UM, IC)

zelIC

Thus all the inequalities can be replace by equalities, itiquaar the lower bound
of d*(My, z) + d* (Ma, 2) for z € IC is d¥ (M, y) + d* (Ma,y) = d¥(M; U
M, IC), and as for = 1,2 d*(M;, z) > d*(M,,y) this lower bound is reached
whend* (M;, z) = d* (M;,y) = d*(M;,1C), ie. z € A?’C,E(Ml U M) iff z €
ATE (My) N AT (My).

(A-7) and (A-8) Similarly, if A7 (M) N IC, = 0, the result is obvious.
Otherwise, lety be an element OA‘X?CZI (M)NICs.

d¥(M,IC,) = inf d¥(M,z)< inf d¥(M,z)=d¥(M,IC;NICs)

zeICq z€eIC1NIC>

d¥(M,y) = d*(M,ICy) < d¥(M,IC; N 1Cs) < d¥(M,y)

Thusd®™ (M, ICy) = d (M, 1C1NICy) andAfz (M1)NICs = AY e, (M),
(A-2") AssumelC # () and every set id/ is bounded.

If M = () then) M = U and according to postulaé\-3), Af> (M) = IC # 0.

If M # 0, then there exists ad € M, A # 0 and is bounded so finite. Let

r = d*(M,IC) + 1 and considelS = {y € IC | d*(M,y) < r}. S is finite,

indeedS C {y e U | d¥(A,y) < r} = U,e4 BY(a) which is a finite disjunction

of finite sets. Moreoves$ # () asIC # () and the lower bound af +— d* (x, M) on

IC andS are equalS being finite this lower bound is reached aﬁd’CZ(M) # 0.
(A-4) Assumed is symmetrical and consider three sés, A; C IC andA; C IC.

If A?’CZ({Al, As}) N Ay # 0, lety; be an element of this set.

d” ({A1, A2}, IC) = d” ({A1, Ao}, 1) = d(A1,y1) + d(As, 1)

asy; € Ay, d(Al,yl) =0 thUSdz({Al, AQ}, IC) = d(AQ, yl)- From the discre-
tion assumption, agly # 0 there isy, € Ay such thatd(y;,y2) = d(y2,y1) =
d(A%yl)'

dz({A17A2}7IC) = d(yl,yg) Z d(Al,yg) = dz({Al,Ag},yg)

Asyy € IC d¥({A1, As},y2) > d¥({A1, Ao}, IO) thus, there is equality and
yo € AT ({Ar, Ao}) which entails that\ (7" ({ A1, A2}) N Ay # 0.
The other implication is symmetrical. O



Proof of property 2
For X € Cccaiy dsor(Xi, X) < h(dps(z4,20)) foranyl <i <n, so
d((zi, X;), (20, X)) =h (dpb(aci, xo)) < min d((z;, X;), (20,Y))

Y €EUsor
and
b < - Y.
d~ (CB, (x0, X Zd 2, X5), (20, X)) < Z (Yrgilrslud((xz,Xl),(aco,Y)))

min <Zd iy Xi) zo,Y))> min  d*(CB, (z0,Y))

Yeusol (zo,Y)EU

Thus,(x¢, X) € CCM »(CB, Tgt) and X € Caa, =, which shows tha€ccp C Caa,=.
Moreover, ifCccpl # 0, (ie. there is such aX), thenymbi{n dE(CB, (z0,Y)) <
EUs01

d*(CB, (z9, X)) and the previous inequalities are equalities Thug] i€ User Min-
imizesd* (CB, (zg,Y thenZd 2, Xi), (20, Y Zd zi, X;), (79, X)). As
foranyl <i < nd((z;, X;), (aco, Y)) > d((zi, X3), (xo, )) this means that

d((x5, X;), (20,Y)) = d((wi, X;), (20, X)) = h (dpb(2i, 0))
ie.Y € Cccgi, which shows that’Ad,z C Cccai- [l
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