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Control of Infinite Symbolic Transition Systems under Partial

Observation

Gabriel Kalyon, Tristan Le Gall, Hervé Marchand and Thierry Massart

Abstract— We propose algorithms for the synthesis of state-
feedback controllers through partial observation of infinite
state systems modelled by Symbolic Transition Systems. We
provide models of safe controllers both for potentially blocking
and non blocking controlled systems. To obtain algorithms
for these problems, we use abstract interpretation techniques
which provide over-approximations of the transitions set
to be disabled. To our knowledge, with the hypotheses
taken, the improved version of our algorithm provides a
better solution than what was previously proposed in the
literature. Our tool SMACS allowed us to make an empirical
validation of our methods to show their feasibility and usability.

Keywords: Symbolic Transition Systems, Control Synthesis,
Partial Observation, Abstract Interpretation.

I. INTRODUCTION

Discrete event systems control theory provides synthesis
methods for a controller that usually has a full observation
of the plant, modelled by a finite state system and can
disable controllable actions. This simple and optimistic view
of the problem is not always satisfactory. Indeed, in practice,
the controller interacts with the plant through sensors and
actuators, and an extended model with variables may be
better suited to specify the plant. In that case, to provide an
homogeneous treatment of these models, it is convenient to
consider infinite variables domains. Moreover, the hypothesis
of full observation can generally not be made either because
the sensors only have finite precision or because some parts
of the plant are not observed by the controller.

In this paper, we address the controller synthesis of
partially observed infinite state systems to solve the state
avoidance problem, where the controller’s goal consists in
preventing the system from reaching a specified set of states
Bad. We use Symbolic Transition Systems (STS) [9] to
model the plant, where an STS is a transition system defined
over a set of variables whose domain can be infinite; each
transition is guarded on the system variables, and has an
update function which indicates the variables changes when
the transition is fired. Furthermore, transitions are labelled
with symbols taken from a finite alphabet. The semantics
of an STS is therefore given by a potentially infinite state
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labelled transition system where the states are valuations of
the variables.

When control specifications are defined on the system
states, it is more natural and more useful to consider a
controller observing the system through its states [21]. More-
over, the controller gets in general only partial observation,
because of the imprecision of the observing material. So,
we follow the approach taken by [14], where the partial
observation is modelled by a mask, corresponding to a
mapping from the state space to an (infinite) observation
space.

Related works: The controller synthesis of finite state
systems with partial observation of the actions has been
widely studied in various works. The problem with partial
observation on the states (mask) has been introduced by Ku-
mar et al. in [14]. In [19] properties of M-controllability give
sufficient conditions to ensure controllability. To synthesize
the controlled system, they use a forward approach with a
post operator. Hill et al. extend this work in [10] and provide
a method which synthesizes more permissive controllers,
but with a different hypothesis on the masks. Since we
take infinite state systems and use abstract interpretation
techniques, we have preferred a backward approach. In game
theory, the controller synthesis problem can be stated as
the synthesis of a winning strategy in a two players game
between the plant and the controller. The cases of imperfect
and incomplete information games have been studied for
finite state systems (see e.g. [4]).

Controller synthesis of infinite state systems modelled by
STS in the case of full observation has been examined
in a previous work [16]. We used abstract interpretation
techniques to ensure that the controlled system can be
effectively computed. We showed that, since these abstract
interpretation techniques induce an over-approximation of
the computations, this implies that the computed controlled
system in not always the most permissive. In [15], Kumar
and Garg extend their previous work [14] to consider infinite
systems. They prove that, in that case, the state avoidance
control problem is undecidable. They also show that the
problem can be solved in the case of Petri nets, when the
set Bad is upward-closed. The controller synthesis of infinite
state systems modelled by Petri nets has also been considered
in [11].

In order to deal with the infiniteness of state space, the
algorithms presented in this paper are symbolic: they do
not enumerate individual states, but deal with the system
variables by means of symbolic computations and the use
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of predicate transformers. Moreover, since the problem is
undecidable, we use abstract interpretation techniques (see
e.g. [5], [8], [12]) to get effective algorithms (i.e. which
always terminate). It is worth noticing that both concrete
and abstract domains can be infinite. Those algorithms were
implemented in a tool named SMACS.

In section II, we introduce our model for infinite systems
to be controlled. In section III, we define the control mecha-
nisms we can use and we define the state avoidance control
problem. In section IV, we present an algorithm, which
solves our problem, but which does not always terminate. In
section V, we explain how to obtain an effective algorithm
using abstract interpretation techniques. In section VI, we
experimentally validate our method on various examples.

II. SYMBOLIC TRANSITION SYSTEMS

The (infinite) domain of a variable v is denoted Dv . If
V = 〈v1, . . . , vn〉 is a tuple of variables, we note DV =∏
i∈[1,n] Dvi

. A valuation �ν of V is a tuple 〈�ν1, . . . , �νn〉 ∈
DV . A predicate over a tuple V is defined as a subset
P ⊆ DV (a state set for which the predicate holds). The
complement of a set H ⊆ DV is denoted by H . The preimage
function of f : D1 → D2 is denoted by f−1 : D2 → 2D1 .

Definition 1 (Symbolic Transition System): A symbolic
transition system (STS) is a tuple T = 〈V, Θ, Σ, Δ〉 where
V = 〈v1, . . . , vn〉 is a tuple of variables, Θ ⊆ DV is a
predicate on V defining the initial condition on the variables,
Σ is a finite alphabet of actions and Δ is a finite set of
symbolic transitions δ = 〈σδ, Gδ, Aδ〉 where:

• σδ ∈ Σ is the action of δ,
• Gδ ⊆ DV is a predicate on V , which guards δ,
• Aδ : DV �→ DV is the update function of δ.
Given an action σ ∈ Σ, we define the set of transitions

labelled by σ as Trans(σ) = {δ ∈ Δ | σδ = σ}. The
semantics of an STS is a possibly infinite Labelled Transition
System (LTS) where states are valuations of its variables:

Definition 2 (STS’s Semantics): The semantics of an STS
T = 〈V, Θ, Σ, Δ〉 is an LTS [[T ]] = 〈Q, Q0, Σ,→〉 where
Q = DV is the set of states, Q0 = Θ is the set of initial
states, Σ is the set of labels and →⊆ Q × Σ × Q is the
transition relation defined as {〈�ν, σ, �ν′〉 | ∃δ ∈ Δ : (σδ =
σ) ∧ (�ν ∈ Gδ) ∧ (�ν′ = Aδ(�ν))}.

Note that the LTS [[T ]] can be non-deterministic.
Initially, an STS is in one of its initial states. A transition

can only be fired if its guard is satisfied and when fired, the
variables are updated according to its update function. If no
transition can be fired from a state �ν ∈ DV , i.e. ∀δ ∈ Δ :
�ν �∈ Gδ , we say that this state is blocking.

Given an STS T = 〈V, Θ, Σ, Δ〉, reachable(T ) ⊆ DV is
defined as the set of states that are reachable from an initial
state in [[T ]].

An STS may be defined with explicit locations. This is
equivalent to having a finite variable of enumerated type,
which encodes the locations. Therefore, in our examples, we
generally represent STS using locations.

Awake

Sleep

Hope 
Chee-

se

Mouse 
Dead

Tired

δ1 = 〈runaway,�, x := x + 1〉

δ2 = 〈up2rooms,�, x := x + 2〉
δ7 = 〈smellcheese,

x ≤ 1000, x := x − 1〉
δ3 = 〈wakeup,�, Id〉

δ6 = 〈sleep,�, Id〉

δ5 = 〈cateat, x = y, Id〉 δ8 = 〈trapped, x = 0, Id〉

δ4 = 〈up2rooms,

x �= y,

y := y + 2〉

Fig. 1. The cat and mouse example

Example 1: The STS of Fig. 1 illustrates a modified
version of the cat and mouse example given in [15]. Id
denotes the identity function. Fig. 1 will be used in this paper,
with different values for the guards G2 and G3 (initially �).
The STS has explicit locations � and two natural variables: x
(resp. y) identifies the room number occupied by the mouse
(resp. the cat). A system state is a triple 〈�, x, y〉. The initial
condition is given by the state 〈Sleep, 1, 0〉. When the cat
wakes up, she can eat the mouse if both are in the same
room, or move and sleep again. In the location HopeCheese,
if the mouse is in one of the first 1000 rooms, he can smell
the cheese and moves to the room 0, where he is killed by
a trap.

III. STATE AVOIDANCE CONTROL PROBLEM

In this section, we define the state avoidance control
problem w.r.t. the available information from the observation
of the system and the available control mechanisms.

A. Means of observation

We consider systems with partial observation, where there
is an uncertainty about the current state of the system. This
partial observation is formally defined by a mask M : DV →
Y , which corresponds to a mapping from the state space DV

to the (possibly infinite) observation space Y . So, Y can
be seen as a partition of DV , where each equivalence class
contains the states with the same mask.

Example 2: For the system of Fig. 1, the localization of
the cat is unknown. So, the mask M : Loc×N×N → Loc×N

is defined as follows: M(〈�, x, y〉) = 〈�, x〉.
In the sequel, we consider three kinds of partial observation:

1) two locations (or more) give the same observation: in
this case, the controller is not sure about the exact
location of the system.

2) some variables are hidden: the controller cannot deter-
mine the value of those variables.

3) the value of a numerical variable is unknown if this
value belongs to a specified interval. This mask imple-
ments variables that are partially hidden.

B. Means of control

The control mechanism is similar to the one defined
in [18], [3] : the alphabet Σ = Σc ·∪Σuc is partitioned
into Σc , the set of controllable actions, and Σuc , the set
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of uncontrollable ones. As a consequence, the set Δ is
partitioned accordingly to Δc and Δuc .

C. Controller and controlled system

The controller aims to restrict the system’s behavior and
to prevent it from reaching some bad states. The controller
with partial observation is formally defined as follows:

Definition 3 (Controller): Given an STS T =
〈V, Θ, Σ, Δ〉, and a mask M : DV �→ Y , a controller
for T is a pair C = 〈S, E〉, where (i) S : Y → 2Σc is
a supervisory function which defines, for an observation
y ∈ Y , a set S(y) of controllable actions to forbid in any
state �ν such that y = M(�ν), and (ii) E ⊆ DV is a set of
states to forbid, which restricts the set of initial states.
The behavior of the controlled system is defined as follows:

Definition 4 (Controlled STS): Given an STS T =
〈V, Θ, Σ, Δ〉, a mask M : DV �→ Y , and a controller
C = 〈S, E〉, the system T controlled by C, is an STS
T/C = 〈V, Θ/C , Σ, Δ/C〉, where Θ/C = Θ \ E and Δ/C is
defined using the following rule:

〈σ, G, A〉 ∈ Δ G/C = G \ {�ν ∈ DV |σ ∈ S(M(�ν))}
〈σ, G/C , A〉 ∈ Δ/C

The supervisory function S allows us to restrict the guards
of the controlled system. Indeed, a transition δ can no longer
be fired in T/C from a state �ν, if its action σδ ∈ S(M(�ν)).
This function satisfies the S-observability condition meaning
that if �ν and �ν′ have the same observation, then S will have
the same control decision for both states.

D. Definition of the problems

We focus on two variants of the state avoidance control
problem :

Problem 1 (Basic state avoidance control problem): For
an STS T = 〈V, Θ, Σ, Δ〉, a mask M : DV �→ Y and a
predicate Bad, i.e. a set of forbidden states, the basic state
avoidance control problem consists in building a controller
C = 〈S, E〉 such that reachable(T/C) ∩ Bad = ∅.

A solution to this first problem does not ensure that the
controlled system is non-blocking. To ensure this important
property, we define a second problem.

Problem 2 (Non-blocking state avoidance control problem):
This problem consists in defining a controller C = 〈S, E〉
such that (i) reachable(T/C) ∩ Bad = ∅, and (ii)
∀�ν ∈ reachable(T/C),∃δ ∈ Δ/C : �ν ∈ (G/C)δ .

We can immediately notice that a trivially correct con-
troller (for both problems) is one where E = DV .

Therefore, the notion of permissiveness has been intro-
duced to compare the quality of different controllers for a
given STS.

Definition 5 (Permissiveness): Given an STS T =
〈V, Θ, Σ, Δ〉, and a mask M : DV �→ Y , a controller C1 =
〈S1, E1〉 is more permissive than a controller C2 = 〈S2, E2〉,
iff reachable(T/C1) ⊇ reachable(T/C2). When the inclusion
is strict, we say that C1 is strictly more permissive than C2.

Indeed, in our settings, it seems more coherent to define
the permissiveness w.r.t the states that are reachable in the

a b

b a

e

e

e

e

x1

x2

x3

x4

x5

x6

Fig. 2. System without a most permissive controller

controlled system, rather than w.r.t. the language of the
actions that can be fired in the controlled system, since
the observations are (masked) states of the system and not
actions. However, it can be shown :

Proposition 1: In general, there is no most permissive
controller solving Problem 1 or 2.

Proof: We consider the following example to prove this
property.

For the LTS of Fig. 2, the set of initial states Q0 =
{x1, x2} and all transitions are controllable. The set Bad =
{x5, x6} and the mask M is defined as follows:

M(x) =

⎧⎨
⎩

y1 if x ∈ {x1, x4}
y2 if x ∈ {x2, x3}
y3 if x ∈ {x5, x6}

There are three possibilities to avoid the set Bad:
• to forbid the transition a in the observation state y1:

reachable(T/C1) = {x1, x2, x4}.
• to forbid the transition b in the observation state y2:

reachable(T/C2) = {x1, x2, x3}.
• to forbid the transitions a and b everywhere:

reachable(T/C3) = {x1, x2}.
C1 and C2 are both more permissive than C3, but are not
comparable. Thus, there is no most permissive controller.

In consequence, we define a maximal solution to Prob-
lem 1 or 2 as follows :

Definition 6 (A Maximal Controller): A controller C solv-
ing Problem 1 or 2 is maximal, if there does not exist
a strictly more permissive controller C′, which solves this
problem.

Unfortunately, we can prove the following property :
Proposition 2: If we restrict the problem in finding a max-

imal controller C, the basic and non-blocking state avoidance
control problems are undecidable.

Proof: Under full observation, the computation of the
maximally permissive controller solving the state avoidance
control problem is undecidable [15].

The restriction of this problem to the maximal basic
state avoidance control problem is trivial using the identity
function as mask and proves the undecidability of the second
problem.

The restriction of the maximal basic state avoidance con-
trol problem to the maximal non-blocking state avoidance
control problem is also trivial adding an uncontrollable self-
loop on each state and proves the undecidability of the second
problem.
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Hence, our aim is to find solutions that are correct and
as close as possible to a maximal solution to be of good
practical value. Our experiments will validate our solutions.

IV. SYMBOLIC COMPUTATION OF THE CONTROLLER

We present a theoretical framework to synthesize a con-
troller which solves Problem 1; we then extend this result to
the non-blocking case. From Proposition 2, it is clear that this
framework, where no approximation is done, cannot ensure
the termination of the computations. In section V, we explain
how to obtain an algorithm, based on this framework, which
always terminates.

The general idea of the control is to compute, using
fixpoint computation, the set I(Bad) of states that can lead
to Bad triggering only uncontrollable transitions or that
can be blocking after control (for the non-blocking case).
Then, based on this set of states, we compute the controller,
whose aim is to disable, for each observation y ∈ Y , all
the controllable actions that may lead to a state in I(Bad).
Our algorithms are symbolic in the sense that they do not
enumerate the state space.

A. The basic state avoidance control problem

We describe here a symbolic method to compute a con-
troller C = 〈S, E〉 that solves Problem 1.

Computation of I(Bad): This set of states and more
generally I(.) is given by the function Coreachuc : 2DV →
2DV defined below. This set corresponds to the set of states
that lead to Bad firing only uncontrollable transitions.

Classically, we first define the function Preuc(B), which
computes the set of states from which a state of B is
reachable by triggering exactly one uncontrollable transition.

Preuc(B) =
⋃

δ∈Δuc

Pre(δ, B) , where (1)

Pre(δ, B) = Gδ ∩ A−1
δ (B) (2)

We recall that Gδ is the set of states from which δ can be
fired and A−1

δ (B) is the set of states that lead to B by δ.
Further, Coreachuc(Bad) is obtained by the computation

of the following fixpoint equation:

Coreachuc(Bad) = lfp(λB.Bad ∪ Preuc(B)) (3)

Note that by the Tarski Theorem [20] the limit of the
fixpoint Coreachuc(Bad) actually exists as the function
Coreachuc is monotonic (but may be uncomputable).

Computation of the controller C and of the controlled
system T/C: We first define a function F : Σ×2DV → 2Y ,
where for an action σ ∈ Σ and a set B ⊆ DV of states
to forbid, F(σ, B) specifies the set of observation states
for which the action σ has to be forbidden, i.e. the set of
observations y ∈ Y such that there exists �ν ∈ DV with
M(�ν) = y, from which a transition labelled by σ leads to
B.

F(σ, B) =
{ ⋃

δ∈Trans(σ) M(Pre(δ, B) \ B) if σ ∈ Σc

∅ otherwise
(4)

The controller C = 〈S, E〉 is defined as follows:
• the supervisory function S is:

∀y ∈ Y, S(y) = {σ ∈ Σ | y ∈ F(σ, I(Bad))} (5)

• the set E is:
E = I(Bad) (6)

The computation of the function F is performed offline and,
given an observation y, the set S(y) is computed online with
(5), which uses the function F . Since Σ is finite, S(y) is
computable.

The controlled system T/C is computed using Def. 4 with
the system T and the controller C = 〈S, E〉 defined as above.

Proposition 3: Given a system T = 〈V, Θ, Σ, Δ〉, a mask
M : DV → Y and a predicate Bad, i.e. a set of forbidden
states, the controller C = 〈S, E〉, where S and E are
computed by (5) and (6), solves Problem 1.

Proof: We prove by induction on the length n of the
executions that reachable(T/C) ∩ I(Bad) = ∅. This implies
that reachable(T/C) ∩ Bad = ∅.

• Base (n = 0): the initial states of the controlled system
T/C are defined by Θ/C = Θ \ E = Θ \ I(Bad). Thus,
the execution of T/C starts in a state that does not belong
to I(Bad).

• Induction: suppose the proposition holds for paths of
transitions of length less or equal to n. For paths of
length n+1, we have by induction hypothesis that each
state �ν reachable with a path of length n does not belong
to I(Bad). We show that no transition δ ∈ Δ can be
fired from this state �ν �∈ I(Bad) to a state �ν′ ∈ I(Bad).
Indeed :

– either δ ∈ Δc , then this transition cannot be fired
since σδ ∈ S(M(�ν)) by (4) and (5).

– or δ ∈ Δuc , then �ν ∈ I(Bad), which is impossible
by hypothesis.

Example 3: For the STS of Fig. 1 and the mask of Exam-
ple 2, we define Bad as {〈MouseDead, k1, k2〉|k1, k2 ∈ N}.
The controllable (resp. uncontrollable) transitions
are those drawn in plain (resp. dashed) lines.
Then, I(Bad) = {〈HopeCheese, k1, k2〉|k1 ∈
[0, 1000] ∧ k2 ∈ N} ∪ {〈Awake, k1, k1〉|k1 ∈ N} ∪
{〈MouseDead, k1, k2〉|k1, k2 ∈ N}.

The computation of F gives: F(wakeup, I(Bad)) =
{〈Sleep, k1〉|k1 ∈ N}, F(up2rooms, I(Bad)) =
{〈Sleep, k1〉|k1 ∈ [0, 998]} and F(σ, I(Bad)) = ∅,
∀σ ∈ Σ \ {wakeup, up2rooms}.

Then, the supervisory function S is defined as follows:
(i) S(y) = {wakeup, up2rooms}, ∀y ∈ {〈Sleep, k1〉|k1 ∈
[0, 998]}, (ii) S(y) = {wakeup}, ∀y ∈ {〈Sleep, k1〉|k1 ≥
999} and (iii) S(y) = ∅, otherwise. The controlled system
is given by Fig. 1, with the guards G2 = (x ≥ 999) and
G3 = ⊥. �

B. The non-blocking state avoidance control problem

We describe here a symbolic method to compute a con-
troller C = 〈S, E〉 that solves Problem 2.
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Computation of I(Bad): This set of states and more
generally I(.) is given by the function Coreachnbuc : 2DV →
2DV defined below. This set corresponds to the set of states
that would be blocking in the controlled system and of
states that lead to a forbidden state firing only uncontrollable
transitions.

To compute Coreachnbuc(Bad), we first compute
Coreachuc(Bad) (defined by (3)). Then, if we make the
forbidden states unreachable by cutting all the controllable
transitions that lead to a bad state, the corresponding
controlled system T/C could have new blocking states. We
must add these blocking states to the set of forbidden states.
The function Prebl(B) computes, for a set B ⊆ DV of
states to forbid, the set of states, that would be blocking
in the controlled system, if the states of B were no longer
reachable. The computation of the blocking states is based
on the function F defined at (4). To ensure the convergence
in the computation of Coreachnbuc(Bad), Prebl , and therefore
F , must be monotonic. Thus, we use the monotonic function
F̂ instead of F in the computation of the controller for the
non-blocking case.

F̂(σ, B) =
{ ⋃

δ∈Trans(σ) M(Pre(δ, B)) if σ ∈ Σc

∅ otherwise

Note that F̂ is more restrictive than F and thus a controller
computed w.r.t. F is more permissive than a controller
computed w.r.t. F̂ .

We now explain how to compute the blocking states in the
controlled system T/C . A state �ν ∈ DV is blocking in T/C , if
the two following conditions are satisfied in the system T :

1) the state �ν has no outgoing uncontrollable transition.
2) every outgoing controllable transition δ of �ν is forbidden

by control in the observation state M(�ν), i.e. M(�ν) ∈
F̂(σδ, B)

Formally, that gives the two following conditions:
1) ∀δ ∈ Δuc : �ν �∈ Gδ

2) ∀δ ∈ Δc : (�ν �∈ Gδ) ∨ (M(�ν) ∈ F̂(σδ, B))
Because F̂(σ, B) = ∅ (∀σ ∈ Σuc), the function Prebl can

be expressed as follows:

Prebl(B) = B ∪
[ ⋂
δ∈Δ

(
Gδ ∪ (M−1(F̂(σδ, B)))

)]

Adding the blocking states to the forbidden states can
provide new states leading uncontrollably to a forbidden
state. Consequently, to compute the set Coreachnbuc(Bad),
we define the following fixpoint equation:

Coreachnbuc(Bad) = lfp(λB.Bad ∪ Prebl(Coreachuc(B)))
(7)

The controller and the controlled system are defined sim-
ilarly to what is done at the point IV-A.

Proposition 4: Given a system T = 〈V, Θ, Σ, Δ〉, a mask
M : DV → Y and a predicate Bad, i.e. a set of forbidden
states, the controller C = 〈S, E〉, computed according to
Def. 3 w.r.t. (7), solves Problem 2.

Proof: Since Coreachuc(Bad) ⊆ Coreachnbuc(Bad), it
can be proved similarly to the proof of Prop. 3 that Bad is
not reachable in this more restrictive controlled system.

Let us suppose that the controlled system does not satisfy
the non-blocking property. Then, there exists at least a block-
ing state �ν ∈ DV , which is reachable in the controlled sys-
tem. By definition of the fixpoint (7), �ν ∈ Coreachnbuc(Bad),
and so is any state �ν′ ∈ DV such that there is a sequence
of uncontrollable transitions from �ν′ to �ν. According to the
above algorithm, �ν and �ν′ are both non reachable.

C. Improvement of the control algorithm for finite systems

In [19], the authors define a controller which, to our
knowledge, is the most permissive controller satisfying the
S-observability condition known in the literature. However,
this algorithm is only defined for finite LTS. We show that
with this restriction our controller is as good as the one they
obtain1.

Proposition 5: For finite systems, our algorithm solving
Problem 1 gives a controller which is as permissive as the
one obtained in [19].

Proof: Let us first explain the method given in [19].
The system to control is modelled by a finite LTS G =
〈X, x0, Σ, δ〉, where X is the set of states, x0 is the initial
state, Σ is the set of actions and δ : Σ × X → X is the
transition relation. The control specification is given by a set
Q of allowable states, i.e. Q = Bad. The partial observation
is formalized by a mask M : X → Y , where Y is the finite
observation space. The algorithm of [19] is composed of two
steps:

1) computation of Q↑ ⊆ Q. Q↑ =
⋂∞
j=0 Qj , where Qj is

recursively defined as follows:

Qj =

⎧⎨
⎩

Q if j = 0
Q ∩ (

⋂
σ∈Σuc

{x ∈ X|
(〈σ, x〉 ∈ δ) ⇒ δ(σ, x) ∈ Qj−1}) otherwise

2) compution of the function A, where ∀y ∈ Y :
A(Q↑, y) = {σ ∈ Σc |∃x ∈ Q↑ : (M(x) = y) ∧
(〈σ, x〉 ∈ δ) ∧ (δ(σ, x) �∈ Q↑)}. The forbidden actions
in a state x ∈ X are given by A(Q↑, M(x)).

Note that all the computations terminate in a finite amount
of time. In particular, there is an n such that Q↑ =

⋂n
j=0 Qj .

We remark that Q↑ = Coreachuc(Bad), because ∀j ≥
0,

⋂
i≤j Qi =

⋃
i≤j Preiuc(Bad), where Pre0

uc(Bad) denotes
Bad and Preiuc(Bad) = Preuc(Prei−1

uc (Bad)) (∀i > 0).
Moreover, to prevent from reaching Coreachuc(Bad),

our function S is defined by S(y) = {σ ∈ Σc |∃x �∈
Coreachuc(Bad),∃x′ ∈ Coreachuc(Bad) : (M(x) = y) ∧
(〈x, σ, x′〉 ∈→)}. Thus, A(Q↑, y) = S(y), ∀y ∈ Y .

Let us now explain how to improve our algorithm, based
on the observations done in the following example.

Example 4: For the LTS of Fig. 3, the set of initial states
X0 = {x1, x2} and all transitions are controllable. The set

1To our knowledge, there is no control algorithm defined for infinite
systems with partial observation. For this reason, the comparison is done
for the finite case.
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Bad = {x5, x6} and the mask M is defined as follows :
(i) M(x) = y1, ∀x ∈ {x1, x4, x7}, (ii) M(x) = y2, ∀x ∈
{x2, x3} and (iii) M(x) = y3, ∀x ∈ {x5, x6}.

Our algorithm forbids the transition b in the observation
state M(x3) and the transition a in the observation state
M(x4). However, it is sufficient to forbid b in M(x3)
which makes the state x4 no longer reachable and thus the
controlled system more permissive.

Based on this example, we give an improved algorithm to
compute a controller solving Problem 1 for finite systems.

Algorithm 1: Improved algorithm for finite systems
data : An STS T = 〈V,Θ,Σ,Δ〉 such that [[T ]] is finite, a

set of states I(Bad) and a mask M : X → Y .
returns: A controller C such that

reachable(T/C) ∩ I(Bad) = ∅.
begin1

∀y ∈ Y , S(y)← ∅ and C ← 〈S, I(Bad)〉2

while reachable(T/C) ∩ I(Bad) 	= ∅ do3

Let �ν ∈ ((Prec(I(Bad)) \ I(Bad)) ∩4

reachable(T/C)) and δ ∈ Δc such that
(�ν ∈ Gδ) ∧ (Aδ(�ν) ∈ I(Bad))
S(M(x))← S(M(x)) ∪ {σδ}5

C ← 〈S, I(Bad)〉6

return (C)7

end8

where Prec(B) =
⋃
δ∈Δc

Pre(δ, B), for B ⊆ DV .
The idea of this algorithm is to choose a state �ν �∈ I(Bad),

which is reachable in the current controlled system, and a
transition δ leading to I(Bad) from �ν, and to forbid σδ in the
observation state M(�ν). This operation is repeated until the
set I(Bad) is no longer reachable in the current controlled
system. So, the main difference with the algorithm of section
IV is that we verify that a state is still reachable in the current
controlled system, before deciding to forbid an action in the
corresponding observation state.

Algorithm 1 solves Problem 1 and it outperforms or gives
the same result than the one defined in section IV (and thus
the one in [19]), but the complexity is greater by a factor
O(|DV |.|Σ|).

V. EFFECTIVE COMPUTATION BY MEANS OF ABSTRACT
INTERPRETATION

As seen in the previous section, the actual computation
of the controller, which is based on a fixpoint equation to
compute I(Bad), is generally not possible for undecidability
(or complexity) reasons. To overcome the undecidability
problem, we use abstract interpretation techniques (see
e.g. [5], [8], [12]), to compute an over-approximation of

c b

b a

a

Bad = I(Bad)e

x1

x2

x3

x4

x5

x6

x7

Fig. 3. Improvement of the control algorithm

the fixpoint I(Bad). This over-approximation ensures that
the forbidden states Bad are not reachable in the controlled
system, but at the price of forbidding more states than
needed. Thus, we obtain a valid controller, but a stricter one.

A. Outline of the abstract interpretation techniques

Abstract interpretation gives a theoretical framework to
the approximate solving of fixpoint equations of the form
c = F (c), where c is a set of states of the STS:

1) the concrete domain, i.e. the sets of states 2DV is sub-
stituted by a simpler (possibly infinite) abstract domain
Λ (static approximation), both domains having a lattice
structure. The concrete lattice (2DV ,⊆,∪,∩,∅,DV ) and
the abstract lattice (Λ,�,�,�,⊥,�) are linked by a
Galois connection 2DV −−−→←−−−

α

γ
Λ, which ensures the

correctness of the method [5].
2) the fixpoint equation is transposed into the abstract

domain. So, the equation to solve has the form: l =
F �(l), with l ∈ Λ and F � � α ◦ F ◦ γ

3) a widening operator ∇ (dynamic approximation) en-
sures that the fixpoint computation converges after a
finite number of steps to some upper-approximation l∞.

4) the concretization c∞ = γ(l∞) is an over-
approximation of the least fixpoint of the function F .

For our experiments, we chose the abstract lattice of
convex polyhedra [6]. A convex polyhedron on the tuple of
variables 〈v1, . . . , vn〉 is defined as a conjunction of k linear
constraints; for example, v1 ≥ 0 ∧ v2 ≥ 0 ∧ v1 + v2 ≤ 1
defines a square triangle.

In this lattice, � is the classical intersection, � is the
convex hull and � is the inclusion. The widening operator
P1∇P2 roughly consists in removing from P1 all the con-
straints not satisfied by P2 [6]. In other words, its principle is:
if the value of a variable or a linear expression grows between
two steps of the fixpoint computation, then one guesses that
it can grow indefinitely.

B. Computation of the controller and of the controlled system
using abstract interpretation

The function corresponding to Preuc : 2DV �→ 2DV is
named Pre�uc : Λ �→ Λ, and is defined in the following way.
For l ∈ Λ, we have:

Pre�uc(l) =
⊔

δ∈Δuc

Pre�(δ, l) , where (8)

Pre�(δ, l) = α(Gδ ∩ A−1
δ (γ(l))) (9)

Coreach�uc(Bad) is the least fixpoint of the function
λl.α(Bad) � Pre�uc(l) and we compute l∞, defined as the
limit of the sequence defined by l1 = α(Bad) and li+1 =
li∇Pre�uc(li). The abstract interpretation theory ensures that
this sequence stabilizes after a finite number of steps, and that
γ(l∞) is an over-approximation of I(Bad). So we obtain
I ′(Bad) = γ(l∞). Finally, we define the controller as in
section IV-A, using I ′(Bad) instead of I(Bad). We do not
detail the effective computation of the other fixpoint, since
the same kind of transformations are involved.
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Quality of the approximations: The method presented
here always computes a safe controller, but without any
guarantee that this controller is a maximal one. The ap-
proximation of I(Bad) is more precise, if we make less
approximations during the computation. Even if a better
approximation I(Bad) does not always mean we get a
better controller, generally it is the case. There are classical
techniques to improve the quality of the approximations:

• the choice of the abstract lattice is the main issue: if
it is not adapted to the kind of guards or assignments
of the STS, the over-approximations are too rough. The
practice shows that if the guards are linear constraints,
and if the assignments functions are also linear, the
lattice of convex polyhedra [6] works quite well.

• the computation of the fixpoint with the widening op-
erator may be improved by several means: we can use
a widening “up to” instead of the standard widening
operator [8], we can use one of the fixpoint computation
strategies defined in [2] and we can refine our abstract
lattice (See [12] for more details).

VI. IMPLEMENTATION AND EXPERIMENTS

We implemented the algorithms of sections IV and V.
Our tool, named SMACS (Symbolic MAsked Controller
Synthesis), is written in Objective CAML [17], and uses
the APRON library [1] and a generic fixpoint solver [7]. Its
input is a description of the STS, with explicit locations and
linear guards and assignments, a description of the property
in terms of a set of bad states and a description of the
mask, which can be of three kinds defined in section III-
A. If no mask is specified, the analysis is performed on a
system under full observation. The result of SMACS is a
description of the controlled system, written in the same
syntax as its input. We experimented our tool on some
examples: a toy example, the cat and mouse example, the
standard readers and writers example (with n writers are m
readers), and a trains example. Those examples are detailed
in [13]. In all those examples, there exists a most permissive
controller and SMACS finds it in less than 20 ms. In the
case of the readers/writers example, we obtain the best
solution only when we compute the fixpoint within the
lattice of convex polyhedra; with the lattice of intervals, the
over-approximations are too rough and we obtain an empty
controlled system.

VII. CONCLUSION AND FUTURE WORKS

We have proposed algorithms for the synthesis of state-
feedback controllers through partial observation of infinite
state systems modelled by STS. One can notice that our
algorithm can be used to verify safety properties, because
a safety problem can be reduced to a state avoidance
control problem (see [16] for details). To our knowledge,
the improved version of our algorithm provides a better
solution than what was previously proposed in the literature
with the hypothesis taken. Our tool SMACS implements our
algorithms and allowed us to make an empirical validation
of our methods and shows its feasibility and usability. For

infinite systems, our algorithms use abstract interpretation
techniques that provide an over-approximation of the set
I(Bad). Further works will look at possible refinements in
the abstract domain to obtain, when needed, more permissive
controllers. We will study the synthesis of controllers with
memory to provide even more permissive controllers. We also
want to study the problem when liveness properties must be
fulfilled.
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