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Abstract: We analyze and exploit some scaling properties of the Affinity
Propagation (AP) clustering algorithm proposed by Frey and Dueck (2007).
First we observe that a divide and conquer strategy, used on a large data set
hierarchically reduces the complexity O(N?) to O(N #+2)/(h+1)) “for a data-set
of size N and a depth h of the hierarchical strategy. For a data-set embedded in
a d-dimensional space, we show that this is obtained without notably damaging
the precision except in dimension d = 2. In fact, for d larger than 2 the relative
loss in precision scales like NZ~=@)/(h+1)d  Pipally, under some conditions we
observe that there is a value s* of the penalty coefficient, a free parameter used
to fix the number of clusters, which separate a fragmentation phase (for s < s*)
from a coalescent one (for s > s*) of the underlying hidden cluster structure.
At this precise point holds a self-similarity property which can be exploited by
the hierarchical strategy to actually locate its position. From this observation,
a strategy based on AP can be defined to find out how many cluster are present
in a given dataset.
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Analyse du comportement d’échelle de
I’algorithme "Affinity Propagation”

Résumé : Nous analysons et exploitons des propriétés de comportement d’échelle
de l'algorithme de classification non supervisée "Affinity propagation” proposé
par Frey et Dueck(2007). Nous observons en premier lieu qu’une stratégie type
diviser-pour-régner utilisée sur un ensemble de données de grande taille, réduit
de faccon hiérarchique la complexité de O(N?) a O(N"+2)/(h+1)) si N est la
taille de I’ensemble et h la profondeur de la hiérarchie. Si les exemples sont des
points d’un espace Euclidien de dimension d, nous montrons que ceci est obtenu
sans dégradation notable de la précision excepté en dimension d = 2. En fait,
pour d > 2, la perte relative en précision se comporte comme N2~/ (h+1)d
Finalement sous certaines conditions nous observons qu’il existe une valeur s*
du coefficient de pénalité, un paramétre libre utilisé pour fixer le nombre de
clusters, qui sépare une phase de fragmentation (pour s < s*) d’une phase de
coalescence (pour s > s*), de la structure d’amas sous-jacente. Ce point pré-
cis posséde une propriété auto-similaire qui peut-étre exploitée par la stratégie
hiérarchique afin de déterminer sa position. A partir de cette observation une
stratégie basée sur AP peut-étre mise en place pour deviner le nombre d’amas
sous-jacents présent dans un ensemble de données.

Mots-clés : Classification non supervisée, propagation de croyances, statis-
tique de valeurs extrémes, invariance d’échelle, renormalisation.
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1 Introduction

Since its invention by J. Pearl [I] in the context of Bayesian inference, it has
been realized that the belief-propagation algorithm was related to many other
algorithms encountered in various fields [2] and it has since diffused in many
different areas (inference problems, signal processing, error codes, image seg-
mentation ...). In the context of statistical physics, it is closely related to
a certain type of mean-field approach (Bethe-Peierls), more precisely the so-
called Bethe-approximation, valid on sparse graphs [3]. This reconsideration in
statistical physics terms, has given rise to a new generation of distributed algo-
rithms. These address NP-hard combinatorial optimization problems, like the
survey-propagation algorithm of Mézard and Zecchina [4] for the random K-SAT
problems, where the factor-graph has a tree-like structure. Surprisingly enough,
in some other context it works also on dense factor-graphs as exemplified by the
affinity propagation algorithm proposed by Frey and Dueck [5] for the clustering
problem, which is also NP-hard. Akin K-centers, AP maps each data item onto
an actual data item, called exemplar, and all items mapped onto the same ex-
emplar form one cluster. Contrasting with K-centers, AP builds quasi-optimal
clusters in terms of distortion, thus enforcing the cluster stability [5]. The price
to pay for these understandability and stability properties is a quadratic com-
putational complexity, except if the similarity matrix is made sparse with help
of a pruning procedure. Nevertheless, a pre-treatment of the data would also
be quadratic in the number if item, which is severely hindering the usage of AP
on large scale datasets. The basic assumption behind AP, is that cluster are of
spherical shape. This limiting assumption has actually been addressed by Leone
and co-authors in [0 [7], by softening a hard constraint present in AP, which im-
pose that any exemplar has first to point to itself as oneself exemplar. Another
drawback, which is actually common to most clustering techniques, is that there
is a free parameter to fix which ultimately determines the number of clusters.
Some methods based on EM [8, 9] or on information-theoretic consideration
have been proposed[10], but mainly use a precise parametrization of the cluster
model. There exist also a different strategy based on similarity statistics [I1],
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4 Furtlehner, Sebag & Zhang

that have been already recently combined with AP [12], at the expense of a
quadratic price. In an earlier work [I3] [14], a hierarchical approach, based on a
divide and conquer strategy was proposed to decrease the AP complexity and
adapt AP to the context of Data Streaming. In this paper we extend the scaling
analysis of this procedure initiated in [14] and propose a way to determine the
number of clusters.

The paper is organized as follows.In Section 2] we start from a brief description
of BP and some of its properties. We see how AP can be derived from it and
present some extensions to AP, including the soft-constraint affinity propagation
extension (SCAP) to AP. In Section[3] the computational complexity of Hi-AP
is analyzed and the leading behavior, of the resulting error measured on the
distribution of exemplars, which depends on the dimension and on the size of
the subsets, is computed. Based on these results we enforce the self-similarity of
Hi-AP in Section [ to develop a renormalized version of AP (in the statistical
physics sense). We finally discuss how to fix in a self-consistent way the penalty
coefficient present in AP, which is conjugate to the number of cluster.

2 Introduction to belief-propagation

2.1 Local marginal computation

The belief propagation algorithm is intended to computing marginals of joint-
probability measure of the type

P(x) = Hiﬁa(%)ﬂdmz'), (2.1)

where x = (21,...,zy) is aset of variables, x, = {2, € a} a subset of variables
involved in the factor 14, while the ¢;’s are single variable factors. The structure
of the joint measure P, is conveniently represented by a factor graph [2], i.e.
a bipartite graph with two set of vertices, F associated to the factors, and V
associated to the variables, and a set of edges £ connecting the variables to
their factors (see Figure 2] Computing the single variables marginals scales in
general exponentially with the size of the system, except when the underlying
factor graph has a tree like structure. In that case all the single site marginals
may be computed at once, by solving the following iterative scheme due to J.
Pearl [1]:

Mami(@i) = D Val@a) [[ri-a(s)

j€a,jFi

Nima(@i) «— di(zi) [1 mo—ili).

bi,b#a

mq—i(x;) is called the message sent by factor node a to variable node 4, while
Nni—q(x;) is the message sent by variable node ¢ to a. These quantities would
actually appear as intermediate computations terms, while deconditioning (2.
On a singly connected factor graph, starting from the leaves, two sweeps are suf-
ficient to obtain the fixed points messages, and the beliefs (the local marginals)

INRIA
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are then obtained from these sets of messages using the formulas:

b(m’L = m’L Hma—>z 371

a>1

b ( ) = —¢a xa an—m xl

i€a

On a multiply connected graph, this scheme can be used as an approximate
procedure to compute the marginals, still reliable on sparse factor graph, while
avoiding the exponential complexity of an exact procedure. Many connections
with mean field approaches of statistical physics have been recently unravelled,
in particular the connection with the TAP equations introduced in the context
of spin glasses [15], and the Bethe approximation of the free energy which we
detail now.

Fig. 2.1: Example of a factor-graph representing a joint measure of five variables
(circles) and three factors (squares)

2.2  Free energy minimization

On general graphs, the belief propagation algorithm actually solves a variational
problem [3] based on the so-called Bethe approximation [I6]. The set of beliefs
{bi,i € V} and {bs,a € F} characterize an approximate joint measure b to the
exact one P, and the quality of the approximation can be assessed by means of
the Kullback-Leibler divergence

Dy (b]|P) = Zb

Up to a constant term, if the factor graph is a tree, this quantity simply reads,

()Y (1=di)
Dy (b||P) = Zb z,)log a(( a)) —Z(l—di)bi(xi)log%,

a,Tq 0,25

where p are exact marginals and d; is the connectivity of variable i. For a
general factor graph, this quantity represents the first order term of a cumulant
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6 Furtlehner, Sebag & Zhang

expansion and constitutes the so-called Bethe approximation. The problem
of finding the best approximation to P at this level of approximation is then
translated into a constraint minimization problem of the the Bethe free energy,

z ()M (=)
Fblp) == balxa) w“( a)—Z(l—di)bi(xi)logM (2.2)

a,Tq Z‘a) i,7; b1 (3)1)
+ Z )‘ai(xi)(bi(xi) - Z ba(xa)) - Z%‘ (Z bi(z;) — 1), (2.3)
i,a31 Za/Ti i =

T

with Ay a set of Lagrange multipliers attached to each link, to insure compat-
ibility conditions between joint beliefs and single beliefs, and ~; a set destined
to enforce single beliefs normalization. The Stationary points reads

ba(ra) = Ya(za) eXp(Ziea Aai(T3) — 1)
bi(zi) = di(ws) exp(ﬁ(zaai Aai(®i) = %i) — 1)-

We have

bo (g
Hwa Tq H¢1 xz % (b|p)7

with

where |C| = |£] — |V| + 1 is the cyclomatlc number of the factor graph. The
constraints can be used with the help of the following parametrization

Aai(2i) = log H my—i (i) + Oai,
bi,b#a

where m,_,; are interpreted as messages send by function node a to variable
node 1, d,; are real constants. || We have

ZAaz 371 d _1 1OgHma—>1 Zj +Z5al

a>i a>i a>i
After introducing
def
nj—a(z;) = ¢5(x;5) H mp—;(;),
b3j,b#a
the message sent by variable j to function node a, we obtain

3 balra) = Y wa(xaﬂnj%(xj)exp(z Jaj — 1)

To/T; To/T;i JjE€a JjEa

bi(zi) = ¢i(@i)nima(Ti)ma—i(z;) exp(ﬁ (Z Sai — i) — 1).

I This mapping between the Lagrange multipliers and the messages is indeed invertible:
assume {cg;} a set of real numbers such that

jz: Cpi =0.

bai\a
Then >, cpi = cai = c = 0.

INRIA
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Call
Sa = Zjea 5aj

S = ﬁ (Zaai Oai — '71')'

On one hand, enforcing the compatibility condition imposes S, = S;, for all
pair (a,i),a € i, so that we must have in fact S, = 5; = S independent of a or
. On the other hand, summing S; over all i € |V] yields

Z%— |C|_1)

Let z = exp(l — S) represent the normalization factor of the beliefs b, corre-
sponding to function nodes. We finally have

F(blp) = (|C| — 1) log .

This formula is valid only for a BP fixed with no normalization of the messages.
In practice loopy belief propagation is not converging in absence of normaliza-
tion. The messages have a probabilistic interpretation so it is natural to nor-
malize both m,_,; and n;_,, to 1. Let us call Z,_,; and Z;_,, the corresponding
normalization constants. The update rules now read

ma—»i(xz = § "r/)a xa H Nj—a x]
aH’L
{zj,5#i} Jjea\i
nja(z;) = H my—;(z;)-
JH“ b3j,b#a

We have
F(blp) = {Z log Z, + Z (1—d;)logZ; + Z log Zl_,a}

The compatibility conditions yield
Za o Zaﬂi

Zi B Z’L—>a '

In fact the normalization of n;_, is not mandatory, since it has no influence
on the convergence, so Z;_,, can be set to one. This formula can be eventually
used as a selecting criteria, in case when multiple fixed points are obtained, the
one with lowest free-energy being selected.

2.3 AP and SCAP as a min-sum algorithm

The AP algorithm is a message-passing procedure proposed by Frey and Dueck
[5] that performs a classification by identifying exemplars. It solves the following
optimization problem

¢* = argmin(Elc]),

RR n°® 7046



8 Furtlehner, Sebag & Zhang

with
N N
Elc] = =) S(i,c;) — Y logx\P[c] (2.4)
i=1 p=1
where ¢ = (¢1,...,cn) is the mapping between data and exemplars, S(i, ¢;) is

the similarity function between i and its exemplar. For datapoints embedded in
an Euclidean space, the common choice for S is the negative squared Euclidean
distance. A free positive parameter is given by

s = —S(i,9), Vi,
the penalty for being oneself exemplar. XELP ) [c] is a set of constraints. They read

D, if ¢, #p,3i st c; = p,
1, otherwise.

p = 0 is the constraint of the model of Frey-Dueck. Note that this strong
constraint is well adapted to well-balanced clusters, but probably not to ring-
shape ones. For this reason Leone et. al. [6] [7] have introduced the smoothing
parameter p. Introducing the inverse temperature (3,

Pl — exp(~Ec])

represents a probability distribution over clustering assignments c. At finite (3
the classification problem reads

¢ = argmax(Pl[c]).

The AP or SCAP equations can be obtained from the standard BP equation
[5, 6] as an instance of the Max-Product algorithm. For self-containess, let us
reproduce the derivation here. The BP algorithm provides an approximate pro-
cedure to the evaluation of the set of single marginal probabilities {P;(¢; = p)}
while the min-sum version obtained after taking 5 — oo yields the affinity prop-
agation algorithm of Frey and Dueck. The factor-graph involves variable nodes
{i,4 =1... N} with corresponding variable ¢; and factor nodes {p,u=1...N}
corresponding to the energy terms and to the constraints (see Figure 2.2). Let
A, —i(c;) the message sent by factor p to variable ¢ and B;_.,(c;) the message
sent by variable ¢ to node p. The belief propagation fixed point equations read:

1

Apilei = ¢) = — S I Bi-ulei)xil{e} (2.5)
B0 fes} i
1 ,

B’L—>[L(C’L = C) = 7 A,,_,i(C)eﬁs(l’C) (26)
1 u;é,u

Once this scheme has converged, the fixed points messages provide a consistency
relationship between the two sets of beliefs

1 N
bull{ei} = e = xgile] [ [ Bivu(e) (27)
B i=1
LN
bi(c; =c) = 7 H Ayild)ePd0 (2.8)

p=1

INRIA
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Xv
. S(Z, CZ'>
(e) G

Fig. 2.2: Factor graph corresponding to AP. Small squares represents the
constraints while large ones are associated to pairwise contributions in the E(c).

The joint probability measure then rewrites

_ 1 Hfj:l bulc]
IR C))

1=1"1

Plc]

with Z;, the normalization constant associated to this set of beliefs. In ([Z3]) we
observe first that R

Aui = Api(ei = v # p), (2.9)
is independent of v and secondly that A,_.;(¢; = ¢) depends only on B;_,,(¢c; =
p)andon >, . Bj..(c; =v). This means that the scheme can be reduced to
the propagation of four quantities, by letting

Api = Ap—i(ci = ),

n defl_A—>’L
A = 5T

def

Bi—>p - Bi—>p(cl' = ,U)

def

Bi—»p =1- Bi—>,u7

which reduce to two types of messages A,_.; and B;_,,. The belief propagation
equations reduce to

p+(1—p)B, .,

AH—’i = _ ’ H 7é {
P+ (=) By + (N = 1)[p+ (1= ) (Bu + i Bios) |
1
Ai%i = — ,
L+ (N = 1)[p+ (1= p) [T Bii]
Bi_, = L
T (-1 Y, el S mSEm)

RR n°® 7046



10 Furtlehner, Sebag & Zhang

while the approximate single variable belief reads

Pi(&':H):Z A#— ePS(im),

n—1

This simplification here is actually the key-point in the effectiveness of AP,
because this let the complexity of this algorithm, which was potentially N*
(each messages being initially a N-dimensional vector build out of N quantities),
becomes N2, as will be more obvious later. At this point we introduce the log-
probability ratios,

P 9o Api

A#—»i

)

oy
B’L—»#
corresponding respectively to the “availability” and “responsibility” messages of
Frey-Dueck. At finite § the equation reads
e P14 (1 — e P9)efru—n

eﬁau—»i —
=P 4 ePmumn 4 (1 — e=Pa) (1 + ePru—i) T, (1 + efrin) "

e Pai—i — o—Ba + (1 _ e*ﬁ‘]) H(]_ + eﬁTjﬂi)fl
J#i

eBrioe = 3 o B(Stm—as—i=si))
vEp

)

with ¢ = —logp. Taking the limit 3 — oo yields

a,—; = min (0, max(—q, min(0, T‘NHN)) + Z max/(0, rjﬂu)), JTE R

J#i
(2.10)
ai_; = min (q, Z max(0, rjﬂi)), (2.11)
i
Ty = S(i, ) — mjx(auﬂi + S(i,v)). (2.12)
vEp

After reaching a fixed point, exemplars are obtained according to

o = argmaX(S(i, w) + a#ﬁi) = argmax(m_,u + a#ﬁi).
1 1
Altogether, ZTAZTTIZT2 and constitute the equation of AP.
3 Hierarchical affinity propagation (HI-AP)

3.1 Weighted affinity propagation (WAP)

Assume that a subset S C & of n points, assumed to be at a small average
mutual distance e are aggregated into a single point ¢ € S§. The similarity

INRIA
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matrix has to be modified as follows

S(c,i) — nS(c,j), VieS
S(i,c) — S(i,c), VieS
S(C,C) - ZS(i,C),

€S

and all lines and columns with index ¢ € S\{c} are suppressed from the similarity
matrix. This type of rules should be applied when performing hierarchies.

Fig. 3.3:

This redefinition of the self-similarity yields a non-uniform penalty coefficient.

In the basic update equations ([210), (ZI1), (ZIZ) and (23)), nothing prevents
from having different self-similarities because while the key property (2.9)) for

deriving these equations is not affected by this. When comparing in (24), the
relative contribution of the similarities between different points on one hand,
and the penalties on the other hand, we immediately see that s has to scale like
the size of the dataset. This insures a basic scale invariance of the result, i.e.
that the same solution is recovered, when the number of points in the dataset is
rescaled by some arbitrary factor. Now, if we deal directly with weighted data
points in an Euclidean space, the preceding considerations suggests that one
may start directly from the following rescaled cost function:

mqg%Ejzxwf@@+§g. (3.1)

Z is a normalization constant

def
Z = E ws,

icS
The similarity measure has been specified with help of the Euclidean distance
d(i, j) = |ri — 1], V(i,j) € 8%

The {w;,Vi € S} is a set of weights attached to each datapoint and the self-
similarity has been rescaled uniformly

s—>%2wl s.

with respect to density of the dataset, V' being the volume of the embedding
space, for later purpose (thermodynamic limit in Section M.

RR n°® 7046



12 Furtlehner, Sebag & Zhang

3.2 Complexity of HI-AP

AP computational complexity is expected to scale like O(N?); it involves the
matrix S of pair distances, with quadratic complexity in the number N of items,
severely hindering its use on large-scale datasets.

This AP limitation can be overcome through a Divide-and-Conquer heuristics
inspired from [I7]. Dataset £ is randomly split into b data subsets as shown
on Figure 3.4t AP is launched on every subset and outputs a set of exemplars;
the exemplar weight is set to the number of initial samples it represents; finally,
all weighted exemplars are gathered and clustered using WAP (the complexity
is O(N3/2) [13]). This Divide-and-Conquer strategy — which could actually be
combined with any other basic clustering algorithm — can be pursued hierar-
chically in a self-similar way, as a branching process with b representing the
branching coefficient of the procedure, defining the Hierarchical AP (Hi-AP)
algorithm.

Dataset
h=0 | || | | || | | |
wap .
N

h=1

o,
h=2 B“T Exemplars

Fig. 3.4:

Formally, let us define a tree of clustering operations, where the number A of
successive random partitions of the data represents the height of the tree. At
each level of the hierarchy, the penalty parameter s, is set such that the expected
number of exemplars extracted along each clustering step is upper bounded by
some constant K.

Proposition 3.1. Letting the branching factor b to

then the overall complexity C'(h) of HI-AP is given by

C(h) x KFINTH N> K.

2 Except if the similarity matrix is sparse, in which case the complexity reduces to Nklog(N)
with k the average connectivity of the similarity matrix [5].

INRIA
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Proof. M = N/b" is the size of each subset to be clustered at level h; at
level h — 1, each clustering problem thus involves bK = M exemplars with
corresponding complexity
N, 2
C(0) = K*(=)™".
(0) = K*(%)

The total number N, of clustering procedures involved is

h
; bh+1_1
Ncp:Zb :b_ila

=0

with overall computational complexity:

N,z X1 N r2
h) = K2(=)rt K = o RK2(L\r+1
cn) (K) (ﬁ)hil _ | N>K (K)
K
It is seen that C(0) = N2, C(1) oc N3/2,... and C(h) < N for h > 1. [ |

3.3 Information loss of HI-AP

Let us examine the price to pay for this complexity reduction. As mentioned
earlier on, the clustering quality is usually assessed from its distortion, the sum
of the squared distance between every data item and its exemplar:

N
D(c) =Y d*(ei,ci)
i=1
Center of Mas:
Exemplal
Fig. 3.5:

The information loss incurred by HI-AP w.r.t. AP is examined in the simple
case where the data samples follow a centered distribution in R%. By construc-
tion, AP aims at finding the cluster exemplar rc¢ nearest to the center of mass
of the sample points noted rp,:

D(c) = |rem —rel* + Cst

To assess the information loss incurred by HI-AP it turns out to be more con-
venient to compare the results in distribution. This can be done by considering
e.g. the relative entropy, or Kullback Leibler distance, between the distribution

RR n°® 7046



14 Furtlehner, Sebag & Zhang

Pc of the cluster exemplar computed by AP, and the distribution P¢(p) of the
cluster exemplar computed by HI-AP with hierarchy-depth h:
Pen) (r)

DKL(PC||PC(h)) = /Pc(h)(T) 10g T(r)dr (32)

In the simple case where points are sampled along a centered distribution in
]Rd, let re denote the relative position of exemplar r¢ with respect to the center
of mass rep,:
i;C =TIc —Icem

The probability distribution of r¢ conditionally to r,, is cylindrical; the cylinder
axis supports the segment (0, rey,), where 0 is the origin of the d-dimensional
space. As a result, the probability distribution of r.,,+ re is the convolution of
a spherical with a cylindrical distribution.

Let us introduce some notations. Subscripts sd refers to sample data, ex to the
exemplar, and ¢m to center of mass. Let x, denote the corresponding square
distances to the origin, f, the corresponding probability densities and F, their
cumulative distribution. Assuming

o Flpg] = / 2 faa(@)de, (3.3)
0
and lon(F
a™ — lim 70g( de(x)) , (3.4)
x—0 T2

exist and are finite, then the cumulative distribution of x.,, of a sample of size

M satisfies (d ) )
: z, (5,5
i Fer (G = )™

by virtue of the central limit theorem. In the meanwhile, 755 = |rep — Tem|? has
a universal extreme value distribution (up to rescaling, see e.g. [I8] for general
methods):

ﬁm) = exp(—ax%). (3.5)
To see how the clustering error propagates along with the hierarchical process,
one proceeds inductively. At hierarchical level h, M samples, spherically dis-
tributed with variance ¢(™ are considered; the sample nearest to the center of
mass is selected as exemplar. Accordingly, at hierarchical level h + 1, the next
sample data is distributed after the convolution of two spherical distributions,
the exemplar and center of mass distributions at level h. The following scaling
recurrence property (proof in appendix) holds:

lim Fé‘i(
M—o0

Proposition 3.2.
x

. (h+1) o
i Fa (Gt ) =
g, —z_
7(2 O-l;h+1)) d<2,’}/:1
I'(3)
2
exp(—oz(hﬂ)m%) d>2,y= p

exp(—8Ptz) d=2 v =1.
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with
ot = () o (hH1) = ((h) 5(+)__f'

It follows that the distortion loss incurred by Hi-AP does not depend on the
hierarchy depth h except in dimension d = 2.

Proof. See appendix [Al [ |
N=10e6 d=1 B _N=10e6 d=2
T T T
ooh=1 ool % --h=3 alpha=115338 |
soh=2 =eoh=2 alpha=2276438 |
Qﬂfg 500 +<oh=6 alpha=18036| -
1009 = T ssh=1 alpha=460764]

(%)

500)

X
N=10e6 d=4
: ; .

eoh=1 alpha = 2690

=sh=2 alpha=251774
+<h=3 alpha=214337
»>+h=6 alpha=70248

L1858

ju gl g s 3

Fig. 3.6: Radial distribution plot of exemplars obtained by clustering of Gaus-
sian distributions of N = 105 samples in R in one single cluster exemplar, with
hierarchical level h ranging in 1,2,3,6, for diverse values of d: d = 1 (upper left),
d = 2 (upper right), d = 3 (bottom left) and d = 4 (bottom right). Fitting
functions are of the form f(z) = Cz%? ! exp(—az?/?).

Figure shows the radial distribution of exemplars obtained with different
hierarchy-depth h and depending on the dimension d of the dataset. The curve
for h = 1 corresponds to the AP case so the comparison with A > 1 shows that
the information loss due to the hierarchical approach is moderate to negligible
in dimension d # 2 provided that the number of samples per cluster at each
clustering level is “sufficient” (say, M > 30 for the law of large numbers to hold).
In dimension d > 2, the distance of the center of mass to the origin is negligible
with respect to its distance to the nearest exemplar; the distortion behaviour
thus is given by the Weibull distribution which is stable by definition (with an
increased sensitivity to small sample size M as d approaches 2). In dimension
d = 1, the distribution is dominated by the variance of the center of mass,
yielding the gamma law which is also stable with respect to the hierarchical
procedure. In dimension d = 2 however, the Weibull and gamma laws do mix at
the same scale; the overall effect is that the width of the distribution increases
like 2", as shown in Fig. (top right).
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16 Furtlehner, Sebag & Zhang

We can also compute the corrections to this when M is finite. We have the
following property which is valid for (non necessarily spherical) distributions of
sample points, with a finite variance o.

Proposition 3.3. For d > 2, at level h, assume that
olh) = pi};)(())%, (3.6)
with Qg = 2w%2/T'(d/2) the d-dimensional solid angle, and
oM = /dderpgz)(r)

are both finite. Defining the shape factor of the distribution by

(h) ()24
B) def OV /X
wh) & 7I‘(1+ 2) , (3.7)
d
the recurrence then reads,
h h—1
oh D) = 5(h) (1 + %) + O(Mz/dfl).
3.8
(h+1) wh) 2/d—1 (38)
w =1+ W + O(M )
for h >0 and
(0) (0)
1 g w 2/d—1

Proof. See appendix [Bl Note that the definition o™ is equivalent to the pre-
vious definition ([B4) if the distribution of sample points is regular (as well as
for the variance o) obviously). [ |

As a result, for h = 1 we obtain

1-w®

(2 — 5 -+
oW =0 (1+M1*2/d

) +o(ar2/e),

and thereby for h > 1,
O'(h+1) — O'(h) —|—0(M2/d_1),

o

1
oo (1 3=

) n O( MQ/d—l)

This means that the mean error within the hierarchical procedure compared

to the expected error scales like N7a~#%. From definition (327) and (B), the

relation between the shape factor w and the variance o and the density py near

the center of mass reads,

1-2/d

d ™ L gpz/da
a\\2/d 70T g o

)(1(3)) d
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[ . R I ]
10 e =2 E
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Fig. 3.7: aéﬁ)/agi) — 1 for h = 2,3,6 as a function of the dimension, when
finding exemplars of a single cluster of 10° points (repeated 10* times)

As its name indicates, it depends on the shape of the clusters. It relates the
variance of the cluster to its density in the vicinity of the center of mass. In what
follows it will be useful to keep in mind the following particular distributions in
dimension d:

d

— T 57 Gaussian distribution

2r(1+2)
d 1

- 57 uniform L2-sphere distribution
w=9qd+20(1+2)

T (é ) 2—-2/d

g ﬁ, uniform Ll—sphere distribution,
r(3)(T(g))

while by our definition it is equal to unity for the Weibull distribution B35l yielded
by the clustering procedure. In addition, for a superposition of clusters with
identical forms and weights, represented by a distribution of the type (@), by
simple inspection, the shape factor of the mixture is strictly greater than the
single cluster shape factor, a soon as two cluster do not coincide exactly.

4 Renormalized affinity propagation (RAP)

The self-consistency of the HI-AP procedure may be exploited to determine the
underlying number of clusters present in a given data set. We follow here the
guideline of the standard renormalization (or decimation) procedure which is
used in statistical physics for analyzing scaling properties.

basic scaling
Consider first a dataset, composed of N items, occupying a region of total
volume V', of a d-dimensional space, distributed according to a superposition of

RR n°® 7046



18 Furtlehner, Sebag & Zhang

M data subsets

()
. @ HAP Step 1
A °° e

HAP Step 2

ANs(A)

Fig. 4.8:

localized distributions,

*

Fir) = 3 ot gy, (4.1)

Oc

c=1

where n* is the actual number of clusters, fy is a distribution normalized to
one, r. is the center of cluster ¢ and ¢ the variance. Assume the data set is
partitioned into n = zV clusters, x representing the density of these clusters,
each cluster containing N, points and occupying an effective volume V.. The
energy ([B1) of the clustering reads for large N and n << N

zV
[+ s

c=1 1i€c

Elc]

= o(z) + s, (4.2)

where

zV
o(z) = N Z Z d?(i,c),

c=1 icc

zV
= voe, (4.3)
c=1

is the distortion function, with v. = N./N is the fraction of data-point and o,
the corresponding variance of the AP-cluster c:

e d:ef/ddrfc(AP)(r)(r - rc)2

by virtue of the law of large numbers. If V. represents the effective volume of
such a cluster, we have
Oc = ‘/52/(1507
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where G, is a dimensionless quantity. For n > n* we expect V. = V/n and
. = o (all AP-cluster have same spherical shape in this limit) so that

—2/d

Elc] ~ 27*% +xs.

r>x*

For a given value of s, the optimal clustering is obtained for
20\ % "

x(s) = (E) 5 < s™.
self-consistency
Consider now a one step HI-AP (see Figure .8) where the N-size data set is
randomly partitioned into M = 1/ subsets of AN points each and where the
reduced penalty s is fixed to some value such each clustering procedure yields
n exemplars in average. The resulting set of data points is then of size n/A
and the question is how to adjust the value s for the clustering of this new
data set, in order to recover the same result as the one which is obtained with
a direct procedure with penalty s. To answer to this question we make some

s K s*

- ‘

Fig. 4.9:

hypothesis on the data set.

e (H1): the distribution of data points in the original set consists in a super-
position of n* non-overlapping distributions, with common shape factor w

(27

e (H2): there exists a value s* of s for which AP yields the correct number
of clusters C' when N tends to infinity.

e (H3): o(x) which represents the mean square distance of the sample data
to their exemplars in the thermodynamic limit, is assumed to be a smooth
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e
N
— T

sigma(n)

0,1~

50 2 30 40
numbers of clusters number of clusters

Fig. 4.10: The distortion function for various values of 1 for d = 5 and n* =
10, 30 (left panel).The energy (i.e.the distortion plus the penalties) as a function
of the number of clusters obtained at each hierarchical level of a single HI-AP
procedure for d =5, n* = 10, n = 0.85, h = 2 and AN = 300 (right panel).

decreasing convex function of the density @ = n/V of exemplars (obtained
by AP) with possibly a cusp at x = 2* (see Figure EI0).

The first hypothesis essentially amounts to assume that the clusters are “suffi-
ciently" separated with respect to their size distribution. This can be charac-
terized by the following parameter

def dmin
where d,,, is the minimal mutual distance among clusters (between centers)
and R4z is the maximal value of cluster radius. We expect a good separability
property for n > 1. In practice this means the following. When s is slowly
increased, so that the number of cluster decreases unit by unit, the disappearing
of a cluster corresponds either to some “true” cluster to be partitioned in on unit
less, or either to two “true” clusters that are merged into a single cluster. The
assumption (H2) amounts to say that the cost in distortion caused by merging
two different true clusters is always greater than the cost corresponding to the
fragmentation of one of the true clusters. As a result, starting from small values
of s, and increasing it slowly, one is witnessing in the first part of the process a
decrease in the fragmentation of the true clusters until some threshold value s* is
reached. At that point this de-fragmentation process ends and is replaced by the
merging process of the true clusters (see Figure[L9). In the thermodynamic limit
(which sustain all the present considerations), s* can be viewed as a critical value
corresponding to a (presumably) second order phase transition, which separates
a coalescent phase from a fragmentation phase. Note that when the second
hypothesis (H2) is satisfied, this implied that (H1) is automatically satisfied
by the dataset obtained after the first step of HI-AP performed at s*. Indeed,
each partition of the initial set yields exactly one exemplar per true cluster in
that case, and the rescaled distribution of these exemplars w.r.t their “true”
center are universal after rescaling. The renormalization setting is depicted in
Figure The dataset is partitioned into M = 1/ subsets. We manage that
the size AN of each subset remain the same at each stage of the procedure. This
means that A is set to A\®n, if n is the expected number of exemplars obtained
at the corresponding stage. Under the two assumptions (H1) and (H2), the
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Coalescence o Fragmentation z

S

Fig. 4.11: Sketch of the rescaling property. Comparison of the distortion func-
tion between two stages of HI-AP (left panel). Corresponding result in terms
of the number of clusters as a function of s.

second step of HI-AP, which corresponds to the clustering of Nn/A data points
with a penalty set to Nns(\)/\ is expected to have the following property.

Proposition 4.1. Let ny [resp. naf the number of clusters obtained after the first
[resp. second] clustering step. If

s = l(N—)\)_% 5= &/d s, with &/d > 1, (4.5)
w Ny w w
then either cases occurs,
s < s* then ng >ny >n*
s=s" then no =ng =n’*.
s> s* then no =ny < n*

Proof. In the thermodynamic limit the value n; for n, which minimizes the
energy is obtained for x; = n;/V as the minimum of (Z2):

s+o'(z1) =0.

At the second stage one has to minimize with respect to z,
N2d
Mol = 2| = O
EW]c] = " [)\2/do (x,21) + 28],

where ¢V (x, ) denotes the distortion function of the second clustering stage
when the first one yields a density y of clusters. This amounts to find x = x5
such that
w 9o
ot A2/d 9z

We need now to see how, depending on z,

(z,21) =0, (4.6)

oM (y) Ao (2, y)

compares with o(y). This is depicted on Figure {111 [ ]

RR n°® 7046



22 Furtlehner, Sebag & Zhang

AN = 300 h=2 n* =10 d=5

30 T — .
e «h=0
[ ~—h=0 ==h=1 . .
250 —=h=1 - 0,0001— e h=2| P .,:_:
< h= r 4 J
[ h=2 * 0. 00e00ssetteetme o o o 0" ]
EZO
%) s _
= <]
20 1E
5 ik
M © - ey =
2 5]
Qo 1 £ .
g — 1e-05— -
— t . Bl
c =t r .
sl o .
I il I . |
001 1 10 01 1 10
s s
50 -
0,01 . oo h=0) E
t . ah=1
40 £
[ [ . " +h=2]
5 ]
9} .
o]
5 .
=] 5] .
530 2 s
5 o 000L 2. .
5 2 E BN R
o} 3 e R T S
Q20 £
S
2 "
et
0,000 i
10 E . 3
il A |
%. 01 1 10
S
40 -
F e +h=0|
[ . . =1
030 . +h=2
L - 0,01 Sema, -
2] 4 = C "
=} o F L]
S 15 .
N | g N
O 20 c K
= S L]
QL T 1o
a | 1E S
.
g [ 0,001 . B T ]
2| E !
10 .
oL ] Y R 00004 T N
S S

Fig. 4.12: Number of cluster obtained in one single run with respect to the
hierarchical level (left panel). Error distance of the exemplars from the true
underlying centers obtained with respect to the hierarchical level (right panel).
In all cases, 10 underlying L2-sphere shaped clusters are present

Assume first that 1 = 2*, which obtained if we set s = s* in the first clustering
stage. This means that each cluster which is obtained at this stage is among
the exact clusters with a reduced variance, resulting from the extreme value
distribution properties (8.8) combined with definition [B1) of the shape factor

w:
1 (AN —2/d A2/d
oM = —(—) Oc = —0e. (4.7)
w\ ny w
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Fig. 4.13: Number of clusters and mean-error as a function of s for L1-sphere
(first and second rows) and L2-sphere (third and fourth rows) shaped cluster.
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Fig. 4.14: Number of clusters and mean-error as a function of s for L2-sphere
shaped in d = 3, 5,10, 20 with n* = 10, 30, 10.
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Note at this point that

w
W>>l’

is required to be in the conditions of getting a cluster shaped by the extreme
value distribution. For y > z*, the new distortion involves only the inner cluster
distribution of exemplars which is simply rescaled by this (x1/\)?/¢ factor, so
from ([@3) we conclude that

() = oly), for  y>a"

Instead, for y < x*, the new distortion involves the merging of clusters, which
inter distances, contrary to their inner distances, are not rescaled and are the
same as in the original data set. This implies that

gy
dy

As a result the optimal number of clusters is unchanged, y; = z*.

*

(y) <a'(y), for y<at.

For x; < z*, which is obtained when s > s*, the new distribution of data
points, formed of exemplars, is also governed by the extreme value distribution,
and all cluster at this level are intrinsically true clusters, with a shape following
the Weibull distribution. We are then necessary at the transition point at this
stage: y* = xlﬁ. In addition, the cost of merging two clusters, i.e. y slightly
below x1, is actually greater now after rescaling,

~(A
dag(cl)

a (y) <o'(y), for  y=(x1)-,

because mutual cluster distances appear comparatively larger. Instead, for y
slightly above x1, the gain in distortion when y increases is smaller, because it
is due to the fragmentation of Weibull shaped cluster, as compared to the gain
of separating clusters in the coalescence phase et former level,

)
dy

(y) >d'(y), for  y=(z1)4.

As a result, from the convexity property of ¢ (y), we then expect again that
the solution of (A6]) remains unchanged y; = 21 in the second step with respect
to the first one.

Finally, for 1 > z*, the new distribution of data points is not shaped by
the extreme value statistics when the number of fragmented clusters increases,
because in that case the fragments are distributed in the entire volume of the
fragmented cluster. In particular,

&a(c)l\) (Y) ~ —770W), when Ty >> ",

The rescaling effect vanishes progressively when we get away from the transition
point, so we conclude that the optimal density of clusters y; is displaced toward
larger values in this region.

3 Fluctuations are neglected in this argument. In practice the exemplars which emerge from
the coalescence of two clusters might originate from both clusters, when considering different
subsets, if the number of data is not sufficiently large.
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We have tested this renormalized procedure, by generating artificial sets of dat-
apoints in various situations, including different types of cluster shape. Some
sample plots are displayed in Figure and to illustrate the preceding
proposition Il The self-similar point is clearly identified when plotting the
number of clusters against the bare penalty, when 7 is not to small. As ex-
pected from the scaling (@A), the effect is less sensible when the dimension
increases, but remains perfectly visible and exploitable at least up to d = 30.
The absence of information loss of the hierarchical procedure can be seen on the
mean-error plots, in the region of s around the critical value s*. The results are
stable, when we take into account at the first stage of the hierarchical procedure
the influence of the shape of the clusters. This is done by fixing the value of
the factor form w to the correct value. In that case, at subsequent levels of the
hierarchy the default value w = 1 is the correct one to give consistent results.
Nevertheless if the factor form is unknown and set to false default value, the
results are spoiled at subsequent levels, and the underlying number of clusters
turns out to be more difficult to identify, depending on the discrepancy of w with
respect to its default value. We see also that the identification of the transition
point is still possible when the number of datapoints per cluster get smaller
(down to 6 in these tests).

5 Discussion and perspectives

The present analysis of the scaling properties of AP, within a divide-and-conquer
setting gives us a simple way to identify a self-similar property of the special
point s*, for which the exact structure of the clusters is recovered. This property
can be actually exploited, when the dimension is not too large and when the
clusters are sufficiently far apart and sufficiently populated. The separability
property is actually controlled by the parameter n introduced in 4l For n >
1 the underlying cluster structure is recovered, and in the vicinity of s*, the
absence of information loss, deduced from the single cluster analysis is effectively
observed. The search of the exact number of cluster could then be turned
into a simple line-search algorithm combined with RAP. This deserves further
exploration, in particular from the application point of view, on real data and for
clusters of unknown shape. From the theoretical viewpoint, this renormalization
approach to the self-tuning of algorithm parameter could be applied in other
context, where self-similarity is a key property at large scale. First it is not yet
clear how we could adapt RAP to the SCAP context. The principal component
analysis and associated spectral clustering provide other examples, where the
fixing of the number of selected components is usually not obtained by some
self-consistent procedure and where a similar approach to the one presently
proposed could be used.
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A Proof of Proposition 2.2

The influence between the center of mass and extreme value statistics distri-
bution corresponds to corrections which vanish when M tends to infinity (see
Appendix Neglecting these corrections, enables us to use a spherical kernel
instead of cylindrical kernel and to making no distinction between ex and éx,
to write the recurrence. Between level h and h + 1, one has:

with d dr d
VL (haM) L
P G737 = 7K G o) (42

where K(z,y) is the d-dimensional radial diffusion kernel,

2

e 1 — z+1
K(x,y) = 533%9%[% (ny)e_%.

with I, the modified Bessel function of index d/2 — 1. The selection mecha-
nism of the exemplar yields at level h,

FOM) (z) = (F8 (),

exr

and with a by part integration, (A1) rewrites as:
fu V@) = KM (,0)+
oo N M 8K(h’M)
0 Y

with 1 g (M)
lim MK 0) =
im (M )

M — o0
d ( dx )
20 (d)o(h) 20

[SIY

-1 dx
eXp(_—Zo—(h))'

At this point the recursive hierarchical clustering is described as a closed form
equation. Proposition is then based on ([(A2) and on the following scaling
behaviors,

lim F(h M)(iz) = exp(—a(h)x%),

M —o0 Mg
so that
h+1 € . _ °
Jim B = i e [y
00 Ml__
(h, M) =7,
/z dufg (Md)K(M =) )

o(h)

Basic asymptotic properties of I5/,_; yield with a proper choice of ~, the non
degenerate limits of proposition In the particular case d = 2, taking v =1,
it comes:

lim Fngrl) / dy/ duf™ (™)K (u, y)

M —o0
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o0 o0 CaM g
= —/ dy dueilo(l/uy)e*(“*y)
0 = dy

D)
afl

1+ a®gh) z),

o

h)
= exp(—
with help of the identity
1 ﬁ 2v B
=10yt
ata

/OO drx’e "Iy, (28Vx)
0

Again in the particular case d = 2, by virtue of the exponential law one further
has o™ = 1/¢(™ finally yielding:

B+ — %g(h). (A.3)

B Finite size corrections

We consider a given hierarchical level h, r denotes sample points, r.y,, their
corresponding center of mass, and r¢ the exemplar, which in turn becomes a
sample point at level A 4+ 1. We have

piZJrl)(r)ddr = P(rc € dr)

h _
- ddr/ddrcmpid?cm(r; rcm)P(|rsd - I‘cm| Z |I‘ - rcm”rcm)M 1-

We analyse this equation with the help of a generating function:

o.(A) = /ddrp_(r)e_Ar.

where . may be indifferently sd, ¢ or ¢m and Ar is the ordinary scalar product
between two d-dimensional vectors. Let A = |A|, by rotational invariance, p,
depends only on 7 and ¢, depends solely on A, so we have

Ar

5 )17d/21—d/2—1()\7“))~

3. = og(6.(4)) = log (252 [~ drrt1p. )

The joint distribution between rgy and r,, takes the following form

r

psd,cm(rvrcm) = psd(r)pcm\sd(|rcm M )

where by definition p.,,|sq is the conditional density of rep, to rsq, with

GempsaN) = (VF = 1)goa(77), (B.1)
while \
gcm(/\) = Mgsd(M)a (BQ)

where gqq is assumed to have a non zero radius Taylor expansion of the form
o0

(h) (2n)
_c 2 g (0) 2,
gsa(N) = 24 A+ ngzg ol AT (B.3)
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since by rotational symmetry all odd powers of A vanish and where o rep-
resents the variance at level h of the sample data distribution. In addition the
conditional probability density of ryq to r.,, reads

Psd (7') r def

psd|07ﬂ(ra I'cm) = pcm(rcm)pchSdGrcm - MD = psd\cm(u’a 05 Tcm)

where u =r — r.y, and 6 is the angle between u and r.,,. Let

f(u’a Tcm) = P(|rsd - I'cm| > u|rcm)-

We have
fluyrem) =1— Qd,l/ d;vxdil/ d9$iﬂ9d72psd‘cm(x,9,rcm).
0 0

with
27rd/2

TR

the d-dimensional solid angle. Let

B(t, rem) = 1og(f (1, em))-

We have

r
Pl () = () / A"z crnpemsal|em = 571 exp((M = Dh(lr = reml,rem).

From the expansion (B.3) we see that corrections in gen and gemjsa to the
Gaussian distribution are of order 1/M?3, 0., = o/M as expected from the
central limit theorem and 0.y, (sq = (M — 1)o/M?. Letting y = re,, —r we have

dM /2
) =00 () /ddy exp(~ My (r,y)),

2ro(h
with
d M a2 p® ()
(M) (p. ) 2f 9 - Sd
M (r)y) = 2logM_ 0 + log (2)(0
dM
T le o2+ (M = Dh(y, |y +1]).

As observed previously pgzﬂ) (r/M*'/?) converges to a Weibull distribution when

M goes to infinity, and the corrections to this are obtained with help of the
following approximation:

Ty d I o myd ot
¢ (Ml/d’y)_Qo—(h)|y+ Ml/d| +a Y +O(M)a

with Q
h d
oM = pgd)(())?.
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As aresult, computing the normalization constant pgzﬂ) (0) and the correspond-

ing variance o1 yields the following recurrence relations:

QD) — o) O(%)_

- (h) 2/d
o+ — L1+ z)a(h) Q/d(l + 2 ! ) +0(M2/d71).

d T(112) M2/
Letting
ny ast MM
UJ( ) = 7 2
I(1+2)
we get
(h+1) _ q ﬂ Ap2/d-1
w =1+ i +o( )

Consequently, for h = 0, we have
(0) (0)
n_ 9 w 2/d—1
U()_W(1+W)+O(M/ ),
while for h > 1 we get
(h=1)

h
o) = o (1 + w® —w

W) + O(MQ/d_l).

For h = 1 this reads

_ w(0)
0(2) = 0(1) (1 + }Wf"‘;/d) + O(Mg/dil)a

and thereby
o) — o) 4 O(Mg/dfl), for h > 1.

RR n°® 7046



/<

Centre de recherche INRIA Saclay — Tle-de-France
Parc Orsay Université - ZAC des Vignes
4, rue Jacques Monod - 91893 Orsay Cedex (France)

Centre de recherche INRIA Bordeaux — Sud Ouest : Domainedtsitaire - 351, cours de la Libération - 33405 Talence Cedex
Centre de recherche INRIA Grenoble — Rhone-Alpes : 655, eele I'Europe - 38334 Montbonnot Saint-Ismier
Centre de recherche INRIA Lille — Nord Europe : Parc Scieniil de la Haute Borne - 40, avenue Halley - 59650 Villeneudeatj
Centre de recherche INRIA Nancy — Grand Est : LORIA, Techfmpé Nancy-Brabois - Campus scientifique
615, rue du Jardin Botanique - BP 101 - 54602 Villers-lés-dyaBedex
Centre de recherche INRIA Paris — Rocquencourt : Domaineotlec®¥au - Rocquencourt - BP 105 - 78153 Le Chesnay Cedex
Centre de recherche INRIA Rennes — Bretagne Atlantique SARICampus universitaire de Beaulieu - 35042 Rennes Cedex
Centre de recherche INRIA Sophia Antipolis — Méditerran2604, route des Lucioles - BP 93 - 06902 Sophia Antipolis €ede

Editeur
INRIA - Domaine de Voluceau - Rocquencourt, BP 105 - 78153 hedbay Cedex (France)
http://www.inria.fr

ISSN 0249-6399



	Introduction
	Introduction to belief-propagation
	Local marginal computation
	Free energy minimization
	AP and SCAP as a min-sum algorithm

	Hierarchical affinity propagation (Hi-AP)
	Weighted affinity propagation (WAP)
	Complexity of Hi-AP
	Information loss of Hi-AP

	Renormalized affinity propagation (RAP)
	Discussion and perspectives
	Proof of Proposition 2.2
	Finite size corrections

