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S
aling Analysis of the A�nity PropagationAlgorithmCyril Furtlehner∗, Mi
hèle Sebag†, Xiangliang Zhang‡Thème : Optimisation, Apprentissage et methodes statistiquesÉquipe-Projet TaoRapport de re
her
he n° 7046 � Septembre 2009 � 31 pagesAbstra
t: We analyze and exploit some s
aling properties of the A�nityPropagation (AP) 
lustering algorithm proposed by Frey and Due
k (2007).First we observe that a divide and 
onquer strategy, used on a large data sethierar
hi
ally redu
es the 
omplexity O(N2) to O(N (h+2)/(h+1)), for a data-setof size N and a depth h of the hierar
hi
al strategy. For a data-set embedded ina d-dimensional spa
e, we show that this is obtained without notably damagingthe pre
ision ex
ept in dimension d = 2. In fa
t, for d larger than 2 the relativeloss in pre
ision s
ales like N (2−d)/(h+1)d. Finally, under some 
onditions weobserve that there is a value s∗ of the penalty 
oe�
ient, a free parameter usedto �x the number of 
lusters, whi
h separate a fragmentation phase (for s < s∗)from a 
oales
ent one (for s > s∗) of the underlying hidden 
luster stru
ture.At this pre
ise point holds a self-similarity property whi
h 
an be exploited bythe hierar
hi
al strategy to a
tually lo
ate its position. From this observation,a strategy based on AP 
an be de�ned to �nd out how many 
luster are presentin a given dataset.Key-words: Clustering, Belief-Propagation, extrem value statisti
s, s
aleinvarian
e, renormalization
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Analyse du 
omportement d'é
helle del'algorithme "A�nity Propagation�Résumé : Nous analysons et exploitons des propriétés de 
omportement d'é
hellede l'algorithme de 
lassi�
ation non supervisée "A�nity propagation� proposépar Frey et Due
k(2007). Nous observons en premier lieu qu'une stratégie typediviser-pour-régner utilisée sur un ensemble de données de grande taille, réduitde fa

on hiérar
hique la 
omplexité de O(N2) à O(N (h+2)/(h+1)), si N est lataille de l'ensemble et h la profondeur de la hiérar
hie. Si les exemples sont despoints d'un espa
e Eu
lidien de dimension d, nous montrons que 
e
i est obtenusans dégradation notable de la pré
ision ex
epté en dimension d = 2. En fait,pour d > 2, la perte relative en pré
ision se 
omporte 
omme N (2−d)/(h+1)d.Finalement sous 
ertaines 
onditions nous observons qu'il existe une valeur s∗du 
oe�
ient de pénalité, un paramètre libre utilisé pour �xer le nombre de
lusters, qui sépare une phase de fragmentation (pour s < s∗) d'une phase de
oales
en
e (pour s > s∗), de la stru
ture d'amas sous-ja
ente. Ce point pré-
is possède une propriété auto-similaire qui peut-être exploitée par la stratégiehiérar
hique a�n de déterminer sa position. A partir de 
ette observation unestratégie basée sur AP peut-être mise en pla
e pour deviner le nombre d'amassous-ja
ents présent dans un ensemble de données.Mots-
lés : Classi�
ation non supervisée, propagation de 
royan
es, statis-tique de valeurs extrêmes, invarian
e d'é
helle, renormalisation.
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tionSin
e its invention by J. Pearl [1℄ in the 
ontext of Bayesian inferen
e, it hasbeen realized that the belief-propagation algorithm was related to many otheralgorithms en
ountered in various �elds [2℄ and it has sin
e di�used in manydi�erent areas (inferen
e problems, signal pro
essing, error 
odes, image seg-mentation . . . ). In the 
ontext of statisti
al physi
s, it is 
losely related toa 
ertain type of mean-�eld approa
h (Bethe-Peierls), more pre
isely the so-
alled Bethe-approximation, valid on sparse graphs [3℄. This re
onsideration instatisti
al physi
s terms, has given rise to a new generation of distributed algo-rithms. These address NP-hard 
ombinatorial optimization problems, like thesurvey-propagation algorithm of Mézard and Ze

hina [4℄ for the random K-SATproblems, where the fa
tor-graph has a tree-like stru
ture. Surprisingly enough,in some other 
ontext it works also on dense fa
tor-graphs as exempli�ed by thea�nity propagation algorithm proposed by Frey and Due
k [5℄ for the 
lusteringproblem, whi
h is also NP-hard. Akin K-
enters, AP maps ea
h data item ontoan a
tual data item, 
alled exemplar, and all items mapped onto the same ex-emplar form one 
luster. Contrasting with K-
enters, AP builds quasi-optimal
lusters in terms of distortion, thus enfor
ing the 
luster stability [5℄. The pri
eto pay for these understandability and stability properties is a quadrati
 
om-putational 
omplexity, ex
ept if the similarity matrix is made sparse with helpof a pruning pro
edure. Nevertheless, a pre-treatment of the data would alsobe quadrati
 in the number if item, whi
h is severely hindering the usage of APon large s
ale datasets. The basi
 assumption behind AP, is that 
luster are ofspheri
al shape. This limiting assumption has a
tually been addressed by Leoneand 
o-authors in [6, 7℄, by softening a hard 
onstraint present in AP, whi
h im-pose that any exemplar has �rst to point to itself as oneself exemplar. Anotherdrawba
k, whi
h is a
tually 
ommon to most 
lustering te
hniques, is that thereis a free parameter to �x whi
h ultimately determines the number of 
lusters.Some methods based on EM [8, 9℄ or on information-theoreti
 
onsiderationhave been proposed[10℄, but mainly use a pre
ise parametrization of the 
lustermodel. There exist also a di�erent strategy based on similarity statisti
s [11℄,RR n° 7046



4 Furtlehner, Sebag & Zhangthat have been already re
ently 
ombined with AP [12℄, at the expense of aquadrati
 pri
e. In an earlier work [13, 14℄, a hierar
hi
al approa
h, based on adivide and 
onquer strategy was proposed to de
rease the AP 
omplexity andadapt AP to the 
ontext of Data Streaming. In this paper we extend the s
alinganalysis of this pro
edure initiated in [14℄ and propose a way to determine thenumber of 
lusters.The paper is organized as follows.In Se
tion 2 we start from a brief des
riptionof BP and some of its properties. We see how AP 
an be derived from it andpresent some extensions toAP, in
luding the soft-
onstraint a�nity propagationextension (SCAP) toAP. In Se
tion 3, the 
omputational 
omplexity ofHi-APis analyzed and the leading behavior, of the resulting error measured on thedistribution of exemplars, whi
h depends on the dimension and on the size ofthe subsets, is 
omputed. Based on these results we enfor
e the self-similarity ofHi-AP in Se
tion 4 to develop a renormalized version of AP (in the statisti
alphysi
s sense). We �nally dis
uss how to �x in a self-
onsistent way the penalty
oe�
ient present in AP, whi
h is 
onjugate to the number of 
luster.2 Introdu
tion to belief-propagation2.1 Lo
al marginal 
omputationThe belief propagation algorithm is intended to 
omputing marginals of joint-probability measure of the type
P (x) =

∏

a

ψa(xa)
∏

i

φ(xi), (2.1)where x = (x1, . . . , xN ) is a set of variables, xa = {xi, i ∈ a} a subset of variablesinvolved in the fa
tor ψa, while the φi's are single variable fa
tors. The stru
tureof the joint measure Pa is 
onveniently represented by a fa
tor graph [2℄, i.e.a bipartite graph with two set of verti
es, F asso
iated to the fa
tors, and Vasso
iated to the variables, and a set of edges E 
onne
ting the variables totheir fa
tors (see Figure 2.1. Computing the single variables marginals s
ales ingeneral exponentially with the size of the system, ex
ept when the underlyingfa
tor graph has a tree like stru
ture. In that 
ase all the single site marginalsmay be 
omputed at on
e, by solving the following iterative s
heme due to J.Pearl [1℄:
ma→i(xi)←−

∑

xj
j∈a,j 6=i

ψa(xa)
∏

j

nj→a(xj)

ni→a(xi)←− φi(xi)
∏

b∋i,b6=a

mb→i(xi).

ma→i(xi) is 
alled the message sent by fa
tor node a to variable node i, while
ni→a(xi) is the message sent by variable node i to a. These quantities woulda
tually appear as intermediate 
omputations terms, while de
onditioning (2.1).On a singly 
onne
ted fa
tor graph, starting from the leaves, two sweeps are suf-�
ient to obtain the �xed points messages, and the beliefs (the lo
al marginals)INRIA



S
aling Analysis of the A�nity Propagation Algorithm 5are then obtained from these sets of messages using the formulas:
b(xi) =

1

Zi
φi(xi)

∏

a∋i

ma→i(xi)

ba(xa) =
1

Za
ψa(xa)

∏

i∈a

ni→a(xi)On a multiply 
onne
ted graph, this s
heme 
an be used as an approximatepro
edure to 
ompute the marginals, still reliable on sparse fa
tor graph, whileavoiding the exponential 
omplexity of an exa
t pro
edure. Many 
onne
tionswith mean �eld approa
hes of statisti
al physi
s have been re
ently unravelled,in parti
ular the 
onne
tion with the TAP equations introdu
ed in the 
ontextof spin glasses [15℄, and the Bethe approximation of the free energy whi
h wedetail now.
a

b



1
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Fig. 2.1: Example of a fa
tor-graph representing a joint measure of �ve variables(
ir
les) and three fa
tors (squares)2.2 Free energy minimizationOn general graphs, the belief propagation algorithm a
tually solves a variationalproblem [3℄ based on the so-
alled Bethe approximation [16℄. The set of beliefs
{bi, i ∈ V} and {ba, a ∈ F} 
hara
terize an approximate joint measure b to theexa
t one P , and the quality of the approximation 
an be assessed by means ofthe Kullba
k-Leibler divergen
e

DKL(b||P ) =
∑

x

b(x) log
b(x)

P (x)
.Up to a 
onstant term, if the fa
tor graph is a tree, this quantity simply reads,

DKL(b||P ) = −
∑

a,xa

ba(xa) log
ψa(xa)

ba(xa)
−

∑

i,xi

(1− di)bi(xi) log
φi(xi)

1/(1−di)

bi(xi)
,where p̂ are exa
t marginals and di is the 
onne
tivity of variable i. For ageneral fa
tor graph, this quantity represents the �rst order term of a 
umulantRR n° 7046



6 Furtlehner, Sebag & Zhangexpansion and 
onstitutes the so-
alled Bethe approximation. The problemof �nding the best approximation to P at this level of approximation is thentranslated into a 
onstraint minimization problem of the the Bethe free energy,
F

(

b|p̂
)

= −
∑

a,xa

ba(xa) log
ψa(xa)

ba(xa)
−

∑

i,xi

(1− di)bi(xi) log
φi(xi)

1/(1−di)

bi(xi)
(2.2)

+
∑

i,a∋i
xi

λai(xi)
(

bi(xi)−
∑

xa/xi

ba(xa)
)

−
∑

i

γi

(

∑

xi

bi(xi)− 1
)

, (2.3)with λai a set of Lagrange multipliers atta
hed to ea
h link, to insure 
ompat-ibility 
onditions between joint beliefs and single beliefs, and γi a set destinedto enfor
e single beliefs normalization. The Stationary points reads






ba(xa) = ψa(xa) exp
(

∑

i∈a λai(xi)− 1
)

bi(xi) = φi(xi) exp
(

1
di−1

(
∑

a∋i λai(xi)− γi

)

− 1
)

.We have
∏

a

ψa(xa)
∏

i

φi(xi) =

∏

a ba(xa)
∏

i bi(xi)di−1
e−F(b|p),with

F(b|p) =
∑

i

γi + |C| − 1,where |C| = |L| − |V| + 1 is the 
y
lomati
 number of the fa
tor graph. The
onstraints 
an be used with the help of the following parametrization
λai(xi) = log

∏

b∋i,b6=a

mb→i(xi) + δai,where ma→i are interpreted as messages send by fun
tion node a to variablenode i, δai are real 
onstants. 1 We have
∑

a∋i

λai(xi) = (di − 1) log
∏

a∋i

ma→i(xi) +
∑

a∋i

δai.After introdu
ing
nj→a(xj)

def
= φj(xj)

∏

b∋j,b6=a

mb→j(xj),the message sent by variable j to fun
tion node a, we obtain
∑

xa/xi

ba(xa) =
∑

xa/xi

ψa(xa)
∏

j∈a

nj→a(xj) exp
(

∑

j∈a

δaj − 1
)

bi(xi) = φi(xi)ni→a(xi)ma→i(xi) exp
( 1

di − 1

(

∑

a∋i

δai − γi

)

− 1
)

.1 This mapping between the Lagrange multipliers and the messages is indeed invertible:assume {cai} a set of real numbers su
h that
X

b∋i\a

cbi = 0.Then P

b∋i
cbi = cai = c = 0. INRIA



S
aling Analysis of the A�nity Propagation Algorithm 7Call






Sa =
∑

j∈a δaj

Si = 1
di−1

(
∑

a∋i δai − γi

)

.On one hand, enfor
ing the 
ompatibility 
ondition imposes Sa = Si, for allpair (a, i), a ∈ i, so that we must have in fa
t Sa = Si = S independent of a or
i. On the other hand, summing Si over all i ∈ |V| yields

∑

i

γi = −S
(

|C| − 1
)Let z def

= exp(1 − S) represent the normalization fa
tor of the beliefs ba 
orre-sponding to fun
tion nodes. We �nally have
F(b|p) =

(

|C| − 1
)

log z.This formula is valid only for a BP �xed with no normalization of the messages.In pra
ti
e loopy belief propagation is not 
onverging in absen
e of normaliza-tion. The messages have a probabilisti
 interpretation so it is natural to nor-malize both ma→i and ni→a to 1. Let us 
all Za→i and Zi→a the 
orrespondingnormalization 
onstants. The update rules now read
ma→i(xi) =

1

Za→i

∑

{xj ,j 6=i}

ψa(xa)
∏

j∈a\i

nj→a(xj)

nj→a(xj) =
1

Zj→a
p̂j(xj)

∏

b∋j,b6=a

mb→j(xj).We have
F(b|p) = −

[

∑

a

logZa +
∑

i

(1− di) logZi +
∑

ai

logZi→a

]

.The 
ompatibility 
onditions yield
Za

Zi
=
Za→i

Zi→a
.In fa
t the normalization of ni→a is not mandatory, sin
e it has no in�uen
eon the 
onvergen
e, so Zi→a 
an be set to one. This formula 
an be eventuallyused as a sele
ting 
riteria, in 
ase when multiple �xed points are obtained, theone with lowest free-energy being sele
ted.2.3 AP and SCAP as a min-sum algorithmThe AP algorithm is a message-passing pro
edure proposed by Frey and Due
k[5℄ that performs a 
lassi�
ation by identifying exemplars. It solves the followingoptimization problem

c
∗ = argmin(E[c]

)

,RR n° 7046



8 Furtlehner, Sebag & Zhangwith
E[c]

def
= −

N
∑

i=1

S(i, ci)−
N

∑

µ=1

logχ(p)
µ [c] (2.4)where c = (c1, . . . , cN ) is the mapping between data and exemplars, S(i, ci) isthe similarity fun
tion between i and its exemplar. For datapoints embedded inan Eu
lidean spa
e, the 
ommon 
hoi
e for S is the negative squared Eu
lideandistan
e. A free positive parameter is given by

s
def
= −S(i, i), ∀i,the penalty for being oneself exemplar. χ(p)

µ [c] is a set of 
onstraints. They read
χ(p)

µ [c] =







p, if cµ 6= µ, ∃i s.t. ci = µ,

1, otherwise.
p = 0 is the 
onstraint of the model of Frey-Due
k. Note that this strong
onstraint is well adapted to well-balan
ed 
lusters, but probably not to ring-shape ones. For this reason Leone et. al. [6, 7℄ have introdu
ed the smoothingparameter p. Introdu
ing the inverse temperature β,

P [c]
def
=

1

Z
exp(−βE[c])represents a probability distribution over 
lustering assignments c. At �nite βthe 
lassi�
ation problem reads

c
∗ = argmax(P [c]

)

.The AP or SCAP equations 
an be obtained from the standard BP equation[5, 6℄ as an instan
e of the Max-Produ
t algorithm. For self-
ontainess, let usreprodu
e the derivation here. The BP algorithm provides an approximate pro-
edure to the evaluation of the set of single marginal probabilities {Pi(ci = µ)}while the min-sum version obtained after taking β →∞ yields the a�nity prop-agation algorithm of Frey and Due
k. The fa
tor-graph involves variable nodes
{i, i = 1 . . .N} with 
orresponding variable ci and fa
tor nodes {µ, µ = 1 . . .N}
orresponding to the energy terms and to the 
onstraints (see Figure 2.2). Let
Aµ→i(ci) the message sent by fa
tor µ to variable i and Bi→µ(ci) the messagesent by variable i to node µ. The belief propagation �xed point equations read:

Aµ→i(ci = c) =
1

Zµ→i

∑

{cj}

∏

j 6=i

Bj→µ(cj)χ
β
µ[{cj}, c] (2.5)

Bi→µ(ci = c) =
1

Zi→µ

∏

ν 6=µ

Aν→i(c)e
βS(i,c) (2.6)On
e this s
heme has 
onverged, the �xed points messages provide a 
onsisten
yrelationship between the two sets of beliefs

bµ[{ci} = c] =
1

Zµ
χβ

µ[c]

N
∏

i=1

Bi→µ(ci) (2.7)
bi(ci = c) =

1

Zi

N
∏

µ=1

Aµ→i[c]e
βS(i,c) (2.8)INRIA



S
aling Analysis of the A�nity Propagation Algorithm 9
aµ→i

S(i, ci)

ci
rj→ν

χµ

χν

Fig. 2.2: Fa
tor graph 
orresponding to AP. Small squares represents the
onstraints while large ones are asso
iated to pairwise 
ontributions in the E(c).The joint probability measure then rewrites
P [c] =

1

Zb

∏N
µ=1 bµ[c]

∏N
i=1 b

N−1
i (ci)with Zb the normalization 
onstant asso
iated to this set of beliefs. In (2.5) weobserve �rst that

Âµ→i
def
= Aµ→i(ci = ν 6= µ), (2.9)is independent of ν and se
ondly that Aµ→i(ci = c) depends only on Bj→µ(cj =

µ) and on ∑

ν 6=µ Bj→µ(cj = ν). This means that the s
heme 
an be redu
ed tothe propagation of four quantities, by letting
Aµ→i

def
= Aµ→i(ci = µ),

Âµ→i
def
=

1−Aµ→i

N − 1

Bi→µ
def
= Bi→µ(ci = µ)

B̄i→µ
def
= 1−Bi→µ,whi
h redu
e to two types of messages Aµ→i and Bi→µ. The belief propagationequations redu
e to

Aµ→i =
p+ (1− p)Bµ→µ

p+ (1− p)Bµ→µ + (N − 1)
[

p+ (1− p)
(

Bµ→µ +
∏

j 6=i B̄j→µ

)

] , µ 6= i

Ai→i =
1

1 + (N − 1)
[

p+ (1− p)∏

j 6=i B̄j→i

] ,

Bi→µ =
1

1 + (N − 1)
∑

ν 6=µ
Aν→i

Âν→i
eβ(S(i,ν)−S(i,µ))

,RR n° 7046



10 Furtlehner, Sebag & Zhangwhile the approximate single variable belief reads
Pi(ci = µ) =

1

Zi

Aµ→i

Âµ→i

eβS(i,µ).This simpli�
ation here is a
tually the key-point in the e�e
tiveness of AP,be
ause this let the 
omplexity of this algorithm, whi
h was potentially N4(ea
h messages being initially aN -dimensional ve
tor build out of N quantities),be
omes N2, as will be more obvious later. At this point we introdu
e the log-probability ratios,
eβaµ→i

def
=
Aµ→i

Âµ→i

,

eβri→µ
def
=
Bi→µ

B̄i→µ
,
orresponding respe
tively to the �availability� and �responsibility� messages ofFrey-Due
k. At �nite β the equation reads

eβaµ→i =
e−βq + (1− e−βq)eβrµ→µ

e−βq + eβrµ→µ + (1− e−βq)
(

1 + eβrµ→µ

)
∏

j 6=i

(

1 + eβrj→µ

)−1

e−βai→i = e−βq + (1− e−βq)
∏

j 6=i

(

1 + eβrj→i
)−1

e−βri→µ =
∑

ν 6=µ

e−β
(

S(i,µ)−aν→i−S(i,ν)
)

,with q def
= − log p. Taking the limit β →∞ yields

aµ→i = min
(

0,max
(

−q,min(0, rµ→µ)
)

+
∑

j 6=i

max(0, rj→µ)
)

, µ 6= i,(2.10)
ai→i = min

(

q,
∑

j 6=i

max(0, rj→i)
)

, (2.11)
ri→µ = S(i, µ)−max

ν 6=µ

(

aν→i + S(i, ν)
)

. (2.12)After rea
hing a �xed point, exemplars are obtained a

ording to
c∗i = argmax

µ

(

S(i, µ) + aµ→i

)

= argmax
µ

(

ri→µ + aµ→i

)

.Altogether, 2.10,2.11,2.12 and 2.3 
onstitute the equation of AP.3 Hierar
hi
al a�nity propagation (Hi-AP)3.1 Weighted a�nity propagation (WAP)Assume that a subset S ⊂ E of n points, assumed to be at a small averagemutual distan
e ǫ are aggregated into a single point c ∈ S. The similarityINRIA



S
aling Analysis of the A�nity Propagation Algorithm 11matrix has to be modi�ed as follows
S(c, i) −→ nS(c, j), ∀i ∈ S̄

S(i, c) −→ S(i, c), ∀i ∈ S̄

S(c, c) −→
∑

i∈S

S(i, c),and all lines and 
olumns with index i ∈ S\{c} are suppressed from the similaritymatrix. This type of rules should be applied when performing hierar
hies.
Fig. 3.3:This rede�nition of the self-similarity yields a non-uniform penalty 
oe�
ient.In the basi
 update equations (2.10), (2.11), (2.12) and (2.3), nothing preventsfrom having di�erent self-similarities be
ause while the key property (2.9) forderiving these equations is not a�e
ted by this. When 
omparing in (2.4), therelative 
ontribution of the similarities between di�erent points on one hand,and the penalties on the other hand, we immediately see that s has to s
ale likethe size of the dataset. This insures a basi
 s
ale invarian
e of the result, i.e.that the same solution is re
overed, when the number of points in the dataset isres
aled by some arbitrary fa
tor. Now, if we deal dire
tly with weighted datapoints in an Eu
lidean spa
e, the pre
eding 
onsiderations suggests that onemay start dire
tly from the following res
aled 
ost fun
tion:

E[c]
def
=

1

Z

n
∑

c=1

∑

i∈c

(

wid
2(i, c) +

n

V
s
)

. (3.1)
Z is a normalization 
onstant

Z
def
=

∑

i∈S

wi,The similarity measure has been spe
i�ed with help of the Eu
lidean distan
e
d(i, j) = |ri − rj |, ∀(i, j) ∈ S2.The {wi, ∀i ∈ S} is a set of weights atta
hed to ea
h datapoint and the self-similarity has been res
aled uniformly

s −→ 1

V

∑

i∈S

wi s.with respe
t to density of the dataset, V being the volume of the embeddingspa
e, for later purpose (thermodynami
 limit in Se
tion 4).RR n° 7046



12 Furtlehner, Sebag & Zhang3.2 Complexity of Hi-APAP 
omputational 
omplexity2 is expe
ted to s
ale like O(N2); it involves thematrix S of pair distan
es, with quadrati
 
omplexity in the number N of items,severely hindering its use on large-s
ale datasets.This AP limitation 
an be over
ome through a Divide-and-Conquer heuristi
sinspired from [17℄. Dataset E is randomly split into b data subsets as shownon Figure 3.4; AP is laun
hed on every subset and outputs a set of exemplars;the exemplar weight is set to the number of initial samples it represents; �nally,all weighted exemplars are gathered and 
lustered using WAP (the 
omplexityis O(N3/2) [13℄). This Divide-and-Conquer strategy − whi
h 
ould a
tually be
ombined with any other basi
 
lustering algorithm − 
an be pursued hierar-
hi
ally in a self-similar way, as a bran
hing pro
ess with b representing thebran
hing 
oe�
ient of the pro
edure, de�ning the Hierar
hi
al AP (Hi-AP)algorithm. Dataset
WAP

WAP ExemplarsWAP

h = 0

h = 1

h = 2 Fig. 3.4:Formally, let us de�ne a tree of 
lustering operations, where the number h ofsu

essive random partitions of the data represents the height of the tree. Atea
h level of the hierar
hy, the penalty parameter s∗ is set su
h that the expe
tednumber of exemplars extra
ted along ea
h 
lustering step is upper bounded bysome 
onstant K.Proposition 3.1. Letting the bran
hing fa
tor b to
b =

(N

K

)
1

h+1 ,then the overall 
omplexity C(h) of Hi-AP is given by
C(h) ∝ K h

h+1N
h+2
h+1 N ≫ K.2 Ex
ept if the similarity matrix is sparse, in whi
h 
ase the 
omplexity redu
es to Nklog(N)with k the average 
onne
tivity of the similarity matrix [5℄. INRIA



S
aling Analysis of the A�nity Propagation Algorithm 13Proof. M = N/bh is the size of ea
h subset to be 
lustered at level h; atlevel h − 1, ea
h 
lustering problem thus involves bK = M exemplars with
orresponding 
omplexity
C(0) = K2

(N

K

)
2

h+1 .The total number Ncp of 
lustering pro
edures involved is
Ncp =

h
∑

i=0

bi =
bh+1 − 1

b− 1
,with overall 
omputational 
omplexity:

C(h) = K2
(N

K

)
2

h+1

N
K − 1

(

N
K

)
1

h+1 − 1
≈

N≫K
K2

(N

K

)

h+2
h+1 .It is seen that C(0) = N2, C(1) ∝ N3/2,. . . , and C(h) ∝ N for h≫ 1 .3.3 Information loss of Hi-APLet us examine the pri
e to pay for this 
omplexity redu
tion. As mentionedearlier on, the 
lustering quality is usually assessed from its distortion, the sumof the squared distan
e between every data item and its exemplar:

D(
) =

N
∑

i=1

d2(ei, ci)

Center of Mass

Exemplar Fig. 3.5:The information loss in
urred by Hi-AP w.r.t. AP is examined in the simple
ase where the data samples follow a 
entered distribution in IRd. By 
onstru
-tion, AP aims at �nding the 
luster exemplar r
 nearest to the 
enter of massof the sample points noted rcm:
D(
) = |rcm − r
|2 + CstTo assess the information loss in
urred by Hi-AP it turns out to be more 
on-venient to 
ompare the results in distribution. This 
an be done by 
onsideringe.g. the relative entropy, or Kullba
k Leibler distan
e, between the distributionRR n° 7046



14 Furtlehner, Sebag & Zhang
P
 of the 
luster exemplar 
omputed by AP, and the distribution P
(h) of the
luster exemplar 
omputed by Hi-AP with hierar
hy-depth h:

DKL

(

P
||P
(h)

)

=

∫

P
(h)(r) log
P
(h)(r)

P
(r) dr (3.2)In the simple 
ase where points are sampled along a 
entered distribution in
IRd, let r̃
 denote the relative position of exemplar r
 with respe
t to the 
enterof mass rcm: r̃
 = r
 − rcmThe probability distribution of r̃
 
onditionally to rcm is 
ylindri
al; the 
ylinderaxis supports the segment (0, rcm), where 0 is the origin of the d-dimensionalspa
e. As a result, the probability distribution of rcm+ r̃
 is the 
onvolution ofa spheri
al with a 
ylindri
al distribution.Let us introdu
e some notations. Subs
ripts sd refers to sample data, ex to theexemplar, and cm to 
enter of mass. Let x

�
denote the 
orresponding squaredistan
es to the origin, f

�
the 
orresponding probability densities and F

�
their
umulative distribution. Assuming

σ
def
= E[xsd] =

∫ ∞

0

xfsd(x)dx, (3.3)and
α

def
= − lim

x→0

log(Fsd(x))

x
d
2

, (3.4)exist and are �nite, then the 
umulative distribution of xcm of a sample of size
M satis�es

lim
M→∞

Fcm(
x

M
) =

Γ
(

d
2 ,

2x
dσ

)

Γ
(

d
2

) .by virtue of the 
entral limit theorem. In the meanwhile, xfex= |rex − rcm|2 hasa universal extreme value distribution (up to res
aling, see e.g. [18℄ for generalmethods):
lim

M→∞
Ffex(

1

M2/d
x) = exp

(

−αx d
2

)

. (3.5)To see how the 
lustering error propagates along with the hierar
hi
al pro
ess,one pro
eeds indu
tively. At hierar
hi
al level h, M samples, spheri
ally dis-tributed with varian
e σ(h) are 
onsidered; the sample nearest to the 
enter ofmass is sele
ted as exemplar. A

ordingly, at hierar
hi
al level h+ 1, the nextsample data is distributed after the 
onvolution of two spheri
al distributions,the exemplar and 
enter of mass distributions at level h. The following s
alingre
urren
e property (proof in appendix) holds:Proposition 3.2.
lim

M→∞
F

(h+1)
sd (

x

M (h+1)γ
) =



























Γ(d
2 ,

x
σ(h+1) )

Γ(d
2 )

d < 2 , γ = 1

exp
(

−α(h+1)x
d
2

)

d > 2 , γ =
2

d

exp(−β(h+1)x) d = 2 , γ = 1. INRIA



S
aling Analysis of the A�nity Propagation Algorithm 15with
σ(h+1) = σ(h), α(h+1) = α(h), β(h+1) =

β(h)

2
.It follows that the distortion loss in
urred by Hi-AP does not depend on thehierar
hy depth h ex
ept in dimension d = 2.Proof. See appendix A.
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Fig. 3.6: Radial distribution plot of exemplars obtained by 
lustering of Gaus-sian distributions of N = 106 samples in IRd in one single 
luster exemplar, withhierar
hi
al level h ranging in 1,2,3,6, for diverse values of d: d = 1 (upper left),
d = 2 (upper right), d = 3 (bottom left) and d = 4 (bottom right). Fittingfun
tions are of the form f(x) = Cxd/2−1 exp(−αxd/2).Figure 3.6 shows the radial distribution of exemplars obtained with di�erenthierar
hy-depth h and depending on the dimension d of the dataset. The 
urvefor h = 1 
orresponds to the AP 
ase so the 
omparison with h > 1 shows thatthe information loss due to the hierar
hi
al approa
h is moderate to negligiblein dimension d 6= 2 provided that the number of samples per 
luster at ea
h
lustering level is �su�
ient� (say,M > 30 for the law of large numbers to hold).In dimension d > 2, the distan
e of the 
enter of mass to the origin is negligiblewith respe
t to its distan
e to the nearest exemplar; the distortion behaviourthus is given by the Weibull distribution whi
h is stable by de�nition (with anin
reased sensitivity to small sample size M as d approa
hes 2). In dimension
d = 1, the distribution is dominated by the varian
e of the 
enter of mass,yielding the gamma law whi
h is also stable with respe
t to the hierar
hi
alpro
edure. In dimension d = 2 however, the Weibull and gamma laws do mix atthe same s
ale; the overall e�e
t is that the width of the distribution in
reaseslike 2h, as shown in Fig. 3.6 (top right).RR n° 7046



16 Furtlehner, Sebag & ZhangWe 
an also 
ompute the 
orre
tions to this when M is �nite. We have thefollowing property whi
h is valid for (non ne
essarily spheri
al) distributions ofsample points, with a �nite varian
e σ.Proposition 3.3. For d > 2, at level h, assume that
α(h) def

= p
(h)
sd (0)

Ωd

d
, (3.6)with Ωd = 2πd/2/Γ(d/2) the d-dimensional solid angle, and

σ(h) =

∫

ddrr2p(h)
sd (r)are both �nite. De�ning the shape fa
tor of the distribution by

ω(h) def
=
σ(h)α(h)2/d

Γ
(

1 + 2
d

) , (3.7)the re
urren
e then reads,














σ(h+1) = σ(h)
(

1 +
ω(h) − ω(h−1)

M1−2/d

)

+ o
(

M2/d−1
)

.

ω(h+1) = 1 +
ω(h)

M1−2/d
+ o

(

M2/d−1
)

.

(3.8)for h > 0 and
σ(1) =

σ(0)

ω(0)

(

1 +
ω(0)

M1−2/d

)

+ o
(

M2/d−1
)

,Proof. See appendix B. Note that the de�nition α(h) is equivalent to the pre-vious de�nition (3.4) if the distribution of sample points is regular (as well asfor the varian
e σ(h) obviously).As a result, for h = 1 we obtain
σ(2) = σ(1)

(

1 +
1− ω(0)

M1−2/d

)

+ o
(

M2/d−1
)

,and thereby for h > 1,
σ(h+1) = σ(h) + o

(

M2/d−1
)

,

=
σ(0)

ω(0)

(

1 +
1

M1−2/d

)

+ o
(

M2/d−1
)This means that the mean error within the hierar
hi
al pro
edure 
omparedto the expe
ted error s
ales like N 2

hd
− 1

h . From de�nition (3.7) and (3.6), therelation between the shape fa
tor ω and the varian
e σ and the density p0 nearthe 
enter of mass reads,
ω

def
=

(

d
2

)1−2/d
π

Γ
(

2
d

)(

Γ
(

d
2

))2/d
p
2/d
0 σ ∼

d→∞

2

d
p
2/d
0 σ. INRIA
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0 5 10 15 20

d
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Fig. 3.7: σ
(h)
ex /σ

(1)
ex − 1 for h = 2, 3, 6 as a fun
tion of the dimension, when�nding exemplars of a single 
luster of 106 points (repeated 104 times)As its name indi
ates, it depends on the shape of the 
lusters. It relates thevarian
e of the 
luster to its density in the vi
inity of the 
enter of mass. In whatfollows it will be useful to keep in mind the following parti
ular distributions indimension d:

ω =











































d

2

π

Γ
(

1 + 2
d

) , Gaussian distribution
d

d+ 2

1

Γ
(

1 + 2
d

) , uniform L2-sphere distribution
π

6

(

d
2

)2−2/d

Γ
(

2
d

)(

Γ
(

d
2

))2/d
, uniform L1-sphere distribution,while by our de�nition it is equal to unity for the Weibull distribution 3.5 yieldedby the 
lustering pro
edure. In addition, for a superposition of 
lusters withidenti
al forms and weights, represented by a distribution of the type (4.1), bysimple inspe
tion, the shape fa
tor of the mixture is stri
tly greater than thesingle 
luster shape fa
tor, a soon as two 
luster do not 
oin
ide exa
tly.4 Renormalized a�nity propagation (RAP)The self-
onsisten
y of the Hi-AP pro
edure may be exploited to determine theunderlying number of 
lusters present in a given data set. We follow here theguideline of the standard renormalization (or de
imation) pro
edure whi
h isused in statisti
al physi
s for analyzing s
aling properties.basi
 s
alingConsider �rst a dataset, 
omposed of N items, o

upying a region of totalvolume V , of a d-dimensional spa
e, distributed a

ording to a superposition ofRR n° 7046
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M data subsets

λN

λN λN

λN

n2

N data points
λNs

Mn1 = λN

λNs(λ)

HAP Step 1

HAP Step 2

λNs

Fig. 4.8:lo
alized distributions,
f(r) =

1

n∗

n∗

∑

c=1

σ∗
c
−d

2 f0
( |r− rc|√

σ∗
c

)

, (4.1)where n∗ is the a
tual number of 
lusters, f0 is a distribution normalized toone, rc is the 
enter of 
luster c and σ∗
c the varian
e. Assume the data set ispartitioned into n = xV 
lusters, x representing the density of these 
lusters,ea
h 
luster 
ontaining Nc points and o

upying an e�e
tive volume Vc. Theenergy (3.1) of the 
lustering reads for large N and n << N

E[c] =
1

N

xV
∑

c=1

[

∑

i∈c

d2(i, c) +
N

V
s
]

= σ(x) + xs, (4.2)where
σ(x)

def
=

1

N

xV
∑

c=1

∑

i∈c

d2(i, c),

=

xV
∑

c=1

νcσc, (4.3)is the distortion fun
tion, with νc = Nc/N is the fra
tion of data-point and σcthe 
orresponding varian
e of the AP-
luster c:
σc

def
=

∫

ddrf (AP )
c (r)(r− rc)

2by virtue of the law of large numbers. If Vc represents the e�e
tive volume ofsu
h a 
luster, we have
σc = V 2/d

c σ̃c, INRIA



S
aling Analysis of the A�nity Propagation Algorithm 19where σ̃c is a dimensionless quantity. For n ≫ n∗ we expe
t Vc = V/n and
σ̃c = σ (all AP-
luster have same spheri
al shape in this limit) so that

E[c] ∼
x≫x∗

x−2/dσ + xs.For a given value of s, the optimal 
lustering is obtained for
x(s) =

(2σ

ds

)
d
2

s≪ s∗.self-
onsisten
yConsider now a one step Hi-AP (see Figure 4.8) where the N -size data set israndomly partitioned into M = 1/λ subsets of λN points ea
h and where theredu
ed penalty s is �xed to some value su
h ea
h 
lustering pro
edure yields
n exemplars in average. The resulting set of data points is then of size n/λand the question is how to adjust the value s(λ) for the 
lustering of this newdata set, in order to re
over the same result as the one whi
h is obtained witha dire
t pro
edure with penalty s. To answer to this question we make some

s ∼ s∗

s≪ s∗

s≫ s∗

Fig. 4.9:hypothesis on the data set.
• (H1): the distribution of data points in the original set 
onsists in a super-position of n∗ non-overlapping distributions, with 
ommon shape fa
tor ω(3.7)
• (H2): there exists a value s∗ of s for whi
h AP yields the 
orre
t numberof 
lusters C when N tends to in�nity.
• (H3): σ(x) whi
h represents the mean square distan
e of the sample datato their exemplars in the thermodynami
 limit, is assumed to be a smoothRR n° 7046
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Fig. 4.10: The distortion fun
tion for various values of η for d = 5 and n∗ =
10, 30 (left panel).The energy (i.e.the distortion plus the penalties) as a fun
tionof the number of 
lusters obtained at ea
h hierar
hi
al level of a single Hi-APpro
edure for d = 5, n∗ = 10, η = 0.85, h = 2 and λN = 300 (right panel).de
reasing 
onvex fun
tion of the density x = n/V of exemplars (obtainedby AP) with possibly a 
usp at x = x∗ (see Figure 4.10).The �rst hypothesis essentially amounts to assume that the 
lusters are �su�-
iently" separated with respe
t to their size distribution. This 
an be 
hara
-terized by the following parameter

η
def
=

dmin

2Rmax
, (4.4)where dmin is the minimal mutual distan
e among 
lusters (between 
enters)and Rmax is the maximal value of 
luster radius. We expe
t a good separabilityproperty for η > 1. In pra
ti
e this means the following. When s is slowlyin
reased, so that the number of 
luster de
reases unit by unit, the disappearingof a 
luster 
orresponds either to some �true� 
luster to be partitioned in on unitless, or either to two �true� 
lusters that are merged into a single 
luster. Theassumption (H2) amounts to say that the 
ost in distortion 
aused by mergingtwo di�erent true 
lusters is always greater than the 
ost 
orresponding to thefragmentation of one of the true 
lusters. As a result, starting from small valuesof s, and in
reasing it slowly, one is witnessing in the �rst part of the pro
ess ade
rease in the fragmentation of the true 
lusters until some threshold value s∗ isrea
hed. At that point this de-fragmentation pro
ess ends and is repla
ed by themerging pro
ess of the true 
lusters (see Figure 4.9). In the thermodynami
 limit(whi
h sustain all the present 
onsiderations), s∗ 
an be viewed as a 
riti
al value
orresponding to a (presumably) se
ond order phase transition, whi
h separatesa 
oales
ent phase from a fragmentation phase. Note that when the se
ondhypothesis (H2) is satis�ed, this implied that (H1) is automati
ally satis�edby the dataset obtained after the �rst step of Hi-AP performed at s∗. Indeed,ea
h partition of the initial set yields exa
tly one exemplar per true 
luster inthat 
ase, and the res
aled distribution of these exemplars w.r.t their �true�
enter are universal after res
aling. The renormalization setting is depi
ted inFigure 4.8. The dataset is partitioned into M = 1/λ subsets. We manage thatthe size λN of ea
h subset remain the same at ea
h stage of the pro
edure. Thismeans that λ is set to λ2n, if n is the expe
ted number of exemplars obtainedat the 
orresponding stage. Under the two assumptions (H1) and (H2), theINRIA
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Fig. 4.11: Sket
h of the res
aling property. Comparison of the distortion fun
-tion between two stages of Hi-AP (left panel). Corresponding result in termsof the number of 
lusters as a fun
tion of s.se
ond step of Hi-AP, whi
h 
orresponds to the 
lustering of Nn/λ data pointswith a penalty set to Nns(λ)/λ is expe
ted to have the following property.Proposition 4.1. Let n1 [resp. n2℄ the number of 
lusters obtained after the �rst[resp. se
ond℄ 
lustering step. If
s(λ) =

1

ω

(Nλ

n1

)− 2
d s =

λ2/d

ω
s, with λ2/d

ω
≫ 1, (4.5)then either 
ases o

urs,



















s < s∗ then n2 ≥ n1 ≥ n∗

s = s∗ then n2 = n1 = n∗.

s > s∗ then n2 = n1 ≤ n∗Proof. In the thermodynami
 limit the value n1 for n, whi
h minimizes theenergy is obtained for x1 = n1/V as the minimum of (4.2):
s+ σ′(x1) = 0.At the se
ond stage one has to minimize with respe
t to x,

E(λ)[c] =
λ2/d

ω

[ ω

λ2/d
σ(λ)(x, x1) + xs

]

,where σ(λ)(x, y) denotes the distortion fun
tion of the se
ond 
lustering stagewhen the �rst one yields a density y of 
lusters. This amounts to �nd x = x2su
h that
s+

ω

λ2/d

∂σ(λ)

∂x
(x, x1) = 0, (4.6)We need now to see how, depending on x,

σ̃(λ)
x (y)

def
= λ−2/dσ(λ)(x, y)
ompares with σ(y). This is depi
ted on Figure 4.11.RR n° 7046
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λN = 300 h = 2 n∗ = 10 d = 5
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Fig. 4.12: Number of 
luster obtained in one single run with respe
t to thehierar
hi
al level (left panel). Error distan
e of the exemplars from the trueunderlying 
enters obtained with respe
t to the hierar
hi
al level (right panel).In all 
ases, 10 underlying L2-sphere shaped 
lusters are presentAssume �rst that x1 = x∗, whi
h obtained if we set s = s∗ in the �rst 
lusteringstage. This means that ea
h 
luster whi
h is obtained at this stage is amongthe exa
t 
lusters with a redu
ed varian
e, resulting from the extreme valuedistribution properties (3.8) 
ombined with de�nition (3.7) of the shape fa
tor
ω:

σ(λ)
c =

1

ω

(λN

n1

)−2/d

σc =
λ2/d

ω
σc. (4.7)INRIA
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Fig. 4.13: Number of 
lusters and mean-error as a fun
tion of s for L1-sphere(�rst and se
ond rows) and L2-sphere (third and fourth rows) shaped 
luster.
RR n° 7046
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Fig. 4.14: Number of 
lusters and mean-error as a fun
tion of s for L2-sphereshaped in d = 3, 5, 10, 20 with n∗ = 10, 30, 10.
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aling Analysis of the A�nity Propagation Algorithm 25Note at this point that
ω

λ2/d
≫ 1,is required to be in the 
onditions of getting a 
luster shaped by the extremevalue distribution. For y > x∗, the new distortion involves only the inner 
lusterdistribution of exemplars whi
h is simply res
aled by this (x1/λ)

2/d fa
tor, sofrom (4.3) we 
on
lude that
σ̃

(λ)
x∗ (y) = σ(y), for y ≥ x∗.Instead, for y < x∗, the new distortion involves the merging of 
lusters, whi
hinter distan
es, 
ontrary to their inner distan
es, are not res
aled and are thesame as in the original data set. This implies that

dσ̃
(λ)
x∗

dy
(y) ≤ σ′(y), for y < x∗.As a result the optimal number of 
lusters is un
hanged, y1 = x∗.For x1 < x∗, whi
h is obtained when s > s∗, the new distribution of datapoints, formed of exemplars, is also governed by the extreme value distribution,and all 
luster at this level are intrinsi
ally true 
lusters, with a shape followingthe Weibull distribution. We are then ne
essary at the transition point at thisstage: y∗ = x1

3. In addition, the 
ost of merging two 
lusters, i.e. y slightlybelow x1, is a
tually greater now after res
aling,
dσ̃

(λ)
x1

dy
(y) ≤ σ′(y), for y = (x1)−,be
ause mutual 
luster distan
es appear 
omparatively larger. Instead, for yslightly above x1, the gain in distortion when y in
reases is smaller, be
ause itis due to the fragmentation of Weibull shaped 
luster, as 
ompared to the gainof separating 
lusters in the 
oales
en
e phase et former level,

dσ̃
(λ)
x1

dy
(y) ≥ σ′(y), for y = (x1)+.As a result, from the 
onvexity property of σ(λ)(y), we then expe
t again thatthe solution of (4.6) remains un
hanged y1 = x1 in the se
ond step with respe
tto the �rst one.Finally, for x1 > x∗, the new distribution of data points is not shaped bythe extreme value statisti
s when the number of fragmented 
lusters in
reases,be
ause in that 
ase the fragments are distributed in the entire volume of thefragmented 
luster. In parti
ular,

σ̃(λ)
x1

(y) ≃ ω

λ2/d
σ(y), when x1 >> x∗.The res
aling e�e
t vanishes progressively when we get away from the transitionpoint, so we 
on
lude that the optimal density of 
lusters y1 is displa
ed towardlarger values in this region.3 Flu
tuations are negle
ted in this argument. In pra
ti
e the exemplars whi
h emerge fromthe 
oales
en
e of two 
lusters might originate from both 
lusters, when 
onsidering di�erentsubsets, if the number of data is not su�
iently large.RR n° 7046



26 Furtlehner, Sebag & ZhangWe have tested this renormalized pro
edure, by generating arti�
ial sets of dat-apoints in various situations, in
luding di�erent types of 
luster shape. Somesample plots are displayed in Figure 4.12 and 4.13 to illustrate the pre
edingproposition 4.1. The self-similar point is 
learly identi�ed when plotting thenumber of 
lusters against the bare penalty, when η is not to small. As ex-pe
ted from the s
aling (4.5), the e�e
t is less sensible when the dimensionin
reases, but remains perfe
tly visible and exploitable at least up to d = 30.The absen
e of information loss of the hierar
hi
al pro
edure 
an be seen on themean-error plots, in the region of s around the 
riti
al value s∗. The results arestable, when we take into a

ount at the �rst stage of the hierar
hi
al pro
edurethe in�uen
e of the shape of the 
lusters. This is done by �xing the value ofthe fa
tor form ω to the 
orre
t value. In that 
ase, at subsequent levels of thehierar
hy the default value ω = 1 is the 
orre
t one to give 
onsistent results.Nevertheless if the fa
tor form is unknown and set to false default value, theresults are spoiled at subsequent levels, and the underlying number of 
lustersturns out to be more di�
ult to identify, depending on the dis
repan
y of ω withrespe
t to its default value. We see also that the identi�
ation of the transitionpoint is still possible when the number of datapoints per 
luster get smaller(down to 6 in these tests).5 Dis
ussion and perspe
tivesThe present analysis of the s
aling properties of AP, within a divide-and-
onquersetting gives us a simple way to identify a self-similar property of the spe
ialpoint s∗, for whi
h the exa
t stru
ture of the 
lusters is re
overed. This property
an be a
tually exploited, when the dimension is not too large and when the
lusters are su�
iently far apart and su�
iently populated. The separabilityproperty is a
tually 
ontrolled by the parameter η introdu
ed in 4.4. For η ≥
1 the underlying 
luster stru
ture is re
overed, and in the vi
inity of s∗, theabsen
e of information loss, dedu
ed from the single 
luster analysis is e�e
tivelyobserved. The sear
h of the exa
t number of 
luster 
ould then be turnedinto a simple line-sear
h algorithm 
ombined with RAP. This deserves furtherexploration, in parti
ular from the appli
ation point of view, on real data and for
lusters of unknown shape. From the theoreti
al viewpoint, this renormalizationapproa
h to the self-tuning of algorithm parameter 
ould be applied in other
ontext, where self-similarity is a key property at large s
ale. First it is not yet
lear how we 
ould adapt RAP to the SCAP 
ontext. The prin
ipal 
omponentanalysis and asso
iated spe
tral 
lustering provide other examples, where the�xing of the number of sele
ted 
omponents is usually not obtained by someself-
onsistent pro
edure and where a similar approa
h to the one presentlyproposed 
ould be used.A
knowledgments This work was supported by the Fren
h National Resear
hAgen
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28 Furtlehner, Sebag & ZhangA Proof of Proposition 2.2The in�uen
e between the 
enter of mass and extreme value statisti
s distri-bution 
orresponds to 
orre
tions whi
h vanish when M tends to in�nity (seeAppendix B. Negle
ting these 
orre
tions, enables us to use a spheri
al kernelinstead of 
ylindri
al kernel and to making no distin
tion between ex and ẽx,to write the re
urren
e. Between level h and h+ 1, one has:
f

(h+1)
sd (x) =

∫ ∞

0

K(h,M)(x, y)f (h,M)
ex (y)dy (A.1)with

lim
M→∞

M−1K(h,M)(
x

M
,
y

M
) =

d

σ(h)
K(

dx

σ(h)
,
dy

σ(h)
) (A.2)where K(x, y) is the d-dimensional radial di�usion kernel,

K(x, y)
def
=

1

2
x

d−2
4 y

2−d
4 I d−2

2

(√
xy

)

e−
x+y

2 .with I d
2−1 the modi�ed Bessel fun
tion of index d/2− 1. The sele
tion me
ha-nism of the exemplar yields at level h,

F (h,M)
ex (x) =

(

F
(h)
sd (x)

)M
,and with a by part integration, (A.1) rewrites as:

f
(h+1)
sd (x) = K(h,M)(x, 0) +

∫ ∞

0

(

F
(h)
sd (y)

)M ∂K(h,M)

∂y
(x, y)dy,with

lim
M→∞

M−1K(h,M)(
x

M
, 0) =

d

2Γ(d
2 )σ(h)

( dx

2σ(h)

)
d
2−1

exp
(

− dx

2σ(h)

)

.At this point the re
ursive hierar
hi
al 
lustering is des
ribed as a 
losed formequation. Proposition 3.2 is then based on (A.2) and on the following s
alingbehaviors,
lim

M→∞
F (h,M)

ex

( x

M
2
d

)

= exp
(

−α(h)x
d
2

)

,so that
lim

M→∞
F

(h+1)
sd (

x

Mγ
) = lim

M→∞
M1−γ

∫ ∞

0

dy

∫ ∞

x

σ(h)

duf (h,M)
ex (

y

M
2
d

)K(M1−γu,
M1−d

2 y

σ(h)
).Basi
 asymptoti
 properties of Id/2−1 yield with a proper 
hoi
e of γ, the nondegenerate limits of proposition 3.2. In the parti
ular 
ase d = 2, taking γ = 1,it 
omes:

lim
M→∞

F
(h+1)
sd (

x

M
) =

∫ ∞

0

dy

∫ ∞

x

σ(h)

duf (h)
ex (σ(h)y)K(u, y) INRIA
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= −

∫ ∞

0

dy

∫ ∞

x

σ(h)

du
de−α(h)σ(h)x

dy
I0(2
√
uy)e−(u+y)

= exp
(

− α(h)

1 + α(h)σ(h)
x
)

,with help of the identity
∫ ∞

0

dxxνe−αxI2ν(2β
√
x) =

1

α

(β

α

)2ν
e

β
α .Again in the parti
ular 
ase d = 2, by virtue of the exponential law one furtherhas α(h) = 1/σ(h), �nally yielding:

β(h+1) =
1

2
β(h). (A.3)B Finite size 
orre
tionsWe 
onsider a given hierar
hi
al level h, r denotes sample points, rcm their
orresponding 
enter of mass, and r
 the exemplar, whi
h in turn be
omes asample point at level h+ 1. We have

p
(h+1)
sd (r)ddr = P (r
 ∈ ddr)

= ddr ∫

ddrcmp
(h)
sd,cm(r, rcm)P (|rsd − rcm| ≥ |r− rcm|

∣

∣rcm)M−1.We analyse this equation with the help of a generating fun
tion:
φ

�
(Λ) =

∫

ddrp
�
(r)e−Λr.where � may be indi�erently sd, c or cm and Λr is the ordinary s
alar produ
tbetween two d-dimensional ve
tors. Let λ = |Λ|, by rotational invarian
e, p

�depends only on r and φ
�
depends solely on λ, so we have

g
�
(λ)

def
= log(φ

�
(Λ)) = log

(

2πd/2

∫ ∞

0

drrd−1p
�
(r)

(λr

2

)1−d/2
Id/2−1(λr)

)

.The joint distribution between rsd and rcm takes the following form
psd,cm(r, rcm) = psd(r)pcm|sd(|rcm −

r
M
|)where by de�nition pcm|sd is the 
onditional density of rcm to rsd, with

gcm|sd(λ) = (M − 1)gsd

( λ

M

)

, (B.1)while
gcm(λ) = Mgsd

( λ

M

)

, (B.2)where gsd is assumed to have a non zero radius Taylor expansion of the form
gsd(λ) =

σ(h)

2d
λ2 +

∞
∑

n=2

g(2n)(0)

2n!
λ2n, (B.3)RR n° 7046



30 Furtlehner, Sebag & Zhangsin
e by rotational symmetry all odd powers of λ vanish and where σ(h) rep-resents the varian
e at level h of the sample data distribution. In addition the
onditional probability density of rsd to rcm reads
psd|cm(r, rcm) =

psd(r)

pcm(rcm)
pcm|sd(|rcm −

r
M
|) def

= psd|cm(u, θ, rcm)where u = r− rcm and θ is the angle between u and rcm. Let
f(u, rcm)

def
= P (|rsd − rcm| ≥ u

∣

∣rcm).We have
f(u, rcm) = 1− Ωd−1

∫ u

0

dxxd−1

∫ π

0

dθ sin θd−2psd|cm(x, θ, rcm).with
Ωd =

2πd/2

Γ
(

d
2

) ,the d-dimensional solid angle. Let
h(u, rcm)

def
= log(f(u, rcm)).We have

p
(h+1)
sd (r) = p

(h)
sd (r)

∫

ddrcmpcm|sd(|rcm −
r
M
|) exp

(

(M − 1)h(|r− rcm|, rcm)
)

.From the expansion (B.3) we see that 
orre
tions in gcm and gcm|sd to theGaussian distribution are of order 1/M3, σcm = σ/M as expe
ted from the
entral limit theorem and σcm|sd = (M − 1)σ/M2. Letting y = rcm− r we have
p
(h+1)
sd (r) = p

(h)
sd (0)

( dM

2πσ(h)

)d/2
∫

dd
y exp

(

−Mψ(M)(r,y)
)

,with
ψ(M)(r,y)

def
= −d

2
log

M

M − 1
− dr2

2σ(h)
+ log

p
(h)
sd (r)

p
(h)
sd (0)

+
dM

2(M − 1)σ(h)
|y + r|2 + (M − 1)h

(

y, |y + r|
)

.As observed previously p(h+1)
sd (r/M1/d) 
onverges to a Weibull distribution when

M goes to in�nity, and the 
orre
tions to this are obtained with help of thefollowing approximation:
ψ(M)(

r

M1/d
,y) =

d

2σ(h)
|y +

r

M1/d
|2 + α(h)yd +O

( 1

M

)

,with
α(h) = p

(h)
sd (0)

Ωd

d
. INRIA



S
aling Analysis of the A�nity Propagation Algorithm 31As a result, 
omputing the normalization 
onstant p(h+1)
sd (0) and the 
orrespond-ing varian
e σ(h+1), yields the following re
urren
e relations:















α(h+1) = α(h) + O
( 1

M

)

.

σ(h+1) = Γ
(

1 +
2

d

)

α(h)−2/d
(

1 +
σ(h)α2/d

Γ
(

1 + 2
d

)

1

M1−2/d

)

+ o
(

M2/d−1
)

.Letting
ω(h) def

=
σ(h)α(h)2/d

Γ
(

1 + 2
d

) ,we get
ω(h+1) = 1 +

ω(h)

M1−2/d
+ o

(

M2/d−1
)

.Consequently, for h = 0, we have
σ(1) =

σ(0)

ω(0)

(

1 +
ω(0)

M1−2/d

)

+ o
(

M2/d−1
)

,while for h > 1 we get
σ(h+1) = σ(h)

(

1 +
ω(h) − ω(h−1)

M1−2/d

)

+ o
(

M2/d−1
)

.For h = 1 this reads
σ(2) = σ(1)

(

1 +
1− ω(0)

M1−2/d

)

+ o
(

M2/d−1
)

,and thereby
σ(h+1) = σ(h) + o

(

M2/d−1
)

, for h > 1.
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