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Abstract

In this paper, we are exploring a human-robot in-
terface allowing non-expert users to easily and intu-
itively teach new words to a robot. Many challenges
may be addressed before achieving such behavior as
joint attention, naming, categorization and search-
ing. Instead of using direct interactions (such as
gesture and voice recognition) which are not robust
enough in unconstrained environments, we use here
a handheld device as a mediator between the user
and the robot. The device allows us, among other
things, to display the robot’s camera visual feed-
back as well as interacting through user’s gestures
on the touchscreen. Thus, users are able to draw
the robot’s attention toward locations, to select a
particular object in the field of view of the robot,
to name it and with our “active-searching” system
to find it again later. An exploratory study has
been carried out in order to get some early users
opinions, which tend to show that users easily use
the interface during robust interaction sessions.

HRI challenges associated with
language teaching

Social robots are drawing an increasing amount of
interest both in scientific and economic commu-
nities. These robots should typically be able to
interact naturally and intuitively with non-expert
humans, in the context of domestic services or en-
tertainment. Yet, an important challenge needs to
be addressed: providing robots with the capability
to adapt and operate in uncontrolled, novel and/or
changing environments, in particular when inter-
acting with non-expert humans.

Among the many issues raised by such types of
social robots, we focus here on the problem of how a
non-expert human can teach a new word to a robot,
typically associated with an object in the environ-
ment. In its full generality, this brings up very hard
problems, in particular the issue of how a robot can
infer the conceptual meaning of a new word [18].
Here, we will restrict ourselves to the case where a
given word is only associated with a single concrete
object: thus, we are not dealing with concepts, but
only with visual appearance recognition. Neverthe-
less, this is a very ambitious project since several
important obstacles still need to be crossed:

Attention drawing : How can a human
smoothly, robustly and intuitively draw the
attention of a robot towards himself and
towards the interaction when the robot is
doing its own activity?

Pointing and joint attention : How can a hu-
man draw the attention of a robot towards the
object he wants to show to this robot? If the
object is not in the field of view of the robot,
how to push the robot to move adequately?
When the object is within the field of view,
how can the human point at this particular
object? How can the human understand what
the robot is paying attention to? How can joint
attention be realized [10, 2]?

Naming : How can the human introduce a sym-
bolic form that the robot can perceive, reg-
ister, associate with the object, and later on
recognize when repeated by the human? What
modaliti(es) shall be used to ensure ease of use,
naturalness, and robustness?

Categorization : How can associations between
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words and visual representations of objects be
memorized and reused later on to allow the hu-
man to have the robot search an object associ-
ated with a word he has already taught to the
robot? Like when human children learn lan-
guage, social partners can only try to guide the
acquisition of meanings but cannot program
directly the appropriate representations in the
learner’s brain. Thus, the process of data col-
lection may lead to inappropriate learning ex-
amples. False interpretations could ensue from
a wrong data collection. How can we maxi-
mize the efficiency of example collection while
keeping intuitive and pleasant interaction with
non-expert humans?

Searching : How can a human intuitively ask for
the robot to find an already known word? How
can easily and robustly the matching word can
be recognized? How can the user intuitively
improve the recognition rate ?

One could try to address several of these chal-
lenges by transposing human-human modes of in-
teraction based on gesture recognition, gaze track-
ing or voice recognition [15][16][19]. In principle,
this approach would provide really natural inter-
actions. Unfortunately, existing associated tech-
niques are not robust enough in uncontrolled en-
vironments (noise, lighting, occlusion...) and most
social robots have a body whose shape and percep-
tual apparatus is not compatible with those modes
of interaction (small angle of view, small height...).
This implies that such an approach is bound to fail
if one is interested in intuitive and robust interac-
tion with non-expert users in unconstrained envi-
ronments.

Objectives
In the project outlined in this abstract, we did
not focus on the machine learning challenge but
on the HRI challenge. We argue that one way to
help to achieve intuitively and robustly some of the
functionalities presented above is to develop sim-
ple artefacts that will serve as mediators between
the human and the robot to enable natural com-
munication, in much the same way as icon based
board-based artefacts were developed for leverag-
ing natural linguistic communication between hu-

man and certain bonobos [14]. More particularly,
we argue that using mobile devices, such as illus-
trated in figure 1 may enable to circumvent some
of the above mentioned problems. Though it may
seem less natural to use a device as a mediator be-
tween humans and robots, by allowing a robust,
reliable and working interaction without considera-
tion of environmental constraints it may lead to ac-
tually more practical and usable interactions. Such
interfaces may provide pleasant and nonrestrictive
interactions and so rather quickly become sort of
“natural” interactions.

Figure 1: Teaching new words to a robot with the
help of a handheld device

Kemp et al. have shown how a laser pointer can
be intuitively used to designate objects to a robot
[12]. As we try to do in our system, they can draw
the robot attention toward objects and so realize
joint attention between the human and the robot.
However their robot is able to automatically grasp
the object from the detected 3D spot, in a frame-
work that requires image segmentation algorithm
and/or a priori objects knowledge. If objects are
not known beforehand these are still hard prob-
lems. In order to circumvent these problems, we
argue in this paper, that is possible to have the
user segmenting himself the object from the image
in an intuitive manner by using a handheld touch-
screen device as a mediator. Indeed, the screen of
the device can be used to provide the human with
information about what the robot is perceiving,
but also to transfer information from the human,
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through easily perceivable gestures, to the robot
[13]. In particular, here we can display the camera
stream on the screen and ask the user to circle on
the touch-screen the interesting object. Moreover,
handheld devices allows the human to be next to
the robot and physically engaged, for example al-
lowing to catch object and waving them physically
in the robot’s field of view. Finally, they also al-
low for tele-interaction with the robot through the
video feedback of the camera.

Contrary to tangible user interfaces (TUI) such
as Guo’s [8], we argue here that PDA-based inter-
face are differently perceived. Indeed, they imply
different metaphors that lead to different users’ ex-
pectations. Users perceived TUI as remote controls
and so expect for immediate responses. On the
other hand, PDA is probably here more seen as a
more “high-level” interface. Furthermore, monitor-
ing the screen takes attention away from the robot,
and so users seem to assume more autonomy in
robot’s behavior and expect to be able to send more
complicate commands. In spite of these assets, a
handheld device also implies a small screen: this
constrains the kinds of interfaces one can design
and leveraging it to increase mutual human-robot
comprehension [6] is an interesting challenge.

Many PDA-based interface have been developed
over the last few years. Some are inspired by classi-
cal human-computer interfaces, using components
such as menus and widgets [4][9][11]. In this paper,
we make the hypothesis that this kind of interfaces
are not best-suited to social robotics interactions.
Indeed, they are not intuitive interactions, partic-
ularly for non-expert users, and so often require a
training period. Moreover, we assume here that
non-entertaining interfaces can have negative im-
pacts on the user’s experience during the interac-
tion.

Calinon et al. developed another PDA-based in-
teraction allowing to improve gesture and speech
recognition by using the camera and the micro of
a PDA [3]. This interface allows to teach associa-
tions between user’s gestures and user’s verbal ut-
terance. The PDA is embedded into the robot, so
staying close enough of the robot is needed in or-
der to be able to teach it something. Furthermore,
as previously noticed they assume to have a good
image segmentation algorithm.

Fong developed a tele-operation driving system
for a mobile robot by using a virtual keyboard. He

also used metaphors such as point-and-click and
used the sketches-inputs on the robot visual feed-
back in order to design paths [7]. We try here to
extend this approach to other scopes of applications
such as teaching new words to a robot.

In order to design a user-centered interface
[1] which suits users expectations and allows to
teach new words efficiently, we follow the “design-
implementation-user studies” cycle. In this paper,
we report on the first iteration of this cycle, which
is thus yet highly exploratory.

Outline of the system

An exploratory version of the system was designed
to be tested with a mobile robot such as the AIBO
robot, and based on the use of a Pocket PC. Here,
we chose to use hand drawn words as the way words
are given as input by the human. Another possibil-
ity would have been to use a virtual keyboard on
the Pocket PC or speech voice. Hand drawn words
were used because they are easier to perceive and
better recognized than speech and yet potentially
faster and more pleasant to write than using a vir-
tual keyboard.

In this system, the screen of the handheld de-
vice displays the video stream of the robot’s camera
(about 15 fps). It accurately shows what the robot
is looking at, which can thus be monitored by the
user allowing to resolve the ambiguity of what the
robot is really seeing.

When the human wants to show to the robot
an object which is not in its field of view, the
user can sketch on the screen to make it move in
an appropriate position: vertical strokes for for-
ward/backward movements and horizontal strokes
for right/left turns. Elementary heuristics are used
to recognize these straight sketches. The moves
of the robot are continuous until the user re-touch
the screen in order to stop it. Another stroke can
directly be drawn to go on the next move (for in-
stance, go forward then directly turn right). Point-
ing on a particular point on the screen makes the
robot look at the corresponding spot. The tilt and
pan value of the head are computed using the cam-
era field of view constants in order to accurately
center the robot’s sight on the chosen location.

When the user wants to show an object which is
in the field of view of the robot, and thus on the
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screen, it sketches a circle around this object on
the touch screen (see figure 2). As for the straight
strokes, heuristics are here used to recognize circu-
lar sketches, based on the shape of the stroke and
the distance between the first and the last point
of the sketch. Circling is a really intuitive gesture
because users directly “select” what they want to
draw attention to. Moreover, this gesture is par-
ticularly well-suited to touch-screen based interac-
tions. Schmalstieg et al. used the circling metaphor
to select objects in a virtual world [17]. Circling is
also a crucial help for the robot since it provides
a rough visual segmentation of the object, which
is otherwise a very hard task in unconstrained en-
vironments. With the stroke and the background
image, we can extract the selected area and define
it as our object’s image. A classical geometry algo-
rithm is used to test the belonging to the polygon
formed by the stroke.

Figure 2: Drawing attention towards an object: the
user first sketches directions to position the robot
such that the object is in its field of view (left), and
then encircles what he wants to show to the robot
(right).

Once this object is encircled, a menu pops-up
showing several interaction options. The “name”
choice makes the system wait for a referent (sym-
bol, word, sketch...) drawn on the screen (see fig-
ure 3). Once the user has sketched the word he
wanted to teach, the association between the hand
drawn word sketch and the visual features inside
the circle is memorized. The word is recorded as
a regularly time spaced 2D points list along the
user’s stroke. It allows fast and robust distance
matching measures with a dynamic time warping
algorithm. The extracted image is then associated
into our data structure. Later on, when the user
directly sketches a word without first encircling an
object, a matching distance measures is done on

every recorded stroke and the nearest neighboor is
found. This nearest neighboor is called “recognized
word” (which is a sketch and not a list of sym-
bols). The robot understands that the user would
like it to search for the image of the object asso-
ciated to the recognized word. Standard color his-
togram distances are used to track the object im-
age on the video stream of the camera with the
OpenCV library 1. A simple search algorithm have
been developed to move the robot until it detects
the searched object.

Figure 3: When an object has been shown to the
robot, the user can decide to provide a name/word
for it, inputted as a graphical sketch (which can
be the written version of the word or any other
drawing).

Thus, the categorization/detection system is
here based on a simple memory-based algorithm.
This could easily be improved in the future. Yet,
its robustness can be improved thanks to a feature
of the interface which we call “active searching”.

Due to hand-writing variability, recognition can
be erroneous. To improve it, a small set (about 3)
of close enough words are selected by their sketches’
distances. In order to easily be identified by users,
their associated visual representations (the image
of the object) are presented on the screen as shown
in figure 4. Then, the user chooses the desired one
by “clicking” it on the screen, and the robot goes
to search for it. An analogy can be developed be-
tween our strategy, which we call “active search-
ing” and search engines on the internet. Indeed,
presenting a small set of images to the user can be
compared with the results list in a search engine re-
quest. The small set of images represents here the
top of the request results, among which the user
chooses what he find interesting. Always choosing

1http://opencv.willowgarage.com/wiki/
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the closest word, as most classical matching algo-
rithms do, may be analogous to to always use the
“I’m feeling lucky” button in google. Providing to
the user a small set of choice allows to drastically
improve results as opposed to having the robot di-
rectly search for the closest match. Moreover, this
allows users to better realize how the robot compre-
hends words and their similarities with each other.

Figure 4: When the handwriting recognition does
not produce a reliable result, a small set of possi-
ble matches are shown to the user to allow him to
decide which is the good one.

Exploratory study

Methods

While this interface is already working with real
AIBO robots, initial user-studies were conducted
using the AIBO Webots simulator for practical rea-
sons. On top of that, using a virtual test environ-
ment allows us to use simple object recognition al-
gorithm (only based on color histogram) with quite
good results. In a real environment with change of
lighting, much robust algorithms should have been
implemented.

The participants of the user-study were ten stu-
dents, (10 male, 0 female) and aged from 20 to
28 (Mean: 23) recruited on the University of Bor-
deaux. They used a Sam-sung UM-PC as handheld
device and interact with a stylus. They described
themself as unfamiliar with robot or Tablet PC.
The aim of this study was to get primary user feed-
backs and pilot our next studies.

Before the beginning of the experiment, the
tester was quickly introduced to the scope of ap-
plication. Then a user guide, with a complete in-
terface capacities description, was given to them
and finally their experiment goals were described.

Three goals were defined:

• Get the robot to look at three particular ob-
jects placed in the virtual environment.

• Teach the robot a name for each of them.

• Once the labeled objects are out of view ask
the robot to search for one (figure 5).

Figure 5: The test environment

Afterwards, they can learn to use the interface
during a short time (about one minute), then they
had 10 minutes to achieve their objectives. All
testers achieved their goals before the time limit.
Once they finished, they had to answer a question-
naire mainly made up questions about using the in-
terface. All the answers were given on a Likert scale
from “strongly disagree” (-2) to “strongly agree” (2).

• How easily understanding the use of the inter-
face was ?

• How efficient the interface was ?

• How ease-of-use the interface was ?

• How entertaining using the interface was ?

There also was more specific questions about the
handwriting system and the active searching sys-
tem :

• How easy handwriting on the screen was ?

• How pleasant handwriting on the screen was ?
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• Would you prefer another system such as vir-
tual keyboard or voice recognition ? Which
one ?

• How easily understood the use of the active
searching system was ?

• How efficient the active searching system was
?

• How pleasant using the active searching sys-
tem was ?

Results

The small group of participants and the absence of
a real robot do not allow to get very reliable results.
Here, they are most considered as indications for
future developments and experiments.

8 on 10 participants stated they feel they have
learned quickly or really quickly how to use the
whole system. Driving the robot appears to cause
most problem, only 6 on 10 testers felt they have
learned quickly how to move the robot. 8 on 10 par-
ticipants stated the interface was efficient enough
in this context. Only 1 on 10 stated that the in-
terface was not efficient to drive the robot. 7 on
10 stated the interface was really easy to use and
3 on 10 stated it was rather easy to use. 6 on 10
participants stated the interface was neither enter-
taining nor restrictive. Only 4 on 10 stated it was
entertaining.

Only 5 on 10 participants found the handwriting
system easy or really easy to use, while 3 on 10
found it difficult or really difficult. 6 on 10 testers
stated they found the handwriting neither pleasant
nor unpleasant. 3 on 10 found it rather pleasant
and 2 found it rather unpleasant. Only 1 on 10
participants stated he prefers to use a virtual key-
board when 6 on 10 stated they would not. On the
other hand 7 on 10 thought they prefer to use a
vocal commands system.

Finally 9 on 10 participants found the active
searching system easy or really easy to understand,
when only 1 found it neither easy nor hard to under-
stand. Similar results were found for the efficiency
of the active searching system. 8 on 10 found it
pleasant while 2 found it neither pleasant nor un-
pleasant.

Discussion

The motion system of the AIBO robot was the
main problem encountered by the participants dur-
ing the tests. After informal interviews, it appears
that users tend to assume intelligence in robot’s
moves, for instance, they expected the robot to
automatically stop in front of walls and to avoid
obstacles. They also claimed for more high-level
displacements, like the ability to draw paths on the
touchscreen. As we argue before, the PDA interface
is considered by the users as a high-level interface
and so lead to specific user’s expectations.

Evaluating only the interface was a major prob-
lem here because users tend to focus more on the
robot abilities and recognition algorithms than the
system of interaction. In order to get more inter-
esting and reliable results, improvements in these
directions should be done. The bounciness of per-
ceived images inherent with legged robots, seems
to also have a negative impact on the efficiency of
the interaction.

Although users managed to teach new words to
the robot, they asked for a voice recognition system
arguing it would be better suited to the situation.

Active searching was really naturally accepted,
easily used and positively perceived.

Figure 6: In our new prototype, the iPhone ac-
celerometer can be used as a TUI to orient the
robot head.
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Further work

Further work will span several dimensions. First,
new driving interactions must be provided, such
as paths mentioned above. Second, an exploratory
study with real robots is needed, both with legged
robots and wheeled robots in order to accurately
evaluate the bounciness impact on the efficiency
of the interaction. Third, diverse modes of word
inputting, including through the virtual keyboard
and through speech, must be compared. Fourth,
we will go further on the active searching analogy.
Indeed, we can easily display the next set of results
(if the “good one” wasn’t in the first “page”). Fifth,
we will investigate the use of multi-touch handheld
devices, which are bound to provide intuitive and
richer ways of interacting with the robot. We al-
ready have a prototype of this system running on
the iPhone. New driving methods have been de-
veloped using the accelerometer to steer the robot,
or to orient the head in a particular direction (see
figure 6). The multi-touch gesture recognition al-
lows different motion type: for instance, one fin-
ger gestures for accurate motion (they stop as the
user touches up the screen) and two fingers gestures
for continuous motions. Some informal trials seem
to identify this new system is both more efficient,
more robust, and entertaining than our initial sys-
tem. Sixth, we will introduce visual representation
and recognition algorithm based on SIFT texture
features and visual bag-of-words recognition [5] to
improve their robustness, particularly in real envi-
ronments. Finally, we need to refine our evaluation
methodology, which includes the ability to sepa-
rate features of the interaction system and features
of the robot itself, as well as to separate the eval-
uation of the different functionalities of the system
(moving to appropriate position, attention draw-
ing, naming, searching).
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