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Abstract: Introspection is the prerequisite of an autonomic behavior, the first step towards
a performance improvement and a resource-usage optimization for large-scale distributed
systems. In grid environments, the task of observing the application behavior is assigned
to monitoring systems. However, most of them are designed to provide general resource
information and do not consider specific information for higher-level services. More specif-
ically, in the context of data-intensive applications, a specific introspection layer is required
in order to collect data about the usage of storage resources, about data access patterns, etc.
This paper discusses the requirements for an introspection layer in a data-management sys-
tem for large-scale distributed infrastructures. We focus on the case of BlobSeer, a large-scale
distributed system for storing massive data. The paper explains why and how to enhance
BlobSeer with introspective capabilities and proposes a three-layered architecture relying on
the MonALISA monitoring framework. This approach has been evaluated on the Grid’5000
testbed, with experiments that prove the feasibility of generating relevant information re-
lated to the state and the behavior of the system.
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Comment améliorer la gestion des données dans BlobSeer grâce à

l’introspection

Résumé : L’introspection est une condition nécessaire à l’autonomie: c’est la première étape
vers une performance améliorée et une utilisation optimisée des ressources pour les sys-
tèmes repartis à large échelle. Dans les grilles de calcul, la surveillance du comportement
des applications est à la charge des systèmes de monitoring. Néanmoins, la plupart d’entre
eux sont conçus pour produire des données génériques concernant les ressources et ils ne
prennent pas en considération les informations spécifiques aux services de plus haut niveau.
Plus précisément, dans le contexte des applications où les données sont utilisées de façon in-
tensive, une couche spécifiquement dédiée à l’introspection est nécessaire pour recueillir
des données liées à l’utilisation des ressources de stockage, aux tendences de l’accès aux
données, etc.

Ce travail essaye de relever les défis posés par le developpement d’une couche
d’introspection pour des systèmes de gestion des données réparties à large échelle. Nous
nous intéressons à BlobSeer, un système de stockage pour de très larges données répar-
ties à large échelle. Ce papier analyse les raisons et les moyens pour ajouter la capacité
d’introspection à BlobSeer et propose une architecture à trois niveaux basée sur la plate-
forme de surveillance MonALISA. Cette approche a été évaluée sur la plate-forme expéri-
mentale Grid’5000, à travers des tests qui démontrent la faisabilité de la génération des in-
formations pertinentes liées à l’état et au comportement du système.

Mots-clés : Systèmes repartis, gestion des données, système à large échelle, surveillance,
introspection.
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1 Introduction

In the area of distributed systems, introspection mechanisms play a crucial role in assisting
the users in overcoming the challenges raised by the behavior of their systems at large scales.
First, introspection relies on monitoring tools, which provide the users with the feedback
necessary for identifying the state of their application and the state of the infrastructure
where the application is running on, at a particular moment in time. Second, the monitored
information can further be fed back into the system and used by self-managing engines, in
order to enable an autonomic behavior of the system [6] [10], possibly with several goals
such as self-configuration, self-optimization, or self-healing.

On existing geographically-distributed platforms (e.g. grids), introspection is often lim-
ited to low-level tools for monitoring the physical nodes and the communication intercon-
nect: they typically provide information such as CPU load, network traffic, job status, file
transfer status, etc. In general, such low-level monitoring tools focus on gathering and stor-
ing monitored data in a scalable and non-intrusive manner [15].

Even though many grid monitoring applications have been developed to address such
general needs [11] [5], little has been done when it comes to enabling introspection for large-
scale distributed data management. This is particularly important in the context of data-
intensive applications distributed at a large scale. In such a context, specific parameters re-
lated to data storage need to be monitored and analyzed in order to enable self-optimization
in terms of resource usage and global performance. Such parameters regard physical data
distribution, storage space availability, data access patterns, application-level throughput,
etc.

This paper discusses the requirements of a large-scale distributed data-management ser-
vice in terms of introspection: it explains in which specific ways introspection can serve to
enable an autonomic behavior of the data-management service. As a case study, we focus
on BlobSeer [8], a service for sharing massive data at very large scales in a multi-user en-
vironment. We propose a three-layered architecture enabling BlobSeer with introspection
capabilities. We validate our approach through an implementation based on the generic
MonALISA [7] monitoring framework for large-scale distributed services.

The remainder of the paper is organized as follows. Section 2 provides a brief description
of BlobSeer. Section 3 explains which self-adaptation goals can be served by introspection
mechanisms in such a data-management system and which data need to be collected. It also
describes the solution we designed and implemented, based on the MonALISA monitoring
framework. Section 4 illustrates the usefulness of our approach by discussing some moni-
toring experiments realized on the Grid’5000 testbed. Finally, Section 5 draws conclusions
and directions for future developments.

2 BlobSeer

BlobSeer is a data-sharing system which addresses the problem of efficiently storing mas-
sive, unstructured data blocks called binary large objects (referred to as BLOBs further in
this paper), in large-scale, distributed environments. The BLOBs are fragmented into small,
equally-sized chunks, called pages. BlobSeer provides an efficient fine-grained access to the
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(a) The architecture of the BlobSeer system (b) The architecture of the introspective BlobSeer

Figure 1: BlobSeer

pages belonging to each BLOB, as well as the possibility to modify them, in distributed,
multi-user environments.

The architecture of BlobSeer (Figure 1(a)) includes multiple, distributed entities. Clients
initiate all BLOB operations: CREATE, READ, WRITE and APPEND. There can be many con-
current clients accessing the same BLOB or different BLOBs in the same time. The support
for concurrent operations is enhanced by storing the pages belonging to the same BLOB
on multiple storage providers. The metadata associated with each BLOB are hosted on other
components, called metadata providers. BlobSeer provides versioning support, so as to pre-
vent pages from being overwritten and to be able to handle highly-concurrent WRITE and
APPEND operations. For each of them, only a patch composed of the range of written pages
is added to the system. Finally, the system comprises two more entities: the version manager
that deals with the serialization of the concurrent WRITE/APPEND requests and with the as-
signment of version numbers for each new WRITE/APPEND operation; the provider manager,
which keeps track of all storage providers in the system.

As far as this paper is concerned, an APPEND operation can be considered as a special
case of WRITE. Therefore, we disregard this distinction in the rest of the paper. Everything
stated about WRITEs is also true for APPENDs, unless explicitly specified.

A typical setting of the BlobSeer system involves the deployment of a few hundreds
storage providers, storing BLOBs in the order of the TB. The typical size for a page within
a blob can be smaller that 1 MB, whence the challenge of dealing with hundreds of thou-
sands of pages belonging to just one BLOB. BlobSeer provides efficient support for heavily-
concurrent accesses to the stored data, reaching a throughput of 6.7 GB/s aggregated band-
width for a configuration with 60 metadata providers, 90 data providers and 360 concurrent
writers, as explained in [9].

3 Towards an introspective BlobSeer

Our goal is to enhance BlobSeer with introspection capabilities, in order to enable this data-
sharing platform with an autonomic behavior. To meet this goal, we have designed a three-
layered architecture aiming at identifying and generating relevant information related to

INRIA



Bringing Introspection Into the BlobSeer Data-Management System 5

the state and the behavior of the system (Figure 1(b)). Such information is then expected
to serve as an input to a higher-level self-adaptation engine (currently not implemented yet).
These data are yielded by an (1) introspection layer, which processes the raw data collected
by a (2) monitoring layer. The lowest layer is represented by the (3) instrumentation code that
enables BlobSeer to send monitoring data to the upper layers.

3.1 Self-adaptation: what to adapt?

To introduce an autonomic behavior in BlobSeer, we considered several aspects.

Dynamic dimensioning Extensive performance evaluations [9] carried out for BlobSeer
reveal that the aggregate bandwidth of concurrent WRITE or READ operations grows as
the number of data providers and metadata providers increases. However, deploying Blob-
Seer’s providers on a large number of physical nodes can be an expensive approach, and
their optimum number is often unpredictable, as it depends on the load of the providers and
on the number of clients concurrently accessing them.

These aspects justify the need for a mechanism enabling a dynamic adjustment of the
number of running data/metadata providers, according to the state of the system and its
real-time requirements in terms of load and number of available nodes.

State-dependent allocation algorithms for storage providers Currently, each time a client
writes some data on a BLOB, it receives a set of providers from the provider manager, and
writes each page on one of them. The provider manager allocates the providers in a round-
robin manner; therefore a balanced storage-space load among providers is expected.

Nevertheless, the behavior may deviate from the expected one, as several factors can
impact the efficiency of such a straightforward load-balancing algorithm. The number of
concurrent clients requesting access to the same provider plays a major role in the perfor-
mance of the WRITE or READ operations. Concurrent data accesses have to be serialized,
leading to slow or even unresponsive providers. A more advanced provider-allocation al-
gorithm taking into account such factors that influence the behavior of the providers would
bring an improvement of the overall performance of BlobSeer.

Adaptive data replication strategies BlobSeer is designed to be used by data-intensive
applications, such as the ones related to astronomy, data mining or multimedia processing.
To fully fit the needs of these applications, it also has to ensure that a replication degree is
maintained for the stored data. When a BLOB is created, the client has to specify the number
of replicas that will be generated for each of its pages. But the “optimal” number of replicas
may vary across the BLOB’s versions and even across pages, as their usage patterns may be
different. As a consequence, BlobSeer can benefit from a self-tuning mechanism for dynamic
selection of the replication level for each BLOB.

3.2 Introspection: what data to collect?

All the improvement directions stated above can only be effective if the self-adaptation en-
gine receives accurate data from the introspection layer. The latter generates data rang-
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6 Carpen-Amarie & Cai & Costan & Antoniu & Bougé

ing from general information about the running nodes to specific data regarding the stored
BLOBs and their structure.

General information These data are essentially concerned with the physical resources of
the nodes that act as storage providers. They include CPU usage, network traffic, disk usage,
storage space or memory.

A self-adapting system has to take into account information about the values of these
parameters across the nodes that make up the system, as well as about the state of the entire
system. For instance, the used and available storage space at each single provider play a
crucial role in deciding whether additional providers are needed or not. Besides the values
for these basic data belonging to each provider, the system also needs access to aggregated
data, such as the value of the total storage space occupied/available for the entire system.

Individual BLOB-related data The most significant information for a single BLOB is its ac-
cess pattern, i.e. the way the pages and the versions are accessed through READ and WRITE
operations. The basic data are the number of read accesses for each page that the BLOB ver-
sion consists of, and the number of write operations performed on the BLOB for each page.
Since each WRITE or READ operation consists in accessing a range of consecutive pages, it
is expected that some ranges of pages will have the same number of accesses. As a conse-
quence, these data facilitate the identification of the regions of the BLOB comprising pages
with the same number of accesses, information that can influence the adopted replication
strategy.

From another viewpoint, the number of accesses can be associated with the version of
the BLOB that they refer to. This approach enables a comparison between the sizes of the
versions and their usage, i.e. the number of READ requests for each of them. This is a
valuable information for the replication algorithms, which can assign more replicas to the
versions highly accessed by the clients.

Global state Even though the provider-allocation algorithm or the replication strategy
have access to the details within each BLOB, it is not irrelevant to have an overview of the
whole data stored in the BlobSeer system, from a higher-level point of view. Some of the
key data at this global level are the total number of accesses associated with each provider.
This is a measure of the load of each of them and can directly influence the selection of the
providers that will be allocated new pages, depending on their deviation from the average
load within the system.

The other system-wide data refer to the distribution of all the BLOBs across providers.
The number of BLOB slices hosted on each provider, as well as their sizes, comprise a com-
pact information about the way the data are managed. It can trigger a response from the
provider manager, in case there are load variations between the providers with respect to
one or more BLOBs. It can be equally useful to expose the BLOBs that have a high rate of
change or growth, as opposed to the BLOBs that contain data that is seldom modified. The
dynamic growth of the BLOBs can be emphasized through the number of WRITE operations
performed on each BLOB, which is equivalent to the number of versions, or through the
number of pages written for each BLOB, i.e. the total size of its versions.

INRIA
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3.3 Monitoring: how to collect?

The input for the introspective layer consists of raw data that are extracted from the run-
ning nodes of BlobSeer, collected and then stored, a set of operations realized within the
monitoring layer. Therefore, it can rely on a monitoring system designed for large-scale
environments that implements these features. Such a monitoring framework has to be both
scalable and extensible, so as to be able to deal with the huge number of events generated
by a large-scale data-management system, as well as to accommodate system-specific mon-
itoring information and to offer a flexible storage schema for the collected data.

The monitoring framework – MonALISA The Global Grid Forum [4] proposed a Grid
Monitoring Architecture (GMA) [14], which defines the components needed by a scalable
and flexible grid monitoring system: producers, consumers, and a directory service. A wide
variety of grid monitoring systems [15], such as Ganglia [11], RGMA [2], GridICE [1], com-
ply with this architecture.

Among them, we selected MonALISA (Monitoring Agents in a Large Integrated Services Ar-
chitecture) [13] for our data-monitoring tasks, as it is a general-purpose, flexible framework,
which provides the necessary tools for collecting and processing monitoring information in
large-scale distributed systems. Moreover, it is an easily-extensible system, which allows the
definition and processing of user-specific data, by means of an API for dynamically-loadable
modules. MonALISA is currently used to monitor large high-energy physics facilities; it is
deployed on over 300 sites belonging to several experiments, such as CMS or ALICE [3].

MonALISA is based on four layers of services, the Lookup and Discovery Services, the Mon-
ALISA services – the components dealing with the data-collection tasks, the Proxy services that
make possible the communication between the services and the clients and the MonALISA
clients and repositories, which act as consumers.

The main challenge the monitoring layer has to cope with is the large number of storage
provider nodes and therefore the huge number of BLOB pages, versions and huge BLOB
sizes. Furthermore, it has to deal with hundreds of clients that concurrently access various
parts of the stored BLOBs, as they generate a piece of monitoring information for each page
accessed on each provider. MonALISA is suitable for this task, as it is a system designed for
large-scale environments and it proved to be both scalable and reliable.

Instrumenting BlobSeer The data generated by the instrumentation layer are relayed by
the monitoring system and finally fed to the introspection layer. The instrumentation layer is
implemented as a component of the monitoring layer. The MonALISA framework provides
a library called ApMon that can be used to send the monitoring data to the MonALISA
services. At the providers, the instrumentation code consists in listeners located on each
of them, which report to the monitoring system each time a page is written or read. The
monitoring information from the version manager is collected using a parser that monitors
the events recorded in the logs. The state of the physical resources on each node is monitored
through an ApMon thread that periodically sends data to the monitoring service.

RR n° 7043
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(a) Number of WRITE accesses on the logical ad-
dress pages for a BLOB

(b) Version access patterns

Figure 2: BLOB accesses visualization

4 Illustration

4.1 Experimental plan

We evaluated the feasibility of gathering and interpreting the BlobSeer-specific data needed
to ensure input data for the different self-optimizing directions. Our approach was to create
an introspection layer on top of the monitoring system, able to process the raw data collected
from BlobSeer and to extract significant information regarding the state and the behavior
of the system. We tested it on the Grid’5000 [12] testbed, a large-scale experimental grid
platform, with reconfiguration and control capabilities, that covers 9 sites geographically
distributed in France.

For the experiments, we used 127 nodes belonging to a Grid’5000 cluster in Rennes. The
nodes are equipped with x86_64 CPUs and at least 4 GB of RAM. They are interconnected
through a Gigabit Ethernet network. We deployed each BlobSeer entity on a dedicated
node, as follows: two nodes were used for the version manager and the provider manager,
10 nodes for the metadata providers, 100 nodes for the storage providers and 10 nodes acted
as BlobSeer clients, writing data to the BlobSeer system. Four nodes hosted MonALISA ser-
vices, which transferred the data generated by the instrumentation layer built on top of the
BlobSeer nodes to a MonALISA repository. The repository is the location where the data
were stored and made available to the introspection layer.

In this experiment, we used 10 BLOBs, each of them having the page size of 1 MB and a
total size larger than 20 GB. We started the 10 clients, each of them having to create a BLOB
and to write 10 data blocks of 2 GB each on it. Each data block overlaps the previous one by
10%. Next, we started the clients in parallel and each of them performed a number of WRITE
operations on a randomly selected BLOB. The blocks were written on the BLOB at random
offsets and they consisted of a random number of pages, ranging between 512 MB and 2 GB
in size. This experiment lasted for a dozen of minutes. All figures below are real graphical
representations of data provided by the introspection layer at the end of this experiment.

INRIA
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Figure 3: BLOBs versions and sizes

4.2 Results

We processed the raw data collected by the monitoring layer and extracted the higher-level
data within the introspection layer. Some results are presented below, along with some
graphical representations.

Storage Data The most straightforward data that can be obtained from the collected pa-
rameters refers to the physical resources. Two of them are the available/used storage space,
which are as well one of the most significant information concerning the data providers.
There are two approaches to deal with the information about the storage space.

The first one is exposing a global view, which depicts the current values of the available
and used storage space for the entire system, as a sum of all the most recent free and used
space amounts reported by the storage providers. This is a real-time measure of the system
load, indicating whether the system was overloaded, or in a stable and safe state.

The second approach aims at providing a detailed view. It describes the occupied and
available space at each storage provider, as opposed to the global view that presented the
load of the whole system.

Access patterns They represent a significant information that the introspection layer has
to be aware of. It can be obtained by computing the number of READ/WRITE accesses.
The access patterns can be examined from two points of view. The first one regards the
access patterns for each BLOB. It considers the number of read accesses for each page, for a
specified version or for the whole BLOB and it identifies the regions of the BLOB composed
of pages with the same number of accesses (Figure 2(a)). The other one refers to the number
of READ or WRITE operations performed on each provider, allowing a classification of the
providers according to the pressure of the concurrent accesses they have to withstand.

The distribution of READ/WRITE accesses across the BLOB versions The versions can
be weighted by counting the number of read accesses or of physical memory pages for each
of them, as shown in Figure 2(b). This approach exposes the tendencies of the READ opera-
tions over the versions or the various sizes of the WRITE operations, as the number of write
accesses for a specified version is equivalent with the number of pages written.
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The distribution of the BLOBs across providers It exposes the total sizes of the stored
BLOBs, as well as the way they are stored on the providers, providing a comprehensive
image of how the system manages the stored data. This information is used to detect the
variations of BLOBs’ loads across providers.

The structure and sizes of all the stored BLOBs The differences between BLOBs, in terms
of size or number of versions, highlight the BLOBs that have the most important growth
(Figure 3). This information, along with the number of accesses for each BLOB, emphasize
the most valuable BLOBs in the system.

5 Conclusion

This paper addresses the challenges raised by the introduction of introspection into a data-
management system for large-scale, distributed infrastructures. Such a feature aims at ex-
posing general and service-specific data to a higher-level layer, in order to enable the system
to evolve towards an autonomic behavior. We propose a layered architecture built on top of
the BlobSeer data-management system, a service dedicated to large-scale sharing of massive
data. The goal of this architecture is to generate a set of specific data that can serve as input
for a self-adaptive engine. The architecture consists of 3 layers: 1) an instrumentation layer
that extracts the low-level, raw data from the different components of BlobSeer; 2) a monitor-
ing layer that deals with collecting and storing the monitoring data from the instrumentation
layer and 3) an introspective layer that processes the gathered data into higher-level infor-
mation describing the state and the behavior of the system.

To build the monitoring layer, we relied on the MonALISA general-purpose, large-scale
monitoring framework, for its versatility and extensibility. Our experiments showed that it
was able to scale with the number of BlobSeer providers and to cope with the huge amount
of monitoring data generated by a large number of clients. Moreover, it allowed us to define
and to collect BlobSeer-specific data, and to extend the existing visualization charts with
new ones that met the requirements of BlobSeer. The experiments performed confirm the
outcome of the introspection layer, by means of graphical representations associated with
the various high-level data extracted.

The next step will consist in equipping BlobSeer with a self-adaptive engine that will
employ the output of the introspection layer to optimize its performance and resource usage.
As an example, by allowing BlobSeer to dynamically dimension the number of each of its
entities, this engine can help improving the storage resource allocation strategy. Besides,
it can also provide information based on which adaptive data replication strategies can be
implemented. Together, such features will enable an autonomic behavior of the BlobSeer
data-management platform.
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The experiments reported in this paper were carried out using the Grid’5000 experimen-
tal testbed, an initiative from the French Ministry of Research through the ACI GRID incen-
tive action, INRIA, CNRS and RENATER and other contributing partners (see [12]).
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