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#### Abstract

This paper considers interval time-varying delay systems with delayed estimation of the delay. This case is often encountered in the Networked Control Systems (NCS) field. Based on Lyapunov-Krasovskii functional methods and linear matrix inequality (LMI) techniques, a switching state feedback controller is designed to guarantee the exponential stability. The controller switches according to the measured time-delay which is itself delayed. The global stability of the switching closed loop is guaranteed if some dwell time conditions are satisfied. Keywords: time-varying delay, switching systems, delayed switching signal, Lyapunov-Krasovskii functional, LMI


## I. Introduction

A variety of stability and control techniques have been developed for general time delay systems [2], [14], [16]. Of course, when a delay is introduced in a control loop, the achievable performance (speed, robustness) highly depends on the delay value. In the case of a time-varying delay, the performance one can guaranty generally depends on the interval of variation of the delay. To give an example, controlling a system through a communication network induces variable time delays and the resulting performance depends on the quality of service (QoS) the network can offer. Designing a robust controller on the basis of the worst case (highest delay, lowest QoS ) is possible, but such a cautious solution may yield poor speed performance if the delay is not as big as expected. Then, it is worth designing a switching controller that adapts to different intervals of delay variation. However, in this case, the usual techniques for time-delay systems cannot be directly applied and one has to go to switched systems techniques.

Switched systems are dynamical hybrid systems consisting of a family of continuous-time subsystems and a logical rule that orchestrates the switching between them [9], [11]. In general, the stability of the subsystems themselves are not sufficient for the stability of the overall system. A lot of studies have dealt with the stability analysis and design of switched systems [1],

[^0][7], [12], [19]. According to Liberzon and Morse, these problems can be divided into three basic problems: (1) Construction of a common Lyapunov functional to guarantee the stability for arbitrary switching sequences [10], [13], [18]; (2) Multiple Lyapunov functions are applied to the stability for certain useful classes of switching sequences; (3) Construction of stabilizing switching sequences.

Most of the results of switching systems are based on the assumption that the detection of the switching signal is instant, while, in many real systems, the signal can only be detected after a time period. For example, the size of time-delay in the case of Internet can be measured only after a RTT (Round-trip time) of packet exchange. In [19], the delayed signal is considered but without time-delay in the system. The uncertain switching signal is considered for discrete switching systems in [8], which is easier to be resolved than the case of continuous systems.

Single [10], [17] and multiple Lyapunov-Krasovskii Functionals (LKFs) analysis methods are the most frequently applied in the stabilization of the whole system. A common Lyapunov-Krasovskii Functional can ensure the stability with arbitrary switching but it does not always exist. As an alternative, dwell-time based switching is considered in [7] but time delay is not considered, while in [1], [20], the time delay is constant one.

In this paper, a linear switched time-delay system with delayed switching signals is considered, where the uncertain time-varying delay switches between the known two sequential intervals. A state feedback switching controller is designed to guarantee the exponential stability of the switching modes. Lyapunov-Krasovskii Functionals (LKFs) analysis methods are applied in the stabilization analysis. We derive delay-dependent stability conditions in a convex way, following the idea of [15].

Notation: Throughout the paper the superscript ' $T$ ' stands for matrix transposition, $\mathscr{R}^{n}$ denotes the $n$ dimensional Euclidean space with vector norm $\|\cdot\|, \mathscr{R}^{n \times m}$ is the set of all $n \times m$ real matrices, and the notation $P>0$, for $P \in \mathscr{R}^{n \times n}$ means that $P$ is symmetric and positive definite. The symmetric elements of the symmetric matrix will be denoted by $* . L_{2}$ is the space of square integrable functions $v:[0, \infty) \rightarrow R^{n}$ with the norm
$\|v\|_{L_{2}}=\left[\int_{0}^{\infty}\|v(t)\|^{2} d t\right]^{1 / 2}$.

## II. Problem formulation and preliminaries

Consider a state feedback controller to stabilize the following linear time-delay system:

$$
\dot{x}(t)=A x(t)+B u(t-\tau(t))
$$

with $\tau(t)$, a fast varying interval delay with the bounds as $\left[h_{\text {min }}, h_{\text {max }}\right]$. We know that the stabilization is generally easier (we mean here, to guarantee a higher exponential rate) if the delay is small. So the interval can be divided into several smaller ones in correspondence with the switched controller. To simplify the problem, here two switching modes are considered, but it can be easily extended to more modes.

The switching controller to be considered is:

$$
u(t)=\left\{\begin{array}{l}
K_{1} x(t), \tau(t) \in\left[h_{1}, h_{2}\right]  \tag{1}\\
K_{2} x(t), \tau(t) \in\left[h_{2}, h_{3}\right]
\end{array}\right.
$$

So, the closed-loop system can be written as follows:

$$
\begin{align*}
\dot{x}(t)= & A x(t)+\chi_{\left[h_{1}, h_{2}\right]}(\tau) B K_{1} x(t-\tau(t)) \\
& +\left(1-\chi_{\left[h_{1}, h_{2}\right]}\right)(\tau) B K_{2} x(t-\tau(t)), \tag{2}
\end{align*}
$$

where $\tau \in\left[h_{1}, h_{2}\right] \cup\left[h_{2}, h_{3}\right]$ and where $\chi_{\left[h_{1}, h_{2}\right]}: R \rightarrow$ $\{0,1\}$ is the characteristic function of $\left[h_{1}, h_{2}\right]$

$$
\chi_{\left[h_{1}, h_{2}\right]}(s)=\left\{\begin{array}{l}
1, \text { if } s \in\left[h_{1}, h_{2}\right] \\
0, \text { otherwise }
\end{array}\right.
$$

## III. Exponential stability of the switched SYSTEM: ARBITRARY SWITCHING

Consider the switched system (2) and make $A_{i}=$ $B K_{i}, i=1,2$. In the following, the notation $x_{t}$ stands for $x(t)$. Applying the following LKF:

$$
\begin{align*}
& V\left(t, x_{t}, \dot{x}_{t}\right)=x^{T}(t) P x(t) \\
& +\sum_{i=0}^{2} \int_{t-h_{i+1}}^{t-h_{i}} e^{2 \alpha(s-t)} x^{T}(s) S_{i} x(s) d s \\
& +\sum_{i=0}^{2}\left(h_{i+1}-h_{i}\right) \int_{-h_{i+1}}^{-h_{i}} \int_{t+\theta}^{t} e^{2 \alpha(s-t)} \dot{x}^{T}(s) R_{i} \dot{x}(s) d s d \theta \tag{3}
\end{align*}
$$

where $h_{0}=0, P>0$ and $R_{i}, S_{i} \geq 0$. Saying that the system (2) is exponentially stable means that there exist a positive function $W(t, x(t), \dot{x}(t))$ such that:

$$
\begin{equation*}
W\left(t, x_{t}, \dot{x}_{t}\right) \leq e^{-2 \alpha\left(t-t_{0}\right)} W\left(t, x_{t_{0}}, \dot{x}_{t_{0}}\right) \tag{4}
\end{equation*}
$$

It can be ensured by using the LKFs (3) and by checking if:

$$
\begin{equation*}
\dot{V}\left(t, x_{t}, \dot{x}_{t}\right)+2 \alpha V\left(t, x_{t}, \dot{x}_{t}\right)<0 \tag{5}
\end{equation*}
$$

After the differentiation of the function (3), the system is exponentially stable if:

$$
\begin{aligned}
& \dot{V}\left(t, x_{t}, \dot{x}_{t}\right)+2 \alpha V\left(t, x_{t}, \dot{x}_{t}\right) \leq 2 x^{T}(t) P \dot{x}(t) \\
& +2 \alpha x^{T}(t) P x(t)+\dot{x}^{T}(t)\left[\sum_{i=0}^{2}\left(h_{i+1}-h_{i}\right)^{2} R_{i}\right] \dot{x}(t) \\
& -\sum_{i=0}^{2}\left(h_{i+1}-h_{i}\right) e^{-2 \alpha h_{i+1} \int_{t-h_{i}}^{t-h_{i}} \dot{x}^{T}(s) R_{i} \dot{x}(s) d s} \\
& +\sum_{i=0}^{2} x\left(t-h_{i}\right)^{T} e^{-2 \alpha h_{i}} S_{i} x\left(t-h_{i}\right) \\
& -\sum_{i=0}^{2} e^{-2 \alpha h_{i+1}} x^{T}\left(t-h_{i+1}\right) S_{i} x\left(t-h_{i+1}\right) .
\end{aligned}
$$

We start with the case of $\chi=1$, i.e. of $\tau \in\left[h_{1}, h_{2}\right]$. Noticing that:

$$
\begin{aligned}
\int_{t-h_{i+1}}^{t-h_{i}} \dot{x}^{T}(s) R_{i} \dot{x}(s) d s & =\int_{t-h_{i+1}}^{t-\tau(t)} \dot{x}^{T}(s) R_{i} \dot{x}(s) d s \\
& +\int_{t-\tau(t)}^{t-h_{i}} \dot{x}^{T}(s) R_{i} \dot{x}(s) d s
\end{aligned}
$$

where $i=0,2$ and applying the Jensen's inequality [4]

$$
\begin{align*}
& \int_{t-h_{i}}^{t-h_{i}} \dot{x}^{T}(s)\left[\left(h_{i+1}-h_{i}\right) R_{i}\right] \dot{x}(s) d s \\
& \geq \int_{t-h_{i}}^{t-h_{i}} \dot{x}^{T}(s) d s R_{i} \int_{t-h_{i+1}}^{t-h_{i}} \dot{x}(s) d s \\
& \int_{t-h_{j}(t)}^{t-h^{2}} \dot{x}^{T}(s)\left(h_{j+1}-h_{j}\right) R_{j} \dot{x}(s) d s \\
& \geq \frac{h_{j+1}-h_{j}}{\tau-h_{j}} \int_{t-\tau(t)}^{t-h_{j}} \dot{x}^{T}(s) d s R_{j} \int_{t-\tau(t)}^{t-h_{j}} \dot{x}(s) d s  \tag{7}\\
& \int_{t-h_{j+1}}^{t-\tau(t)} \dot{x}^{T}(s)\left[\left(h_{j+1}-h_{j}\right) R_{j}\right] \dot{x}(s) d s \\
& \geq \frac{h_{j+1}-h_{j}}{h_{j+1}-\tau} \int_{t-h_{j+1}}^{t-\tau(t)} \dot{x}^{T}(s) d s R_{j} \int_{t-h_{j+1}}^{t-\tau(t)} \dot{x}(s) d s
\end{align*}
$$

where $j=1, i=0,2$. Here for $\tau \rightarrow h_{j}$ we understand by

$$
\begin{aligned}
\frac{1}{\tau(t)-h_{j}} \int_{t-\tau(t)}^{t-h_{j}} \dot{x}(s) d s & =\lim _{\tau \rightarrow h_{j}} \frac{1}{\tau(t)-h_{j}} \int_{t-\tau(t)}^{t-h_{j}} \dot{x}(s) d s \\
& =\dot{x}\left(t-h_{j}\right) .
\end{aligned}
$$

For $h_{j+1}-\tau(t) \rightarrow 0$ the vector $\frac{1}{h_{j+1}-\tau(t)} \int_{t-h_{j+1}}^{t-\tau(t)} \dot{x}(s) d s$ is defined similarly as $\dot{x}\left(t-h_{j+1}\right)$.

Denoting

$$
\begin{align*}
v_{j 1} & =\frac{1}{\tau-h_{j}} \int_{t-\tau(t)}^{t-h_{j}} \dot{x}(s) d s \\
v_{j 2} & =\frac{1}{h_{j+1}-\tau} \int_{t-h_{j+1}}^{t-\tau(t)} \dot{x}(s) d s \tag{8}
\end{align*}
$$

we obtain

$$
\begin{align*}
& \dot{V}\left(t, x_{t}, \dot{x}_{t}\right)+2 \alpha V\left(t, x_{t}, \dot{x}_{t}\right) \leq 2 x^{T}(t) P \dot{x}(t) \\
& \left.+2 \alpha x^{T}(t) P x(t)+\dot{x}^{T}(t) \sum_{i=0}^{2}\left(h_{i+1}-h_{i}\right)^{2} R_{i}\right) \dot{x}(t) \\
& +\sum_{i=0}^{2} e^{-2 \alpha h_{i} x^{T}\left(t-h_{i}\right) S_{i} x\left(t-h_{i}\right)} \\
& -\sum_{i=0}^{2} e^{-2 \alpha h_{i+1}} x^{T}\left(t-h_{i+1}\right) S_{i} x\left(t-h_{i+1}\right) \\
& -\left[x(t)-x\left(t-h_{1}\right)\right]^{T} e^{-2 \alpha h_{1}} R_{0}\left[x(t)-x\left(t-h_{1}\right)\right] \\
& -\left[x\left(t-h_{2}\right)-x\left(t-h_{3}\right)\right]^{T} e^{-2 \alpha_{1} h_{3}} R_{2}\left[x\left(t-h_{2}\right)-x\left(t-h_{3}\right)\right] \\
& -\left(\tau-h_{j}\right)\left(h_{j+1}-h_{j}\right) v_{j 1}^{T} e^{-2 \alpha h_{2} R_{j} v_{j 1}} \\
& -\left(h_{j+1}-\tau\right)\left(h_{j+1}-h_{j}\right) v_{j 2}^{T} e^{-2 \alpha h_{2}} R_{j} v_{j 2} . \tag{9}
\end{align*}
$$

We note that in the latter bound we can substitute for $i$ its upper bound $d_{2}$.

We insert free-weighting $n \times n$-matrices [5], [6] by adding the following expressions to $\dot{V}$ :

$$
\begin{align*}
0 & =2\left[x^{T}(t) Y_{1 j}^{T}+\dot{x}^{T}(t) Y_{2 j}^{T}+x^{T}(t-\tau) T_{j}^{T}\right]\left[-x\left(t-h_{j}\right)\right. \\
& \left.+x(t-\tau)+\left(\tau-h_{j}\right) v_{j 1}\right] \\
0 & =2\left[x^{T}(t) Z_{1 j}^{T}+\dot{x}^{T}(t) Z_{2 j}^{T}\right]\left[x\left(t-h_{j+1}\right)\right. \\
& \left.+\left(h_{j+1}-\tau\right) v_{j 2}-x(t-\tau)\right] . \tag{10}
\end{align*}
$$

We use further the descriptor method [3], where the right-hand side of the expression
$0=2\left[x^{T}(t) P_{2 j}^{T}+\dot{x}^{T}(t) P_{3 j}^{T}\right]\left[A x(t)+A_{1} x(t-\tau(t))-\dot{x}(t)\right]$,
with some $n \times n$-matrices $P_{2 j}, P_{3 j}$ is added into the righthand side of (9).

Setting $\quad \eta_{j}(t)=\operatorname{col}\left\{x(t), \dot{x}(t), x\left(t-h_{1}\right), x(t-\right.$ $\left.\left.h_{2}\right), v_{j 1}, v_{j 2}, x(t-\tau), x\left(t-h_{3}\right)\right\}$, where $j=1$, we obtain that along the switched system (2)

$$
\begin{equation*}
\dot{V}\left(t, x_{t}, \dot{x}_{t}\right)+2 \alpha V\left(t, x_{t}, \dot{x}_{t}\right) \leq \eta_{j}^{T}(t) \Phi \eta_{j}(t)<0, \tag{12}
\end{equation*}
$$

if the LMI (13) is feasible, where $\dot{\tau}=d_{2}$ and

$$
\begin{align*}
& \tilde{R}_{i}=e^{-2 \alpha h_{i+1}} R_{i}, \tilde{S}_{i}=e^{-2 \alpha h_{i+1}} S_{i}, \hat{S}_{i}=e^{-2 \alpha h_{i}} S_{i}, \\
& \Phi_{11}^{j}=A^{T} P_{2 j}+P_{2 j}^{T} A+S_{0}-e^{-2 \alpha h_{1}} R_{0}+2 \alpha P, \\
& \Phi_{12}^{j}=P-P_{2 j}^{T}+A^{T} P_{3 j}, \\
& \Phi_{22}^{j}=-P_{3 j}-P_{3 j}^{T}+\sum_{i=0}^{2}\left(h_{i+1}-h_{i}\right)^{2} R_{i}, \\
& \Phi_{16}^{j}=P_{2 j}^{T} A_{j}, \Phi_{26}^{j}=P_{3 j}^{T} A_{j}, \phi_{3}^{(1)}=-\left(\tilde{S}_{0}+\tilde{R}_{0}-\hat{S}_{1}\right), \\
& \phi_{4}^{(1)}=-\left(\tilde{S}_{1}+\tilde{R}_{2}-\hat{S}_{2}\right), \\
& \phi_{5}^{(1)}=-\left(h_{2}-h_{1}\right)\left(\tau-h_{1}\right) \tilde{R}_{1}, \\
& \phi_{6}^{(1)}=-\left(h_{2}-h_{1}\right)\left(h_{2}-\tau\right) \tilde{R}_{1} . \tag{16}
\end{align*}
$$

The latter condition leads for $\tau \rightarrow h_{1}$ and for $\tau \rightarrow$ $h_{2}$ to the following LMIs (14) and (15), where we deleted the zero column and the zero row. Denote by $\eta_{1 i}(t)=\operatorname{col}\left\{x(t), \dot{x}(t), x\left(t-h_{1}\right), x\left(t-h_{2}\right), v_{j i}, x(t-\right.$ $\left.\tau), x\left(t-h_{3}\right)\right\}, i=1,2$.

Then (14), (15) imply (12) because

$$
\begin{aligned}
& \frac{h_{2}-\tau}{h_{2}-h_{1}} \eta_{12}^{T}(t) \Psi_{1} \eta_{12}(t)+\frac{\tau-h_{1}}{h_{2}-h_{1}} \eta_{11}^{T}(t) \Psi_{2} \eta_{11}(t) \\
& =\eta_{1}^{T}(t) \Psi_{\mid \chi=1} \eta_{1}(t)<0
\end{aligned}
$$

Thus, $\Psi_{\mid \chi=1}$ is convex in $\tau \in\left[h_{1}, h_{2}\right]$.
For $\chi=0$, i.e. for $\tau \in\left[h_{2}, h_{3}\right]$ applying the same arguments and representations with $j=2$ and $i=0,1$, we arrive to the following:

$$
\left.\dot{V}\left(t, x_{t}, \dot{x}_{t}\right)\right|_{\chi=0} \leq\left.\eta_{2}^{T}(t) \Psi\right|_{\chi=0} \eta_{2}(t),
$$

with the LMI (17) and where

$$
\begin{align*}
\phi_{3}^{(2)} & =-\left(\tilde{S}_{0}+\tilde{R}_{0}+\tilde{R}_{1}-\hat{S}_{1}\right), \\
\phi_{4}^{(2)} & =-\left(\tilde{S}_{1}+\tilde{R}_{1}-\hat{S}_{2}\right),  \tag{18}\\
\phi_{5}^{(2)} & =-\left(h_{3}-h_{2}\right)\left(\tau-h_{2}\right) \tilde{R}_{2}, \\
\phi_{6}^{(2)} & =-\left(h_{3}-h_{2}\right)\left(h_{3}-\tau\right) \tilde{R}_{2} .
\end{align*}
$$

We note that $\left.\Psi\right|_{\chi=0}$ is convex in $\tau \in\left[h_{2}, h_{3}\right]$ and, thus, for the feasibility of LMI (17) (given in next page) it is sufficient to verify this LMI (19) and (20) for $\tau \rightarrow h_{2}$ and for $\tau \rightarrow h_{3}$ : Then, along the switched system (2)

$$
\begin{align*}
& \dot{V}\left(t, x_{t}, \dot{x}_{t}\right) \leq\left.\chi_{\left[h_{1}, h_{2}\right]}(\tau) \eta_{1}^{T}(t) \Psi\right|_{\chi=1} \eta_{1}(t)  \tag{21}\\
& +\left.\left(1-\chi_{\left[h_{1}, h_{2}\right]}(\tau)\right) \eta_{2}^{T}(t) \Psi\right|_{\chi=0} \eta_{2}(t)<0,
\end{align*}
$$

if the four LMIs (14), (15), (19) and (20) are feasible, thus, the following result is obtained.

Theorem 1: Let there exist $n \times n$-matrices $P>0$, $R_{i}>0, S_{i}>0, i=0,1,2, P_{2 j}, P_{3 j}, Y_{1 j}, Y_{2 j}, T_{j}, Z_{1 j}$ and $Z_{2 j}, j=1,2$ such that the four LMIs (14), (15), (19)
and (20) with notations given in (16),(18) are feasible. Then the switched system (2) is asymptotically stable for all delays $\tau_{i} \in\left[h_{i}, h_{i+1}\right], i=1,2$ with a decay rate $\alpha$.

## IV. QoS adapted switching gain Strategy

As in the section III, in order to find the common LKFs, the same $\alpha$ has to be chosen for the two modes, that is to say, the performance cannot be better in the case of small time-delay. Some other works, like [10], [18], separately search different $\alpha$ for each mode but at the same time search the uniform stability for both of the zones. This method is conservative and the common LKFs cannot be definitely found. In this paper, different LKFs are applied with a minimum dwell time ensuring the stability.

Not using a common LKF reduces the conservatism as each mode can have a completely different behavior. This reduction allows, in most cases, getting better performances or robustness.

The stability analysis is performed by using different LKFs for different mode. In order to make the LKFs comparable, their structure are chosen as follows:

$$
\begin{align*}
& V_{j}\left(t, x_{t}, \dot{x}_{t}\right)=x^{T}(t) P_{j} x(t) \\
& +\sum_{i=0}^{2} \int_{t-h_{i+1}}^{t-h_{i}} e^{2 \alpha_{j}(s-t)} x^{T}(s) S_{i j} x(s) d s \\
& +\sum_{i=0}^{2}\left(h_{i+1}-h_{i}\right) \int_{-h_{i+1}}^{-h_{i}} \int_{t+\theta}^{t} e^{2 \alpha_{j}(s-t)} \dot{x}^{T}(s) R_{i j} \dot{x}(s) d s d \theta \tag{22}
\end{align*}
$$

where $j$ represents the mode, $V_{1}$ for $\tau_{1} \in\left[h_{1}, h_{2}\right]$ and $V_{2}$ for $\tau_{2} \in\left[h_{2}, h_{3}\right]$.

These LKFs consider the delay over the two zones. Without lack of generality, it can be used to analyze the closed loop when the delay belongs to a specific zone i.e. when the controller is fixed in one mode. Note that if $R_{2}=0, S_{2}=0$ then the previous LKF (3) is recovered for a time-delay in $\tau(t) \in\left[h_{1}, h_{2}\right]$.

In the following parts, delayed switching signals are considered. The minimum dwell time for each mode is calculate to guarantee the global system stability.

## A. QoS adapted performance

As showed in Fig. 1, the system is supposed to switch at the moment of $t_{1}$ and $t_{3}$, but the switching signals can only be detected by the system after the period of time $\left(t_{2}-t_{1}\right)$ and $\left(t_{4}-t_{3}\right)$. Even if the system is stable in the two modes, the delayed signals can make the system unstable (wrong control gain). In order to make the global system stable, the values of the LKFs should be in the decreasing sequence as showed in Fig. 1. The two modes switching system with delayed switching signals can be modeled as four modes, which is showed in Fig. 2. Here the two principle modes $S S_{1}$ and $S S_{2}$ are considered as exponential stable and the stability of the two modes $S U_{1}$ and $S U_{2}$ cannot be proved because of the wrong gains.

$$
\begin{align*}
& \left.\Psi\right|_{\chi=1}=\left[\begin{array}{cccccccc}
\Phi_{11}^{1}-(1-\tau) X & \Phi_{12}^{1} & \tilde{R}_{0}-Y^{T} & Z_{11}^{T} & \left(\tau-h_{1}\right) Y_{1}^{T} & \left(h_{2}-\tau\right) Z_{11}^{T} & Y_{1}^{T}-Z_{1}^{T}+\Phi_{16}^{j} & 0 \\
* & \Phi_{22}^{2} & -Y_{1}^{T} & Z_{21}^{T} & \left(\tau-h_{1}\right) Y_{21}^{T} & \left(h_{2}-\tau\right) Z_{21}^{T} & Y_{21}^{T}-Z_{21}^{T 1}+\Phi_{26}^{2} & 0 \\
* & * & \phi_{3}^{(1)} & 0 & 0 & 0 & 0 \\
* & * & * & \phi_{4}^{(1)} & 0 & 0 & 0 & T_{1} \\
* & * & * & * & \phi_{5}^{(1)} & 0 & 0 & \left(\tau-h_{1}\right) T_{1} \\
* & * & * & * & * & \phi_{6}^{(1)} & 0 & 0 \\
* & * & * & * & * & * & T_{1}+T_{1}^{T} & 0 \\
* & * & * & * & * & * & * & -\left(\tilde{S}_{2}+\tilde{R}_{2}\right)
\end{array}\right]<0,  \tag{13}\\
& \Psi_{11}=\left[\begin{array}{ccccccc}
\Phi_{11}^{1} & \Phi_{12}^{1} & \tilde{R}_{0}-Y_{11}^{T} & Z_{11}^{T} & \left(h_{2}-h_{1}\right) Z_{11}^{T} & Y_{1}^{T}-Z_{11}^{T}+\Phi_{16}^{j} & 0 \\
* & \Phi_{22 \mid \tau \tau h_{1}}^{1} & -Y_{21}^{T} & Z_{21}^{T} & \left(h_{2}-h_{1}\right) Z_{21}^{T} & Y_{21}^{T}-Z_{21}^{T}+\Phi_{26}^{1} & 0 \\
* & * & \phi_{3}^{(1)} & 0 & 0 & -T_{1} & 0 \\
* & * & * & \phi_{4}^{(1)} & 0 & 0 & 0 \\
* & * & * & * & \phi_{6}^{(1)} \mid \tau=h_{1} & 0 & \tilde{R}_{2} \\
* & * & * & * & * & T_{1}+T_{1}^{T} & 0 \\
* & * & * & * & * & * & -\left(\tilde{S}_{2}+\tilde{R}_{2}\right)
\end{array}\right]<0,  \tag{14}\\
& \Psi_{12}=\left[\begin{array}{ccccccc}
\Phi_{11}^{1} & \Phi_{12}^{1} & \tilde{R}_{0}-Y_{11}^{T} & Z_{11}^{T} & \left(h_{2}-h_{1}\right) Y_{1}^{T} & Y_{1}^{T}-Z_{1}^{T}+\Phi_{16}^{j} & 0 \\
* & \Phi_{22}{ }^{1} \mid \tau=h_{2} & -Y_{21}^{T} & Z_{21}^{T} & \left(h_{2}-h_{1}\right) Y_{21}^{T} & Y_{21}^{T}-Z_{21}^{T}+\Phi_{26}^{1} & 0 \\
* & * & \phi_{3}^{(1)} & 0 & 0 & -T_{1} & 0 \\
* & * & * & \phi_{4}^{(1)} & 0 & 0 & 0 \\
* & * & * & * & \phi_{5}^{(1)} \mid \tau=h_{2} & \left(h_{2}-h_{1}\right) T_{1} & 0 \\
* & * & * & * & * & \tilde{R}_{2}+T_{1}^{T} & 0 \\
* & * & * & * & * & * & -\left(\tilde{S}_{2}+\tilde{R}_{2}\right)
\end{array}\right]<0 .  \tag{15}\\
& \left.\Psi\right|_{\chi=0}=\left[\begin{array}{cccccccc}
\Phi_{11}^{2} & \Phi_{12}^{2} & \tilde{R}_{0} & -Y_{12}^{T} & \left(\tau-h_{2}\right) Y_{12}^{T} & \left(h_{3}-\tau\right) Z_{12}^{T} & Y_{12}^{T}-Z_{12}^{T}+\Phi_{16}^{\top} & Z_{12}^{T} \\
* & \Phi_{22}^{2} & 0 & -Y_{22}^{T} & \left(\tau-h_{2}\right) Y_{Y_{22}}^{T} & \left(h_{3}-\tau\right) Z_{22}^{T} & Y_{22}^{T}-Z_{22}^{T}+\Phi_{26}^{T} & Z_{22}^{T} \\
* & * & \phi_{3}^{(2)} & \tilde{R}_{1} & 0 & 0 & 0 & 0 \\
* & * & * & \phi_{4}^{(2)} & 0 & 0 & -T_{2} & 0 \\
* & * & * & * & \phi_{5}^{(2)} & 0 & \left(\tau-h_{2}\right) T_{2} & 0 \\
* & * & * & * & * & \phi_{6}^{(2)} & 0 & 0 \\
* & * & * & * & * & * & -(1-i) Q+T_{2}+T_{2}^{T} & 0 \\
* & * & * & * & * & * & * & -\tilde{S}_{2}
\end{array}\right]<0,  \tag{17}\\
& \Psi_{01}=\left[\begin{array}{ccccccc}
\Phi_{11}^{2} & \Phi_{12}^{2} & \tilde{R}_{0} & -Y_{12}^{T} & \left(h_{3}-h_{2}\right) Z_{12}^{T} & Y_{12}^{T}-Z_{12}^{T}+\Phi_{16}^{j} & Z_{12}^{T} \\
* & \Phi_{22 \mid \tau=h_{2}}^{2} & 0 & -Y_{22}^{T} & \left(h_{3}-h_{2}\right) Z_{22}^{T} & Y_{22}^{T}-Z_{22}^{T}+\Phi_{26}^{1} & Z_{22}^{T} \\
* & * & \phi_{3}^{(2)} & \tilde{R}_{1} & 0 & 0 & 0 \\
* & * & * & \phi_{4}^{(2)} & 0 & -T_{2} & 0 \\
* & * & * & * & \phi_{6}^{(2)}{ }_{\mid \tau=h_{2}} & 0 & 0 \\
* & * & * & * & * & T_{2}+T_{2}^{T} & 0 \\
* & * & * & * & * & * & -\tilde{S}_{2}
\end{array}\right]<0,  \tag{19}\\
& \Psi_{02}=\left[\begin{array}{ccccccc}
\Phi_{11}^{2} & \Phi_{12}^{2} & \tilde{R}_{0} & -Y_{12}^{T} & \left(h_{3}-h_{2}\right) Y_{12}^{T} & Y_{12}^{T}-Z_{12}^{T}+\Phi_{16}^{j} & Z_{12}^{T} \\
* & \Phi_{22}^{2} \mid \tau=h_{3} & 0 & -Y_{22}^{T} & \left(h_{3}-h_{2}\right) Y_{22}^{T} & Y_{22}^{T}-Z_{22}^{T}+\Phi_{26}^{j} & Z_{22}^{T} \\
* & * & \phi_{3}^{(2)} & \tilde{R}_{1} & 0 & 0 & 0 \\
* & * & * & \phi_{4}^{(2)} & 0 & -T_{2} & 0 \\
* & * & * & * & \phi_{5}^{(2)}{ }_{\mid \tau=h_{3}} & \left(h_{3}-h_{2}\right) T_{2} & 0 \\
* & * & * & * & * & T_{2}+T_{2}^{T} & 0 \\
* & * & * & * & * & * & -\tilde{S}_{2}
\end{array}\right]<0 . \tag{20}
\end{align*}
$$

The four switch modes can be modeled as follows:

$$
\begin{aligned}
& S S_{1}: \dot{x}(t)=A x(t)+B K_{1} x\left(t-\tau_{1}(t)\right), t \in\left[t_{0}, t_{1}\right] ; \\
& S U_{1}: \dot{x}(t)=A x(t)+B K_{1} x\left(t-\tau_{2}(t)\right), t \in\left[t_{1}, t_{2}\right] ; \\
& S S_{2}: \dot{x}(t)=A x(t)+B K_{2} x\left(t-\tau_{2}(t)\right), t \in\left[t_{2}, t_{3}\right] ; \\
& S U_{2}: \dot{x}(t)=A x(t)+B K_{2} x\left(t-\tau_{1}(t)\right), t \in\left[t_{3}, t_{4}\right] ;
\end{aligned}
$$

## B. Global stability: minimum dwell time

The minimum dwell time for $S S_{1}$ and $S S_{2}$ has to be calculated to guarantee the decreasing sequence of the values at the switching instants for each stable mode. Decreasing sequence in Fig. 1 implies that there exits a
$\mu$, the smaller positive real such that:

$$
\begin{equation*}
V_{i}\left(t, x_{t}, \dot{x}_{t}\right) \leq \mu V_{j}\left(t, x_{t}, \dot{x}_{t}\right), i, j \in\{1,2\} \tag{24}
\end{equation*}
$$

This is implied by the following conditions:

$$
\begin{align*}
& P_{i} \leq \mu P_{j}, \\
& e^{-2 \alpha_{i} h} S_{k i} \leq \mu e^{-2 \alpha_{j} h} S_{k j}, h \in\left[0, h_{k}\right]  \tag{25}\\
& e^{-2 \alpha_{i} h} R_{k i} \leq \mu e^{-2 \alpha_{j} h} R_{k j}, h \in\left[0, h_{k}\right], \\
& k=0,1,2
\end{align*}
$$

Here we give the analysis for the minimum dwell time calculation of $S S_{2}$, the same method can be applied for the case of $S S_{1}$.


Fig. 1. Minimum dwell time


Fig. 2. Switch among four modes.

So the global stability problem can be solved by completing the following three small ones:
(1) Exponential stabilization for each mode: adapt Theorem 1, applying the bijective transformation to some matrices as showed in [10], the maximum values of $\alpha_{1}$ and $\alpha_{2}$, respectively representing the exponential decrease decay of each mode, can be obtained according to the similar LMIs conditions as (14) and (15) for $j=1$, (19) and (20) for $j=2$, where

$$
\begin{align*}
& \tilde{R}_{i j}=e^{-2 \alpha h_{i+1}} R_{i j}, \tilde{S}_{i j}=e^{-2 \alpha h_{i+1}} S_{i j}, \hat{S}_{i j}=e^{-2 \alpha h_{i}} S_{i j}, \\
& \Phi_{11}^{j}=A P_{2 j}+P_{2 j}^{T} A^{T}+S_{0 j}-e^{-2 \alpha h_{1}} R_{0 j}+2 \alpha_{j} P_{j}, \\
& \Phi_{12}^{j}=P_{j}-P_{2 j}+\varepsilon P_{2 j}^{T} A,(\varepsilon>0), \\
& \Phi_{22}^{j}=-\varepsilon P_{2 j}-\varepsilon P_{2 j}^{T}+\sum_{i=0}^{2}\left(h_{i+1}-h_{i}\right)^{2} R_{i j}, \\
& \Phi_{16}^{j}=B M_{j}, \Phi_{26}^{j}=\varepsilon B M_{j}, \phi_{3}^{(1)}=-\left(\tilde{S}_{0 j}+\tilde{R}_{0 j}-\hat{S}_{1 j}\right), \\
& \phi_{4}^{(1)}=-\left(\tilde{S}_{1 j}+\tilde{R}_{2 j}-\hat{S}_{2 j}\right), \\
& \phi_{5}^{(1)}=-\left(h_{2}-h_{1}\right)\left(\tau-h_{1}\right) \tilde{R}_{1 j}, \\
& \phi_{6}^{(1)}=-\left(h_{2}-h_{1}\right)\left(h_{2}-\tau\right) \tilde{R}_{1 j}, \\
& \phi_{3}^{(2)}=-\left(\tilde{S}_{0 j}+\tilde{R}_{0 j}+\tilde{R}_{1 j}-\hat{S}_{1 j}\right), \\
& \phi_{4}^{(2)}=-\left(\tilde{S}_{1 j}+\tilde{R}_{1 j}-\hat{S}_{2 j}\right) \\
& \phi_{5}^{(2)}=-\left(h_{3}-h_{2}\right)\left(\tau-h_{2}\right) \tilde{R}_{2 j}, \\
& \phi_{6}^{(2)}=-\left(h_{3}-h_{2}\right)\left(h_{3}-\tau\right) \tilde{R}_{2 j} . \tag{26}
\end{align*}
$$

Then, the two gains can be calculated as $K_{j}=M_{j} P_{2 j}^{-1}$.
(2) Calculation of the smaller positive $\mu$ according to the equation (24) and (25).
(3) Exponential decay for the mode $S U_{1}$ : Apply Theorem 1 for the mode $S U_{1}$ with time-delay $\tau_{2}(t) \in\left[h_{2}, h_{3}\right]$,
with $K_{1}$ calculated from the step (1). Here, the timedelay of switching signal is supposed to be constant, then, the exponential value $\alpha_{1}^{\prime}$ can be calculated. If this mode is unstable, the value of $\alpha_{1}^{\prime}$ is negative, which will be taken into account in the calculation of the minimum dwell time for $S S_{2}$.

Notice that:

$$
\begin{align*}
V_{2}\left(t_{2}, x_{t_{2}}, \dot{x}_{t_{2}}\right) & \leq \mu V_{1}\left(t_{2}, x_{t_{2}}, \dot{t}_{t_{2}}\right) \\
& \leq \mu e^{-2 \alpha_{1}^{\prime}\left(t_{2}-t_{1}\right)} V_{1}\left(t_{1}, x_{t_{1}}, \dot{x}_{t_{1}}\right) \\
& \leq \mu e^{-2 \alpha_{1}^{\prime}\left(t_{2}-t_{1}\right)-2 \alpha_{1}\left(t_{1}-t_{0}\right)} V_{1}\left(t_{0}, x_{t_{0}}, \dot{x}_{t_{0}}\right) \tag{27}
\end{align*}
$$

$\mu e^{-2 \alpha_{1}^{\prime}\left(t_{2}-t_{1}\right)-2 \alpha_{1}\left(t_{1}-t_{0}\right)} \leq 1$ is sufficient to prove the switching stability from $S S_{1}$ to $S S_{2}$ showed in Fig. 23, so the minimum dwell time for $S S_{1}$ is:

$$
\begin{equation*}
t_{1}-t_{0}=\frac{\ln (\mu)-2 \alpha_{1}^{\prime}\left(t_{2}-t_{1}\right)}{2 \alpha_{1}} \tag{28}
\end{equation*}
$$

The minimum dwell time for $S S_{2}$ can be calculated in the same way and the value is:

$$
\begin{equation*}
t_{3}-t_{2}=\frac{\ln (\mu)-2 \alpha_{2}^{\prime}\left(t_{4}-t_{3}\right)}{2 \alpha_{2}} \tag{29}
\end{equation*}
$$

## V. Example

The model of a linear system is showed in equation (30).

$$
\dot{x}(t)=\left[\begin{array}{cc}
0 & 1  \tag{30}\\
0 & -10
\end{array}\right] x(t)+\left[\begin{array}{c}
0 \\
0.024
\end{array}\right] u(t-\tau(t))
$$

Consider a linear state feedback controller, i.e., no switch is concerned. Applying the same LKF as equation (3) with $S_{2}=0, R_{2}=0$ and $\tau(t) \in[0.01,0.4]$, the maximum exponential decay value of $\alpha$ is obtained as 0.88 . While, considering two intervals of delay with [ $0.01,0.05$ [ and $[0.05,0.4]$, we can get better performance. It means that the control gain switches when the delay crosses the value of 0.05 sec . According to the approach in this paper, the decay rate ensuring the exponential stability in every modes are: $\alpha_{1}=1.1$, $\alpha_{2}=0.89$ and the maximum exponential values for $S U_{1}$ and $S U_{2}$ respectively are: $\alpha_{1}^{\prime}=-2.35, \alpha_{2}^{\prime}=1.1$. That is to say, the mode $S U_{1}$ is unstable.

The gains $K_{i}(i=1,2)$ and $\mu$ are:

$$
\left[\begin{array}{l}
K_{1}  \tag{31}\\
K_{2}
\end{array}\right]=\left[\begin{array}{cc}
-1639 & -164 \\
-742 & -74
\end{array}\right], \mu=1.4
$$

Considering the delay of the switching signal is 0.1 sec, so the minimum dwell time for staying in the mode $S S_{1}$ before switching to the mode $S S_{2}$ can be achieved as 0.35 sec and the one for stay in the mode of $S S_{2}$ is 0.06 sec . In Fig. 3, when the condition of minimum dwell time is satisfied, the global stability is guaranteed.

As we can find in the equations (28) and (29), the values of dwell time depend on the value of the exponential decay, so we have to make a tradeoff between


Fig. 3. Solution of (30) for $\tau(t)=0.19 \sin (1.5 t)+0.21$.


Fig. 4. Solution of (30) for $\tau(t)$, a pulse signal.
the bigger value of $\alpha$ and the smaller dwell time. For example, we can get $\alpha_{1}=3.8$ but with the dwell time for $S S_{2}$ equals 1.15 sec . Fig. 4 shows that when the dwell time in the mode $S S_{2}$ is not sufficient, the system may become unstable.

These new conditions can be also used to enlarge the interval of admissible delays. For example, considering a linear state feedback controller i.e. without QoS adaptation, the linear model (30) can be stabilized for delays in $[0.01,1.26]$ (largest interval possible). By considering the delay intervals $[0.01,1.2]$ and $[1.2,2]$ one can find a switching controller with a decay rate of $\alpha=0.1$ and a minimum dwell time of 3.38 .

## VI. Conclusion

In this paper, the stabilization was mainly focused on the switched time-delay system with the delayed switching signal. Exponential stability is obtained for the principle switching modes, and global stability is considered by taking into account the period when the switching signal has not yet been detected. The result can be adapted to verify the stability of more general switched time-delay systems with temporary uncertain switching signals. In addition, it can be also applied to packet loss problems in the case of networked control systems, where the loss of packets cannot be detected immediately by the system.
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