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This is the full version of the extended abstra
t whi
h appears inAdvan
es in Cryptology � Pro
eedings of Euro
rypt '09 (26 � 30 april 2009, Cologne, Germany)A. Joux Ed., Springer-Verlag, LNCS 5479, pages 572�589.Optimal Randomness Extra
tion from a Di�e-Hellman ElementCéline Chevalier, Pierre-Alain Fouque, David Point
heval, andSébastien ZimmerÉ
ole Normale Supérieure, CNRS-INRIA, Paris, Fran
e
{Celine.Chevalier,Pierre-Alain.Fouque,David.Point
heval,Sebastien.Zimmer}�ens.frAbstra
t. In this paper, we study a quite simple deterministi
 randomness extra
tor from random Di�e-Hellman elements de�ned over a prime order multipli
ative subgroup G of a �nite �eld Zp (the trun
ation),and over a group of points of an ellipti
 
urve (the trun
ation of the abs
issa). Informally speaking, weshow that the least signi�
ant bits of a random element in G ⊂ Z

∗

p or of the abs
issa of a random pointin E(Fp) are indistinguishable from a uniform bit-string. Su
h an operation is quite e�
ient, and is a goodrandomness extra
tor, sin
e we show that it 
an extra
t nearly the same number of bits as the LeftoverHash Lemma 
an do for most Ellipti
 Curve parameters and for large subgroups of �nite �elds. To this aim,we develop a new te
hnique to bound exponential sums that allows us to double the number of extra
tedbits 
ompared with previous known results proposed at ICALP'06 by Fouque et al. It 
an also be used toimprove previous bounds proposed by Canetti et al.One of the main appli
ation of this extra
tor is to mathemati
ally prove an assumption proposed at Crypto'07 and used in the se
urity proof of the Ellipti
 Curve Pseudo Random Generator proposed by the NIST.The se
ond most obvious appli
ation is to perform e�
ient key derivation given Di�e-Hellman elements.1 Introdu
tionSin
e Di�e and Hellman's seminal paper [10℄, many 
ryptographi
 s
hemes are based on the Di�e-Hellman te
hnique: key ex
hange proto
ols [10℄ of 
ourse, but also en
ryption s
hemes, su
h as ElGa-mal [12℄ and Cramer-Shoup [9℄ ones, or pseudo-random generators, as the Naor-Reingold PRNG [23℄.More pre
isely, the se
urity of these s
hemes relies on the De
isional Di�e-Hellman assumption (DDH) [4℄,whi
h means that there is no e�
ient algorithm that 
an distinguish the two distributions in G3,
(ga, gb, gab) and (ga, gb, gc), where a, b and c are 
hosen at random in J1, qK, and G = 〈g〉 is a 
y
li
group, generated by g of prime order q. For many of the s
hemes whose se
urity is based on the DDHassumption, the DH element is used as a shared random element of G. However, a perfe
tly randomelement of G is not a perfe
tly random bit string and sometimes, as in key derivation for example, it
an be useful to derive a uniform bit string whi
h 
ould be used as a symmetri
 key. Therefore, fromthis random element of G, one has to �nd a way to generate a random bit string.1.1 Related WorkOne 
lassi
al solution to derive a random-looking bit-string from the DH element is to use a hashfun
tion. One indeed gets a uniform bit-string, but in the random ora
le model [2℄.Another solution, se
ure in the standard model, is to use a randomness extra
tor, su
h as the onewhi
h has been proposed by Gennaro et al. in [15℄. But one �rst needs to have some entropy in theDH element, whereas gab is totally determined by ga and gb. This entropy is 
omputationally inje
tedusing a 
omputational assumption, as the CDH and DDH assumptions.The CDH assumption, whi
h states that gab is di�
ult to 
ompute from ga and gb, implies thatseveral bits of gab are not known from the adversary. Therefore, from the adversary point of view, thereis some randomness in it. So one solution is to prove the hardness of predi
ting the least signi�
antbits of a DH element. This 
omes from the hard
ore bit theory, where one tries to provide a redu
tionbetween an algorithm that predi
ts the least signi�
ant bits of the DH element to the re
overy of thewhole DH element: predi
ting these bits is thus as hard as solving the CDH problem. However, usually,only a small number of bits 
an be proved to be random-looking, given ga and gb [6, 5, 20℄.This entropy 
an also be 
omputationally 
reated using the DDH assumption, whi
h says that wehave log2(q) bits of entropy in the DH element, but one does not know where exa
tly: one 
annot
© IACR 2009.



extra
t them dire
tly out of the representation of the element in G. This is the goal of a random-ness extra
tor. The Leftover Hash Lemma [17, 15℄ is the most famous randomness extra
tor. It is aprobabilisti
 randomness extra
tor that 
an extra
t entropy for any random sour
e whi
h has su�-
ient min-entropy. The main drawba
k with the Leftover Hash Lemma is that it requires the use ofpairwise independent hash fun
tions, whi
h are not used in pra
ti
e, and extra perfe
t randomness.A 
omputational version of this Leftover Hash Lemma, has also been proposed and analysed in [14℄,version whi
h has the advantage of using pseudorandom fun
tions for randomness extra
tion and notpairwise independent hash fun
tions. However, it still requires the use of extra perfe
t randomness.The two previous solutions are generi
: it 
ould be interesting to �nd a deterministi
 solution dedi
atedto the randomness extra
tion from a random element in G, sin
e it would prevent the use of extrarandomness.De�nitely, the most interesting solution in this vein is to keep the least signi�
ant bits of the DHelement and hope that the resulting bit-string is uniform, as it is proposed in many papers [6, 5, 20℄.Trun
ation, as studied above and in this paper, is quite simple and deterministi
, whi
h is of highinterest from a pra
ti
al point of view, even if it is spe
i�
 to DH distributions.A �rst step in this dire
tion was the analysis of Canetti et al. [8℄ whi
h basi
ally shows that the
on
atenation of the least signi�
ant bits of ga, gb and gab is 
lose to the uniform distribution. This resultwas a
hieved using exponential sums te
hniques. However, Boneh [4℄ noted: �This is quite interestingalthough it does not seem to apply to the se
urity analysis of existing proto
ols. In most proto
ols, theadversary learns all of ga and gb.� This result is statisti
al and no 
ryptographi
 assumption is required,sin
e some bits of a and b are free, when the view of the adversary is limited to some part of ga and
gb. There is no 
han
e to extend this result to our problem, sin
e, as already noted, given the entirerepresentation of ga and gb, there is no randomness at all in gab. However, under the DDH assumption,some entropy appears in the DH element, and so, one 
an expe
t to extra
t it into a bit-string thatwill be 
lose to the uniform distribution, in a statisti
al sense.At ICALP'06, Fouque et al. [13℄ use this idea and show that under the DDH assumption, theleast signi�
ant bits of gab are nearly uniformly distributed, given ga and gb, if the group G is a largeenough multipli
ative subgroup (of prime order q) of a �nite �eld (let say Zp), that is, q is not toosmall 
ompared to p. The large q is the main drawba
k sin
e q needs to be at least half the size of
p, whi
h makes the 
ryptographi
 proto
ol quite ine�
ient. To prove this result, the authors upperbound the statisti
al distan
e, evaluating dire
tly the L1 norm, using exponential sums.Sin
e ellipti
 
urves 
ryptography uses large subgroup in pra
ti
e, the same result for ellipti
 
urve
ould be of pra
ti
al interest. Gürel [16℄ studied the 
ase of ellipti
 
urves over quadrati
 extensionsof a �nite �eld, with a large fra
tion of bits, and over a prime �nite �eld, but with similar limitationsas above in the number of extra
ted bits. He also upper bounds dire
tly the statisti
al distan
e byevaluating the L1 norm, but using a sum of Legendre 
hara
ters. His te
hnique only uses the Legendre
hara
ter, whi
h is not enough in the 
ase of Zp. Consequently, the te
hnique of the authors of [13℄needed to sum on all 
hara
ters.1.2 Our ResultsIn this paper, we show that the following distributions are 
omputationally indistinguishable

(aP, bP,Uk) ≈C (aP, bP, lsbk(x(abP ))),where Uk is the uniform distribution on k-bit strings, lsbk() is the fun
tion whi
h trun
ates the k leastsigni�
ant bits of a bit-string and x() is the abs
issa fun
tion of points on an ellipti
 
urve.Under the DDH assumption, we know that (aP, bP, abP ) ≈C (aP, bP, cP ) for random s
alars
a, b, c ∈ J1, qK, in the group G, generated by P of prime order q. Then, we prove, without any 
rypto-graphi
 or mathemati
al assumption, that

(aP, bP,Uk) ≈S (aP, bP, lsbk(x(cP )))2



in a statisti
al sense.A
tually, we �rst show this result for prime order multipli
ative subgroups of �nite �elds. Thisresult extends those of Canetti et al. and of Fouque et al. sin
e we are able to extra
t twi
e the numberof bits as before. This new result is a
hieved by introdu
ing a new te
hnique to bound the statisti
aldistan
e. Whereas previous te
hniques dire
tly tried to bound the L1 norm, while it is hard to 
ope withthe absolute value, we upper-bound the Eu
lidean L2 norm, whi
h is mu
h easier sin
e only squaresare involved. Finally, we are also able, in some 
ases, to improve our result using 
lassi
al te
hniqueson exponential sums. Then, the number of extra
ted bits 
an be made quite 
lose to the number thatthe Leftover hash lemma 
an extra
t.However, sin
e the result still applies to large subgroups only, we extend it to Ellipti
 Curve groups.In general, the 
o-fa
tor of EC groups is small: less than 8, and even equal to one for the NIST 
urves,over prime �elds. We thus a
hieve our above-mentioned result using more involved te
hniques onexponential sums over fun
tions de�ned on the points of the ellipti
 
urve. More pre
isely, we 
anshow that the 82 (resp. 214 and 346) least signi�
ant bits of the abs
issa of a DH element of the NIST
urves over prime �elds of 256 (resp. 384 and 521) bits are indistinguishable from a random bit-string.They 
an thus be dire
tly used as a symmetri
 key. To 
ompare with Gürel's result in [16℄, for anellipti
 
urve de�ned over a prime �eld of 200 bits, Gürel extra
ts 50 bits with a statisti
al distan
eof 2−42, while with the same distan
e, we 
an extra
t 102 bits. Note that Gürel's proof was easier tounderstand, but we did not manage to evaluate the L2 norm of Legendre 
hara
ter sums and generalizehis proof.One main pra
ti
al 
onsequen
e of the result for ellipti
 
urve is that, we 
an avoid the Trun
atedPoint Problem (TPP) assumption used in the se
urity proof of the NIST Ellipti
 Curve Dual RandomBit Generator (DRBG) [7, 24℄.1.3 Organization of the paperIn Se
tion 2, we review some notations and the de�nition of a deterministi
 randomness extra
tor aswell as some results on the Leftover Hash Lemma. Then, in Se
tion 3, we improve the results of Canettiet al. and of Fouque et al. using a new te
hnique to bound exponential sums, using the Eu
lidean norm.In this se
tion, we also improve the bound in some 
ases. Next, in Se
tion 4, we prove the same kindof result for the group of points of an ellipti
 
urve. Finally, in Se
tion 5, we show some appli
ationsof our proofs to the se
urity of the NIST EC DRBG [7, 24℄ and the key derivation from a DH element.2 NotationsFirst, we introdu
e the notions used in randomness extra
tion. In the following, a sour
e of randomnessis viewed as a probability distribution.2.1 Measures of RandomnessTo measure the randomness existing in a random variable, we use two di�erent measures: the minentropy and the 
ollision entropy. The min entropy measures the di�
ulty that an adversary has toguess the value of the random variable, whereas the 
ollision entropy measures the probability for twoelements drawn a

ording this distrubtion to 
ollide. In this paper, the 
ollision entropy is used as anintermediate tool to establish results, whi
h are then reformulated using min entropy.De�nition 1 (Min Entropy). Let X be a random variable with values in a �nite set X . The guessingprobability of X, denoted by γ(X), is the probability maxx∈X (Pr[X = x]). The min entropy of X is:
H∞(X) = − log2(γ(X)). 3



For example, when X is drawn from the uniform distribution on a set of size N , the min-entropy is
log2(N).De�nition 2 (Collision Entropy). Let X and X ′ be two random independent and identi
ally dis-tributed variables with values in a �nite set X . The 
ollision probability of X, denoted by Col(X) is theprobability Pr[X = X ′] =

∑

x∈X Pr[X = x]2. The 
ollision entropy of X is: H2(X) = − log2(Col(X)).The 
ollision entropy is also 
alled the Renyi entropy. There exists an easy relation between 
ollisionand min entropies: H∞(X) ≤ H2(X) ≤ 2 · H∞(X). To 
ompare two random variables we use the
lassi
al statisti
al distan
e:De�nition 3 (Statisti
al Distan
e). Let X and Y be two random variables with values in a �niteset X . The statisti
al distan
e between X and Y is the value of the following expression:
SD(X,Y ) =

1

2

∑

x∈X

|Pr[X = x] − Pr[Y = x]| .We denote by Uk a random variable uniformly distributed over {0, 1}k . We say that a random variable
X with values in {0, 1}k is δ-uniform if the statisti
al distan
e between X and Uk is upper-boundedby δ.Lemma 4. Let X be a random variable with values in a set X of size |X | and ε = SD(X,UX ) thestatisti
al distan
e between X and UX , the uniformly distributed variable over X . We have:

Col(X) ≥ 1 + 4ε2

|X | . (1)Proof. This lemma, whose result is very useful in this work, is proved in Appendix A.2.2 From Min Entropy to δ-UniformityThe most 
ommon method to obtain a δ-uniform sour
e is to extra
t randomness from high-entropybit-string sour
es, using a so-
alled randomness extra
tor. Presumably, the most famous randomnessextra
tor is provided by the Leftover Hash Lemma [17, 19℄, whi
h requires the use of universal hashfun
tion families.De�nition 5 (Universal Hash Fun
tion Family). A universal hash fun
tion family (hi)i∈{0,1}dwith hi : {0, 1}n → {0, 1}k , for i ∈ {0, 1}d, is a family of fun
tions su
h that, for every x 6= y in {0, 1}n,
Pri∈{0,1}d [hi(x) = hi(y)] ≤ 1/2k.Let (hi)i∈{0,1}d be a universal hash fun
tion family, let i denote a random variable with uniformdistribution over {0, 1}d, let Uk denote a random variable uniformly distributed in {0, 1}k , and let Xdenote a random variable taking values in {0, 1}n, with i and X mutually independent and with Xmin entropy greater than m, that is H∞(X) ≥ m. The Leftover Hash Lemma (whi
h proof 
an befound in [25℄) states that SD(〈i, hi(X)〉, 〈i, Uk〉) ≤ 2(k−m)/2−1.In other words, if one wants to extra
t entropy from the random variable X, one generates auniformly distributed random variable i and 
omputes hi(X). The Leftover Hash Lemma guarantees a
2−e se
urity, if one imposes that

k ≤ m − 2e + 2. (2)The Leftover Hash Lemma extra
ts nearly all of the entropy available whatever the randomness sour
esare, but it needs to invest few additional truly random bits. To over
ome this problem, it was proposedto use deterministi
 fun
tions. They do not need extra random bits, but only exist for some spe
i�
randomness sour
es. 4



De�nition 6 (Deterministi
 Extra
tor). Let f be a fun
tion from {0, 1}n into {0, 1}k . Let X bea random variable taking values in {0, 1}n and let Uk denote a random variable uniformly distributedin {0, 1}k , where Uk and X are independent. We say that f is an (X, ε)-deterministi
 extra
tor if:
SD (f(X), Uk) < ε.2.3 Chara
ters on Abelian GroupsWe re
all a standard lemma for 
hara
ter groups of Abelian groups.Lemma 7. Let H be an Abelian group and Ĥ = Hom(H, C∗) its dual group. Then, for any element χof Ĥ, the following holds, where χ0 is the trivial 
hara
ter:

1

|H|
∑

h∈H

χ(h) =

{

1 if χ = χ0

0 if χ 6= χ0In the following, we denote by ep the 
hara
ter su
h that for all x ∈ Fp, ep(x) = e
2iπx

p ∈ C
∗.2.4 Ellipti
 CurvesLet p be a prime and E be an ellipti
 
urve over Fp given by the Weierstrass equation

y2 + (a1x + a3) · y = x3 + a2x
2 + a4x + a6.We denote by E(Fp) the group of elements of E over Fp and by Fp(E) the fun
tion �eld of the 
urve E ,de�ned as the �eld of fra
tions over the points of E : Fp(E) = Fp[X,Y ]/E(Fp). It is generated by thefun
tions x and y, satisfying the Weierstrass equation of E , and su
h that P = (x(P ), y(P )) for ea
h

P ∈ E(Fp) \ {O}. Let fa ∈ Fp(E) be the appli
ation fa = a · x where a ∈ Z
∗
p. If f ∈ Fp(E), we denoteby deg(f) its degree, that is t

∑

i=1
ni deg(Pi) if t

∑

i=1
niPi is the divisor of poles of f . Finally, we denoteby Ω = Hom(E(Fp), C

∗) the group of 
hara
ters on E(Fp), and by ω0 the trivial 
hara
ter (su
h that
ω0(P ) = 1 for ea
h P ).3 Randomness Extra
tion in Finite FieldsIn this se
tion, we �rst extends results from Fouque et al. [13℄, in order to extra
t bits from randomelements in a multipli
ative subgroup of a �nite �eld. Then, we use the same te
hniques to improvethe result of Canetti et al. [8℄.3.1 Randomness Extra
tionWe study now the randomness extra
tor whi
h 
onsists in keeping the least signi�
ant bits of a randomelement from a subgroup G of Z

∗
p. The proof te
hnique presented here allows us to extra
t twi
e thenumber of bits extra
ted by Fouque et al.. In the parti
ular 
ase when q ≥ p3/4, where q is the 
ardinalof G, we prove an even better result: one 
an extra
t as many bits as with the Leftover Hash Lemma.This means that, in the 
ase when q ≥ p3/4, our extra
tor is as good as the Leftover Hash Lemma, but
omputationally more e�
ient and easiest to use in proto
ols, sin
e it does not require extra perfe
tpubli
 randomness.In the original paper, Fouque et al. upper bound dire
tly the statisti
al distan
e between theextra
ted bits and the uniform distribution, using exponential sums. We still use them, but proposeto apply exponential sum te
hnique to upper bound the 
ollision probability of the extra
ted bits.5



The Cau
hy-S
hwartz inequality allows to relate statisti
al distan
e and 
ollision probability and to
on
lude. Sin
e the distribution of extra
ted bits is very 
lose to the uniform distribution, the Cau
hy-S
hwartz inequality is very tight. That is the reason why we do not lose mu
h with our roundaboutway. On the 
ontrary, we are able to �nd a good upper bound of 
ollision resistan
e, and thus theglobal upper bound is improved.The result in the 
ase when q ≥ p3/4 is elaborated on the same basi
 idea but requires moreelaborated te
hniques on exponential sums to be established.Theorem 8. Let p be a n-bit prime, G a subgroup of Z
∗
p of 
ardinal q (we denote ℓ = log2(q) ∈ R),

UG a random variable uniformly distributed in G and k a positive integer. We have:
SD(lsbk (UG) , Uk) ≤















23n/4−ℓ−1 + 2(k−ℓ)/2
(if p3/4 ≤ q

)

2(k+n+log2 n)/2−ℓ
(if (2−8p)2/3 ≤ q ≤ p3/4

)

2(k+n/2+log2 n+4)/2−5ℓ/8
(if p1/2 ≤ q ≤ (2−8p)2/3

)

2(k+n/4+log2 n+4)/2−3ℓ/8
(if (216p)1/3 ≤ q ≤ p1/2

)

.We remind that these inequalities are non trivial only if they are smaller than 1.Proof. We give here a sket
h of proof of the theorem, the 
omplete proofs are in Appendix C for thelast three inequalities and in Appendix D for the �rst inequality.Let us de�ne K = 2k, u0 = msbn−k (p − 1). Let denote by ep the following 
hara
ter of Zp: forall y ∈ Zp, ep(y) = e
2iπy

p ∈ C
∗. The 
hara
ter ep is an homomorphism from (Zp,+) in (C∗, ·). For all

a ∈ Z
∗
p, let also introdu
e the following notation:

S(a,G) =
∑

x∈G

ep(ax).The two main interests of exponential sums is that they allow to 
onstru
t some 
hara
teristi
fun
tions and that in some 
ases we know good upper bounds for them. Thanks to these 
ara
teristi
fun
tions one 
an evaluate the size of 
ertain sets and, manipulating sums, one 
an upper bound thesize of these sets.In our 
ase, we 
onstru
t 1(x, y, u) = 1
p × ∑p−1

a=0 ep(a(gx − gy − Ku)), where 1(x, y, u) is the
hara
teristi
 fun
tion whi
h is equal to 1 if gx − gy = Ku mod p and 0 otherwise. Therefore, we 
anevaluate Col(lsbk (UG)) where UG is uniformly distributed in G:
Col(lsbk (UG)) =

1

q2
×
∣

∣

∣
{(x, y) ∈ J0, q − 1K2 | ∃u ≤ u0, gx − gy = Ku mod p}

∣

∣

∣

=
1

q2p
×

q−1
∑

x=0

q−1
∑

y=0

u0
∑

u=0

p−1
∑

a=0

ep(a(gx − gy − Ku)).Then we manipulate the sums, separate some terms (a = 0) and obtain:
Col(lsbk (UG)) =

u0 + 1

p
+

1

q2p

p−1
∑

a=1

|S(a,G)|2
(

u0
∑

u=0

ep(−aKu)

)

. (3)The last three bounds. From this point, the proof of the last three inequations is di�erent from theproof of the �rst inequation. First, we give here the sket
h of proof of the last three inequations of thetheorem (we remind that the 
omplete proof is given in Appendix C).In Equation (3) we inje
t the absolute value, introdu
e M = maxa(|S(a,G)|), make 
lassi
al ma-nipulations and obtain:
Col(lsbk (UG)) ≤ u0 + 1

p
+

M2 log2(p)

q2
.6



We now use the Lemma 4 whi
h gives a relation between the statisti
al distan
e ε of lsbk (X) with theuniform distribution and the 
ollision probability: Col(lsbk (UG)) ≥ 1+4ε2

2k . The previous upper bound,
ombined with some manipulations, gives:
2ε ≤

√

2k · Col(lsbk (UG)) − 1 ≤
√

2k

p
+

2k/2M log
1/2
2 (p)

q
. (4)We 
on
lude the theorem using the following upper bounds for M :

M ≤







p1/2
(interesting if p2/3 ≤ q

)

4p1/4q3/8
(interesting if p1/2 ≤ q ≤ p2/3

)

4p1/8q5/8
(interesting if 216/3p1/3 ≤ q ≤ p1/2

)

.The �rst bound above is the famous Polya-Vinogradov bound that we re
all in Theorem 9 (its proof isreminded in Appendix B). The other bounds are from [22, 18℄. The last third bounds of the theorem
an be easily dedu
ed.Theorem 9 (Polya-Vinogradov inequality). Let p be a prime number, G a subgroup of (Z∗
p, ·).For all a ∈ Z

∗
p, we have:

∣

∣

∣

∣

∣

∑

x∈G

ep(ax)

∣

∣

∣

∣

∣

≤ √
p.The �rst bound. We give now a sket
h of proof of the �rst inequality, a pre
ise proof is given inAppendix D. For that, we use a bit more elaborated results than previously: for all 
oset ω ∈ Z

∗
p/G,and for all two representatives a and a′ of the 
oset ω, we have S(a,G) = S(a′, G). Therefore we 
annaturally de�ne S(ω,G).To establish the �rst inequality, we use Equation (3) and manipulating sums we establish that:

Col(lsbk (UG)) =
u0 + 1

p
+

1

q2p

∑

ω∈Z∗

p/G

|S(ω,G)|2
u0
∑

u=0

S(−ωKu,G).Then we use the Polya-Vinogradov inequality 
ombined with the inequality ∑ω∈Z∗

p/G |S(ω,G)|2 ≤ p(the proof of this result is reminded in Appendix B) and show that:
Col(lsbk (UG)) ≤ u0 + 1

p
+

u0
√

p + q

q2
.Finally, we �nish, as for previous inequalities, using that Col(lsbk (UG)) ≥ 1+4ε2

2k , and obtain:
2ε ≤ 2(k−n+1)/2 + 23n/4−ℓ + 2(k−ℓ)/2.Sin
e ℓ ≤ n − 1, this gives the expe
ted bound. ⊓⊔Sin
e the min entropy of UG, as an element of Z

∗
p but uniformly distributed in G, equals ℓ =

log2(|G|) = log2(q), the previous proposition leads to:Corollary 10. Let e be a positive integer and let us suppose that one of these inequations is true:
k ≤















ℓ − (2e + 2) and 2e · p3/4 ≤ q

2ℓ − (n + 2e + log2(n)) and (2−8 · p)2/3 ≤ q ≤ 2e · p3/4

5ℓ/4 − (n/2 + 2e + log2(n) + 4) and p1/2 ≤ q ≤ (2−8 · p)2/3

3ℓ/4 − (n/4 + 2e + log2(n) + 4) and (216 · p)1/3 ≤ q ≤ p1/2.In this 
ase, the appli
ation Extk is an (UG, 2−e)-deterministi
 extra
tor.7
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 Size of GFig. 1. This is the number of bits extra
ted a

ording to the group size, for n = 1024 and e = 80. The long dash linerepresents Fouque et al. [13℄ result, the plain line is our results. Note the jump for q = p3/4. The short dash line representsour result without parti
ular improvement in the 
ase q ≥ p3/4.This means that if one wants a 2−e se
urity, and if (2−8 · p)2/3 ≤ q ≤ 2e · p3/4, one 
an extra
t k bitswith k ≤ 2(ℓ − (n/2 + e + log2 n/2)).In most pra
ti
al 
ases, the se
ond bound is the most appropriate. However, sometimes it is oneof the others. For example, with n = 1024, ℓ = 600 and e = 80, the se
ond bound says that we 
anextra
t 6 bits. Using the third bound given in the theorem above we 
an a
tually extra
t 64 bits.If one wants to extra
t a 256-bit string, for the same values of n and e, one needs a group ofsize greater than 2756. The �gure 1 presents our upper bounds and also the original upper bounds ofFouque et al. [13℄, in the 
ase when n = 1024 and e = 80.3.2 Trun
ated InputsOur above result proves that given ga and gb, the least signi�
ant bits of gab are globally indistinguish-able from a random bit-string, under the De
isional Di�e-Hellman problem.But our te
hnique 
an be applied to other results whi
h upper-bound statisti
al distan
es using
hara
ter sums. One of them is the result of Canetti et al. [8℄, whi
h studies some statisti
al propertiesof Di�e-Hellman distribution. They show that if one takes a proportion of the least signi�
ant bitsof gx, gy, gxy, then one obtains a distribution whose statisti
al distan
e from uniform is exponentiallysmall. Basi
ally, it shows that given the least signi�
ant bits of ga and gb, the least signi�
ant bits of
gab are globally indistinguishable from a random bit-string, without any 
omputational assumption.More pre
isely, if k1, k2, k3 are three integers and U1, U2, U3 three independent random variablesuniformly distributed in respe
tively {0, 1}k1 , {0, 1}k2 , {0, 1}k3 , then, using the notations as in previoussubse
tion, their Theorem 9 inequality, 
an be restated as follows:

SD ((lsbk1
(gx) , lsbk2

(gy) , lsbk3
(gxy)) , (U1, U2, U3)) ≪

2k1+k2+k3p1/4 log
1/3
2 (p)

q1/3
.Using our te
hniques, we 
an prove a better upper-bound:Theorem 11. Let p be a prime, G a subgroup of Z

∗
p of 
ardinal q and X,Y two independent ran-dom variables uniformly distributed in {1, . . . , q}. If k1, k2, k3 are three integers and U1, U2, U3 three8



independent random variables uniformly distributed in respe
tively {0, 1}k1 , {0, 1}k2 , {0, 1}k3 , then wehave:
SD ((lsbk1

(gx) , lsbk2
(gy) , lsbk3

(gxy)) , (U1, U2, U3)) ≪
2

k1+k2+k3
2 p1/4 log

1/3
2 (p)

q1/3
.Proof (Sket
h of the proof.).First, �nd an upper bound for the 
ollision entropy Col (lsbk1

(gx) , lsbk2
(gy) , lsbk3

(gxy)) using expo-nential sum te
hniques and the inequality of Theorem 8 of [8℄. Con
lude with Lemma 4. ⊓⊔4 Randomness Extra
tion in Ellipti
 CurvesWe now show how the randomness extra
tor studied in the previous se
tion, whi
h 
onsisted in keepingthe least signi�
ant bits of a random element from a subgroup G of Z
∗
p, 
an be extended to anotherstru
ture, that is the group of elements of an ellipti
 
urve. The main idea is to evaluate the element�M � of the proof of Theorem 8, whi
h is the upper bound of S(a,G) as de�ned in the previous se
tion.4.1 A bound for S(a, G)If G is a subgroup of E(Fp), f ∈ Fp(E) and ω ∈ Ω, we de�ne

S(ω, f,G) =
∑

P∈G
ω(P )ep(f(P )).In parti
ular, sin
e ep ∈ Ω,

S(a,G) = S(ω0, fa, G) =
∑

P∈G
ep(fa(P )).The obje
tive of this se
tion is to show the following result:Theorem 12. Let E be an ellipti
 
urve over Fp and f ∈ Fp(E). Then,

S(ω, f, E(Fp)) ≤ 2 deg(f)
√

p.As a 
onsequen
e, if a ∈ Z
∗, S(a, E(Fp)) ≤ 4

√
p.More spe
i�
ally, in the 
ase where the 
o-fa
tor is not equal to 1, we are interested in its 
orollary.Note that in the 
ase of Fp, all the 
urves re
ommended by the NIST have 
o-fa
tor equal to 1. Theproof of this 
orollary 
an be found in Appendix E.Corollary 13. Let E be an ellipti
 
urve over Fp, a ∈ Z

∗ and G a subgroup of E(Fp). Then,
S(ω, f,G) ≤ 2 deg(f)

√
p and S(a,G) ≤ 4

√
p.Proof (of Theorem 12). For sake of simpli
ity, we only show the 
ase where ω = ω0 in order to useeasier notations. We follow the proof of Bombieri in [3℄ and Kohel and Shparlinski in [21℄, by �rst
onsidering Sm(f, E(Fp)) = S(σ ◦ f,E(Fpm)) where σ is the tra
e from Fpm to Fp. Note that for ourneeds, the interesting sum 
orresponds to m = 1.This sum 
omes from the 
hara
ter ep ◦ f , whi
h de�nes an Artin-S
hreier extension (informally,an extension of degree p) of the fun
tion �eld Fp(E), and then an Artin-S
hreier 
overing of E(Fp).An easy way to evaluate this sum is to 
onsider the L-fun
tion related to this Artin-S
hreier 
overing.

L-fun
tions are a standard means to assemble several elements in a unique obje
t (a series), in thesame manner as a generating power series, see for example [26, 
hap. 14℄. Bombieri shows that this
L-fun
tion is de�ned as follows, for t ∈ C su
h that |t| < q−1:9



L(t, f, E(Fp)) = exp

(

+∞
∑

m=1
S(f, E(Fp))t

m/m

)

.By the Artin 
onje
ture, whi
h proof was given by Weil in [27℄ (see Appendix E), this fun
tion is apolynomial of degree D = deg(f). Denote its D 
omplex roots (not ne
essarily distin
ts) by θi = ωi
−1.Then, we have the two following equations:

L(t, f, E(Fp)) =
+∞
∑

i=0

1

i!

(

+∞
∑

m=1
Sm(f, E(Fp))t

m/m

)i

L(t, f, E(Fp)) =
D
∏

i=1
(1 − ωit).The �rst equation 
an be rewritten the following way:

1 +
+∞
∑

m=1
Sm(f, E(Fp))t

m/m +
1

2

+∞
∑

m=1

+∞
∑

n=1

Sm(f, E(Fp))Sn(f, E(Fp))

m n
tm+n + . . .If we 
onsider the 
oe�
ient of the polynomial of order 1, we obtain:

S1(f, E(Fp)) = −
D
∑

i=1
ωi.The Riemann hypothetis for fun
tion �elds (see [27℄ for the proof and Appendix E for the statement)shows that ea
h zero of the above L-fun
tion veri�es |θi| = 1/

√
p. This boils down to |S1(f, E(Fp))| ≤

deg(f)
√

p, whi
h is the result required. Finally, we 
on
lude by remarking that deg(fa) = 2. ⊓⊔4.2 Randomness Extra
tionWe now show an equivalent of Theorem 8:Theorem 14. Let p be a n-bit prime, G a subgroup of E(Fp) of 
ardinal q generated by P0, q being a
ℓ-bit prime, UG a random variable uniformly distributed in G and k a positive integer. We have:

SD(lsbk (UG) , Uk) ≤ 2(k+n+log2 n)/2+3−ℓ.Proof. We follow the proof of Theorem 8, by 
onstru
ting 1(r, s, u) = 1
p ×
∑p−1

a=0 ep(a(f(rP0)−f(sP0)−
Ku)), where 1(r, s, u) is the 
hara
teristi
 fun
tion whi
h is equal to 1 if f(rP0)−f(sP0) = Ku mod pand 0 otherwise. Therefore, we 
an evaluate Col(lsbk (x(UG))) where UG is uniformly distributed in G,exa
tly in the same way, and inje
t M ≤ 4

√
p in Equation (4) to obtain:

2ε ≤

√

2k

p
+

2k/2+2√p
√

log2(p)

q
.We 
on
lude as before using the two inequalities 2n−1 < p ≤ 2n and 2ℓ−1 < q ≤ 2ℓ and remarking thatthe �rst term is negligible with respe
t to the se
ond one:

2ε ≤ 2(k−n−1)/2 + 2(k+n+log2(n))/2+3−ℓ.

⊓⊔Using the 
o-fa
tor α = |E(Fp)| / |G| ≤ 2n−ℓ of the ellipti
 
urve, we obtain the following result:Corollary 15. Let e be a positive integer and let us suppose that this inequation is true:
k ≤ 2ℓ − (n + 2e + log2(n) + 6) = n − (2 log2(α) + 2e + log2(n) + 6).In this 
ase, the appli
ation Extk is an (UG, 2−e)-deterministi
 extra
tor.10



5 Appli
ationsOur extra
tor 
an be applied in every proto
ol whi
h generates (possibly under the DDH assumption)a uniformly distributed element in a subgroup of Z
∗
p or a random point over an ellipti
 
urve, while arandom bit-string is required afterwards. Our results are indeed quite useful in 
ryptographi
 proto
olsand primitives where one has to extra
t entropy from a Di�e-Hellman element.5.1 Key Extra
tionThe most well known 
ryptographi
 primitive where randomness extra
tors are required is the keyextra
tion phase of a key ex
hange proto
ol in order to 
reate a se
ure 
hannel. The key ex
hange 
anbe either intera
tive (
lassi
al 2-party or group key ex
hange) or non-intera
tive (the Key En
apsulationMe
hanism of an hybrid en
ryption s
heme). After a Di�e-Hellman key ex
hange (or ElGamal-like keyen
apsulation) performed over a group G, the parties share a 
ommon Di�e-Hellman element, whi
his indistinguishable from a uniformly distributed element in G granted the DDH assumption. However,they need a uniformly distributed bit-string to key a symmetri
 primitive: one thus extra
ts entropyfrom the DH element using a randomness extra
tor.The two most well-known tools used for this task are hash fun
tions (seen as random ora
les [2℄)and universal hash fun
tions (in order to apply the Leftover Hash Lemma). Hash fun
tions are themost often adopted solution, be
ause of their �exibility and e�
ien
y. However, they have a signi�
antdrawba
k: the validity of this te
hnique holds in the random ora
le model only. On the 
ontrary, theLeftover Hash Lemma shows that the use of universal hash fun
tions is se
ure in the standard modeland that, if the 
ardinal of the group G is equal to q and if one wants to a
hieve a se
urity of 2−e, thenone 
an extra
t k = log2 q − 2e bits. However this solution requires some extra, publi
 and perfe
tlyrandom bits, whi
h in
reases both time and 
ommuni
ation 
omplexities of the underlying proto
ols.The trun
ation of the bit-string representation of the random element is de�nitely the most e�
ientrandomness extra
tor, sin
e it is deterministi
, and it does not require any 
omputation. However, theoriginal results presented in [13, 16℄ were not as good as the Leftover Hash Lemma, from the numberof extra
ted bit point of view. One 
ould extra
t mu
h less than log2 q − 2e bits. In this paper, forlarge subgroups of Z

∗
p (when the order q is larger than p3/4 · 2e), one extra
ts up to log2 q − 2e bits,whi
h is as good as the Leftover Hash Lemma. For large subgroups of an ellipti
 
urve over Fp, oneextra
ts n− 2e− log2(n)− 2 log2(α)− 6 bits where α is the 
o-fa
tor of the ellipti
 
urve, whi
h is notfar from the Leftover Hash Lemma sin
e, in pra
ti
e, α is very small (often equal to 1). And then, forusual �nite �eld size (p between 256 and 512), one 
an extra
t approximately n − 2e − 16.Even with our improvement, the simple extra
tor may seem not very pra
ti
al for subgroups of

Z
∗
p, sin
e quite large subgroups are needed. Indeed to generate a 256-bit string, with a 80-bit se
urityand a 1024-bit prime p, one requires a 725-bit order subgroup, when the Leftover Hash Lemma wouldneed a 416-bit order subgroup only: the time for exponentiation is approximately doubled. Note that,however, one saves on the time of the generation of extra randomness. Anyway, on ellipti
 
urves, theimprovement is quite meaningful, sin
e groups in use are already quite large. The NIST ellipti
 
urveshave 
o-fa
tor 1, and then on the 256-bit �nite �eld ellipti
 
urve, one 
an extra
t 82 bits, with a 80-bitse
urity. On the 384-bit �nite �eld, 214 bits 
an be extra
ted, while we 
an get 346 bits on the 521-bit�eld. This is 
learly enough as symmetri
 key material for both priva
y and authenti
ation, withoutany additional 
ost.We insist on the fa
t that it 
an apply for intera
tive key ex
hange, but also for the ElGamal [11℄or Cramer-Shoup [9℄ en
ryption s
hemes.

11



5.2 NIST Random GeneratorThe very re
ent NIST SP 800-90 ellipti
 
urve Dual Random Bit Generator (DRBG) [24℄ has beenapproved in the ANSI X9.82 standard in 2006. Based on the ellipti
 
urves, the design of this randombit generator (RBG) is adapted from the Blum-Mi
ali generator. At Crypto '07, Brown and Gjøsteen [7℄adapted the Blum-Mi
ali RNG se
urity proof to show that the DRBG output is indistinguishable froma uniformly distributed bit-string for all 
omputationally limited adversaries. In this se
tion, we showthat our result allows to improve this se
urity result at two di�erent pla
es. The �rst improvementredu
es the number of assumptions on whi
h the se
urity proof relies. The se
ond one de
reases theimpli
it se
urity bound given in [7℄.Getting Rid of TPP Assumption. The se
urity result of [7℄ holds under three 
omputationalassumptions: the 
lassi
al de
isional Di�e-Hellman problem (DDH), the new x-logarithm problem(XLP) (whi
h states that, given an ellipti
 
urve point, it is hard to determine whether the dis
retelogarithm of this point is 
ongruent to the x-
oordinate of an ellipti
 
urve point), and the trun
atedpoint problem (TPP). The latter TPP states that, given a k-bit string, it is hard to tell if it wasgenerated by trun
ating the x-
oordinate of a random ellipti
 
urve point or if it was 
hosen uniformlyat random. This problem is exa
tly the problem we studied in this paper. In se
tion 4, we proved thatthis problem is indeed hard if the ellipti
 
urve is de�ned over Fp (where p is an n-bit prime) andif k = n − 2e − 2 log2(α) − log2(n) bits are kept after the trun
ation (we remind that e denotes theexpe
ted se
urity level and α the 
ofa
tor of the ellipti
 
urve). Therefore, our result strengthens these
urity proof of [7℄ sin
e thanks to it, when the ellipti
 
urve is de�ned over Fp of appropriate size, theTPP assumption a
tually holds, and thus their se
urity proof relies on the DDH and XLP assumptionsonly.It is interesting to note that Brown and Gjøsteen [7℄, when making their highly heuristi
 as-sumptions, estimated that the expe
ted number of bits that 
ould be kept after trun
ation would beapproximately k = n − 2e − C where C is some 
onstant (if the 
ofa
tor of the ellipti
 
urve is equalto 1). Our result 
on�rms this heuristi
 analysis, but is more pre
ise sin
e it proves that in all 
aseswe 
an keep at least k = n − 2e − log2(n) bits. However, we re
all Brown and Gjøsteen's warning andre
ommend to skip 2e + log2(n) bits of the ellipti
 
urve point abs
issa in the ECRNG.Improvement of the Se
urity Bound. Finally, our result also allows to improve the se
urity boundof [7℄. For the sake of 
larity, this se
urity bound is not expli
itly stated in [7℄, but 
an be re
overed fromthe proof. At the very last stage of the proof, the TPP assumption is used to show that if Z1, . . . , Zmare uniformly distributed points on the ellipti
 
urve and if b1, . . . , bm are uniformly distributed k-bitstrings, then (lsbk (Z1) , . . . , lsbk (Zm)) is indistinguishable from (b1, . . . , bm). If any adversary has aprobability of su

essfully distinguishing lsbk (Z1) from b1 smaller than δ, a 
lassi
al hybrid argumentimplies that any adversary has a probability of su

essfully distinguishing (lsbk (Z1) , . . . , lsbk (Zm))from (b1, . . . , bm) smaller than m · δ. This bound 
an be improved to √2m/π · δ.First, noti
e that in our 
ase, δ is equal to 2(k+log2 n+2 log2(α)−n)/2. Using a result that 
an be foundin [1℄, one 
an show that the advantage of the best adversary in distinguishing to two above m-uplesis approximately equal to √m · (2k · Col(lsbk (Z1)) − 1)/2π, if 2k · Col(lsbk (Z1)) − 1 ≪ 1. The latterexpression 2k · Col(lsbk (Z1)) − 1 is exa
tly the one we upper-bounded in the proof in Se
tion 4: itis smaller than 2k+log2(n)+2 log2(α)−n+2 = 4δ2. This implies that, if δ ≪ 1, the advantage of the bestadversary in distinguishing (lsbk (Z1) , . . . , lsbk (Zm)) from (b1, . . . , bm) is upper bounded by√2m/π ·δ.We thus improve the bound from [7℄ by a fa
tor √m.12
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A Relation Between Collision Probability and Statisti
al Distan
eIn this se
tion we prove the following lemma. The proof is taken from [25℄ and is given here for thesake of 
ompleteness. Note that this lemma is a 
onsequen
e of the Cau
hy-S
hwarz inequality, whi
himplies that the smaller the statisti
al distan
e is, the tighter the inequation is (if X is uniformlydistributed, then the inequality is an equality).Lemma 4. Let X be a random variable with values in a set X of size |X | and ε = SD(X,UX ) be thestatisti
al distan
e between X and UX a random variable uniformly distributed over X . We have:
Col(X) ≥ 1 + 4ε2

|X | .To prove the lemma we need the following result whi
h states that norm 1 is smaller than norm 2.Lemma 16. Let X be a �nite set and (αx)x∈X a sequen
e of real numbers. We have:
(
∑

x∈X |αx|
)2

|X | ≤
∑

x∈X

α2
x. (5)Proof. This inequality is a dire
t 
onsequen
e of Cau
hy-S
hwarz inequality:

∑

x∈X

|αx| =
∑

x∈X

|αx| · 1 ≤
√

∑

x∈X

α2
x ·
√

∑

x∈X

12 ≤
√

|X |
√

∑

x∈X

α2
x.The result 
an be dedu
ed easily. ⊓⊔If X is a random variable with values in X and if we 
onsider that αx = Pr[X = x], then, sin
ethe sum of probabilities is equal to 1, and sin
e Col(X) =

∑

x∈X Pr[X = x]2, we have:
1

|X | ≤ Col(X). (6)We are now able to prove the above Lemma 4.Proof. If ε = 0 the result is an easy 
onsequen
e of equation Equation (6). Let assume that ε isdi�erent from 0. Let de�ne qx = |Pr[X = x] − 1/ |X || /(2ε), we have ∑x qx = 1. A

ording to equa-tion Equation (5), we have:
1

|X | ≤
∑

x∈X

q2
x =

∑

x∈X

(Pr[X = x] − 1/ |X |)2
4ε2

=
1

4ε2

(

∑

x∈X

Pr[X = x]2 − 1/ |X |
)

≤ 1

4ε2
(Col(X) − 1/ |X |) .The lemma 
an be dedu
ed easily. ⊓⊔B Chara
ter Sums and Polya-Vinogradov InequalityIn this se
tion, we give a proof of Polya-Vinogradov inequality and introdu
e all the basi
 results about
hara
ter sums required in the following se
tion.Let �rst remind the notations. Let p be a prime number, let G be a subgroup of (Z∗

p, ·) of order q,and let g be an element whi
h generates G. 14



A 
hara
ter is an homomorphism from (Zp,+) to (C∗, ·). In this se
tion, we are only interested bythe following 
hara
ter denoted by ep: for all y ∈ Zp, ep(y) = e
2iπy

p ∈ C
∗. More pre
isely, we fo
us onparti
ular sums: ∑x∈G ep(ax). For all a ∈ Z

∗, we introdu
e the notation
S(a,G) =

∑

x∈G

ep(ax).Let begin with simple results.Lemma 17. Let p be a prime number and G be a subgroup of (Z∗
p, ·). We have:(1) If a = 0, ∑p−1

x=0 ep(ax) =
∑

x∈Zp
ep(ax) = p,(2) For all a ∈ Z

∗
p, ∑p−1

x=0 ep(ax) =
∑

x∈Zp
ep(ax) = 0,(3) For all x0 ∈ G and all a ∈ Z

∗
p, S(ax0, G) = S(a,G).Proof. Point (1) is immediate sin
e ep(0) = 1.If a 6= 0, the sum ∑p−1

x=0 ep(ax) is a geometri
 serie with a reason of ep(a) 6= 1, therefore it is equal to
(1 − ep(ap))/(1 − ep(a)) = 0, whi
h proves point (2).Finally, sin
e the fun
tion from G to G whi
h relates ea
h x with x · x0 is bije
tive, the 
hange ofvariable x′ = x · x0 allows to prove that ∑x∈G ep(ax · x0) =

∑

x′∈G ep(ax′), whi
h is point (3).Let denote by Z
∗
p/G the quotient group of G in Z

∗
p. Point (3) of lemma 17 implies that for all
oset ω ∈ Z

∗
p/G, S(ω,G) is well de�ned: S(ω,G) = S(x0, G), where x0 is any 
lass representative of ω.Previous results allows to prove the following lemma.Lemma 18. Let G be a subgroup of Z

∗
p, we have the following equality:
∑

ω∈Z∗

p/G

|S(ω,G)|2 = p − |G|Proof. We have ∑a∈Zp
|S(a,G)|2 = p|G|. Indeed, sin
e S(a,G) = S(−a,G), we have:

∑

a∈Zp

|S(a,G)|2 =
∑

a∈Zp

S(a,G)S(−a,G) =
∑

a∈Zp

∑

x1∈G

ep(ax1)
∑

x2∈G

ep(−ax2)

=
∑

a∈Zp

∑

x1,x2∈G

ep(a(x1 − x2)) =
∑

x1,x2∈G

∑

a∈Zp

ep(a(x1 − x2))

=
∑

x1=x2∈G

p = p|G|.Penultimate equality 
omes from points (1) and (2) of lemma 17. This result then implies that
∑

a∈Z∗

p
|S(a,G)|2 =

∑

a∈Zp
|S(a,G)|2 − |S(0, G)|2 = p|G| − |G|2. Moreover, we have:

∑

a∈Z∗

p

|S(a,G)|2 =
∑

ω∈Z∗

p/G

∑

a∈ω

|S(a,G)|2 =
∑

ω∈Z∗

p/G

∑

a∈ω

|S(ω,G)|2 =
∑

ω∈Z∗

p/G

|S(ω,G)|2 |G|.The lemma 
an be dedu
ed easily. ⊓⊔The Polya-Vinogradov inequality is an easy 
onsequen
e of previous results. It gives an upperbound for |S(a,G)|, for a 6= 0, and was shown by Polya and Vinogradov independently.15



Theorem 9 (Polya-Vinogradov inequality). Let p be a prime number, G a subgroup of (Z∗
p, ·).For all a ∈ Z

∗
p, we have:

∣

∣

∣

∣

∣

∑

x∈G

ep(ax)

∣

∣

∣

∣

∣

≤ √
p.Proof. With previous lemma, we know that for all a ∈ Z

∗
p, if a ∈ ω with ω ∈ Z

∗
p/G, we have |S(a,G)|2 =

|S(ω,G)|2 ≤
∑

ω∈Z∗

p/G |S(ω,G)|2, whi
h is smaller than p. Therefore, |S(a,G)|2 is smaller than p whi
his the expe
ted result. ⊓⊔This upper bound is non trivial as soon as √
p ≤ |G|. If the reader is interested in 
hara
ter sums,there are more results about them in [22℄.C Proof of the Three Last Inequalities of Theorem 8Theorem 8. Let p be a prime on n bits, G a subgroup of Z

∗
p of 
ardinal q = 2ℓ, UG a random variableuniformly distributed in G and k a positive integer. We have:

SD(lsbk (UG) , Uk) ≤







2(k+n+log2 n)/2−ℓ
(if (2−8p)2/3 ≤ q

)

2(k+n/2+log2 n+4)/2−5ℓ/8
(if p1/2 ≤ q ≤ (2−8p)2/3

)

2(k+n/4+log2 n+4)/2−3ℓ/8
(if (216p)1/3 ≤ q ≤ p1/2

)

.Proof. We give here the proof of only the last three inequations of the theorem. The �rst inequalityrequired a bit more 
ompli
ated results to be proved and its proof is given in Appendix D. Let usde�ne K = 2k, u0 = msbn−k (p − 1). Let denote by ep the following 
hara
ter of Zp: for all y ∈ Zp,
ep(y) = e

2iπy
p ∈ C

∗. The 
hara
ter ep is an homomorphism from (Zp,+) in (C∗, ·). For all a ∈ Z
∗, letalso introdu
e the following notation:

S(a,G) =
∑

x∈G

ep(ax).Sin
e 1
p ×∑p−1

a=0 ep(a(gx − gy − Ku)) = 1(x, y, u), where 1(x, y, u) is the 
hara
teristi
 fun
tion whi
his equal to 1 if gx − gy = Ku mod p and 0 otherwise, we have:
Col(lsbk (UG)) =

1

q2
×
∣

∣

∣
{(x, y) ∈ J0, q − 1K2 | ∃u ≤ u0, gx − gy = Ku mod p}

∣

∣

∣

=
1

q2p
×

q−1
∑

x=0

q−1
∑

y=0

u0
∑

u=0

p−1
∑

a=0

ep(a(gx − gy − Ku)).Let us 
hange the order of the sums, and split the sum on the a's in two terms:1. the �rst one 
omes from the 
ase a = 0, and is equal to (u0 + 1)/p, that is approximately 1/2k,2. the se
ond one 
omes from the rest, and will be the prin
ipal term in the statisti
al distan
e inwhi
h we 
an separate sums over x and u. 16



The previous expression is therefore equal to:
u0 + 1

p
+

1

q2p

p−1
∑

a=1

(

q−1
∑

x=0

ep(agx)

)





q−1
∑

y=0

ep(−agy)





(

u0
∑

u=0

ep(−aKu)

)

=
u0 + 1

p
+

1

q2p

p−1
∑

a=1

S(a,G)S(−a,G)

(

u0
∑

u=0

ep(−aKu)

)

=
u0 + 1

p
+

1

q2p

p−1
∑

a=1

|S(a,G)|2
(

u0
∑

u=0

ep(−aKu)

)

≤ u0 + 1

p
+

1

q2p

p−1
∑

a=1

|S(a,G)|2
∣

∣

∣

∣

∣

u0
∑

u=0

ep(−aKu)

∣

∣

∣

∣

∣

≤ u0 + 1

p
+

M2

q2p

p−1
∑

a=1

∣

∣

∣

∣

∣

u0
∑

u=0

ep(−au)

∣

∣

∣

∣

∣

.The �rst inequality results from the inje
tion of the absolute value. For the se
ond inequality, weintrodu
e M = maxa (|S(a,G)|).
p−1
∑

a=1

∣

∣

∣

∣

∣

u0
∑

u=0

ep(−aKu)

∣

∣

∣

∣

∣

=

p−1
∑

a=1

∣

∣

∣

∣

∣

u0
∑

u=0

ep(−au)

∣

∣

∣

∣

∣

=

p−1
∑

a=1

∣

∣

∣

∣

1 − ep(−a(u0 + 1))

1 − ep(−a)

∣

∣

∣

∣

=

p−1
∑

a=1

∣

∣

∣

∣

∣

∣

sin(πa(u0+1)
p )

sin(πa
p )

∣

∣

∣

∣

∣

∣

= 2

p−1

2
∑

a=1

∣

∣

∣

∣

∣

∣

sin(πa(u0+1)
p )

sin(πa
p )

∣

∣

∣

∣

∣

∣

≤ 2

p−1

2
∑

a=1

∣

∣

∣

∣

∣

1

sin(πa
p )

∣

∣

∣

∣

∣

≤
p−1

2
∑

a=1

∣

∣

∣

p

a

∣

∣

∣
≤ p log2(p).The �rst equality results from a 
hange of variables. The se
ond equality 
omes from the fa
t that

J0, u0K is an interval, therefore the sum is a geometri
 sum. We use the inequality sin(y) ≥ 2y/π if
0 ≤ y ≤ π/2 for the se
ond inequality. The 
ollision probability is therefore upper bounded by

Col(lsbk (X)) ≤ u0 + 1

p
+

M2 log2(p)

q2
.We now use the lemma 1 whi
h gives a relation between the statisti
al distan
e ε of lsbk (X) withthe uniform distribution and the 
ollision probability : Col(lsbk (X)) ≥ 1+4ε2

2k . The previous upperbound gives
4ε2 ≤ 2k(u0 + 1)

p
− 1 +

2kM2 log2(p)

q2For the �rst term, we noti
e that ∣∣(u0 + 1)/p − 1/2k
∣

∣ ≤ 1/p, sin
e K = 2k, u0 =
⌊

p−1
K

⌋ and:
−1

p
≤ − 1

Kp
≤
(

1 +

⌊

p − 1

K

⌋)

1

p
− 1

K
≤ K − 1

Kp
≤ 1

p
.In summary we have:

2ε ≤
√

2k

p
+

2kM2 log2(p)

q2
.17



We 
on
lude the theorem using the following upper bounds for M :
M ≤







p1/2
(interesting if p2/3 ≤ q

)

4p1/4q3/8
(interesting if p1/2 ≤ q ≤ p2/3

)

4p1/8q5/8
(interesting if 216/3p1/3 ≤ q ≤ p1/2

)The �rst bound above is the famous Polya-Vinogradov bound (whi
h proof is reminded in Ap-pendix B). The other bounds are from [22, 18℄. In the original papers, they are asymptoti
, and the
onstants involved are not expli
it. However, by looking 
arefully at the proof in [18℄ or [22℄ we 
an�nd them. These bounds have already been used in [13℄. Using that 2n−1 < p < 2n, 2ℓ−1 ≤ q < 2ℓ,and √
a + b ≤ √

a +
√

b, when a, b ≥ 0, we obtain the following result:
2ε ≤







2(k−n+1)/2 + 2(k+n+log2 n)/2−ℓ
(if p2/3 ≤ q

)

2(k−n+1)/2 + 2(k+n/2+log2 n+4)/2−5ℓ/8
(if p1/2 ≤ q ≤ p2/3

)

2(k−n+1)/2 + 2(k+n/4+log2 n+4)/2−3ℓ/8
(if p1/3 ≤ q ≤ p1/2

)

.The last third bounds of the theorem 
an be easily dedu
ed. ⊓⊔D Proof of the First Inequality of Theorem 8Theorem 19. Let p be a prime on n bits, G a subgroup of Z
∗
p of 
ardinal q = 2ℓ, X a random variableuniformly distributed in G and k a positive integer. We have:

2SD(lsbk (X) , Uk) ≤

√

2k

p
+

2n√p + 2kq

q2
≤ 23n/4−ℓ + 2(k−ℓ)/2+1.This inequality is non trivial only if ℓ > max(k + 2, 3n/4).Proof. In the proof of the previous theorem, we have established that the 
ollision probability of

lsbk (X) is equal to:
Col(lsbk (X)) =

u0 + 1

p
+

1

q2p

p−1
∑

a=1

|S(a,G)|2
(

u0
∑

u=0

ep(−aKu)

)

=
u0 + 1

p
+

1

q2p

∑

ω∈Z∗

p/G

|S(ω,G)|2
∑

a∈ω

u0
∑

u=0

ep(−aKu)

=
u0 + 1

p
+

1

q2p

∑

ω∈Z∗

p/G

|S(ω,G)|2
u0
∑

u=0

∑

a∈ω

ep(−aKu)

=
u0 + 1

p
+

1

q2p

∑

ω∈Z∗

p/G

|S(ω,G)|2
u0
∑

u=0

S(−ωKu,G)

≤ u0 + 1

p
+

1

q2p

∑

ω∈Z∗

p/G

|S(ω,G)|2
(

u0
∑

u=1

|S(−ωKu,G)| + q

)

≤ u0 + 1

p
+

u0
√

p + q

q2p

∑

ω∈Z∗

p/G

|S(ω,G)|2 ≤ u0 + 1

p
+

u0
√

p + q

q2p
· p

≤ u0 + 1

p
+

u0
√

p + q

q2 18



We �nish the proof similarly as in the main theorem. We use the Lemma 1 whi
h gives a relationbetween the statisti
al distan
e ε of lsbk (X) with the uniform distribution and the 
ollision probability:
Col(lsbk (X)) ≥ 1+4ε2

2k . The previous upper bound gives
4ε2 ≤ 2k(u0 + 1)

p
− 1 +

2k(u0
√

p + q)

q2For the �rst term, we noti
e that ∣∣(u0 + 1)/p − 1/2k
∣

∣ ≤ 1/p, sin
e K = 2k, u0 =
⌊

p−1
K

⌋ and:
−1

p
≤ − 1

Kp
≤
(

1 +

⌊

p − 1

K

⌋)

1

p
− 1

K
≤ K − 1

Kp
≤ 1

p
.Sin
e u0 ≤ 2n−k, we have:

2ε ≤
√

2k

p
+

2n√p + 2kq

q2
. (7)Using the bounds 2n−1 < p < 2n and 2ℓ−1 ≤ q < 2ℓ, and √

a + b ≤ √
a +

√
b, when a, b ≥ 0, we obtainthe following result:

2ε ≤ 2(k−n+1)/2 + 23n/4−ℓ + 2(k−ℓ)/2 (8)Sin
e ℓ ≤ n − 1, this gives the expe
ted bound. ⊓⊔E Details on Randomness Extra
tion in Ellipti
 CurvesE.1 The Artin Conje
ture and the Riemann HypothesisWe now state a parti
ular 
ase of the Artin 
onje
ture and the Riemann hypothesis for fun
tion �elds,for an ellipti
 
urve and the trivial 
hara
ter. These forms are used in the proof of Theorem 12:Theorem 20 (Artin 
onje
ture). Let E be an ellipti
 
urve and f ∈ Fp(E). Then, the L-fun
tion
t 7→ L(t, f, E(Fp)) = exp

(

+∞
∑

m=1
S(f, E(Fp))t

m/m

) is a polynomial of degree D = deg(f).Theorem 21 (Riemann hypothesis). Let E be an ellipti
 
urve and f ∈ Fp(E).Then, the zeros of the L-fun
tion
t 7→ L(t, f, E(Fp)) = exp

(

+∞
∑

m=1
S(f, E(Fp))t

m/m

)have modulus 1/
√

q.E.2 Proof of Corollary 13First note that we use the 
omplete version of Theorem 12, whi
h states that the result is also validfor the sum S(ω, a, E(Fp)) =
∑

x∈C(Zp)

ω(x)ep(fa(x)), where ω ∈ Ω (the proof is identi
al).We denote by ΩG ⊂ Ω the set of 
hara
ters χ ∈ Ω su
h that ker(χ) 
ontains G. Sin
e ΩG is dualto E(Fp)/G, we 
an apply the above lemma and obtain the following equalities:
S(f,G) =

∑

x∈G
ep(f(x)) =

∑

x∈G

(

1

|ΩG|
∑

χ∈ΩG

χ(x)

)

ep(f(x)) =
1

|ΩG|
∑

χ∈ΩG

S(χ, f, E(Fp))from whi
h the result follows by applying Theorem 12 to S(χ, f, E(Fp)).19


