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Abstract. Component-trees can be used for the design of image progessith-
ods, and in particular segmentation ones. However, detipie ability to con-
sider various kinds of knowledge and their tractable comaorn, methodologi-
cal deadlocks still forbid toféciently involve them in real applications. In this
article, we explore new solutions to some of these dead]aamkd more espe-
cially those related toi complexity of the structures of interest ang (multiple
knowledge handling. The usefulness of the proposed stestégillustrated by
preliminary results related to vessel segmentation frodv@igiographic data.
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1 Introduction

The component-tre¢also known aslendron€]5, 3], confinement tre¢7] or max-tree
[14]) is a graph-based structure which models some chaistits of a grey-level image
by considering its binary level-sets obtained from sudeegtresholding operations.

Initially proposed in the field of statistics, the componaee has been (re)defined
in the theoretical framework of mathematical morphology @mvolved, in particular,
in the development of morphological operators [2, 14, 13Jaiiks to &orts devoted
to its eficient computation [2,14,7,11, 8] or its use in complex kremge handling
procedures [15], component-trees have been considerdldfalesign of various kinds
of grey-level image processing methods, including imageriiilg and segmentation [5,
6,17,12,16,10], video segmentation [14], image registnal7], image compression
[14], or image retrieval [9, 1].

Despite the ability of component-trees to consider compheitiple knowledge and
their tractable computation, methodological deadlocitsfstbid to efficiently involve
them inreal applications. In this article, we propose to explore solusito some of
these deadlocks, and more especially those relateij éorfplexity of the (shape of)
structures of interest and  multiple knowledge handling.

In Section 2, previous works involving component-treesia design of segmenta-
tion methods are described, emphasising the remainingeciygs to be faced. Section
3 introduces definitions and notations required to make ttiela self-contained. In



Section 4, some methodological considerations providetisnls to tackle the chal-
lenges stated in Section 2. An application, described iti@e8é for 3-D angiographic
image segmentation illustrates the soundness of the pedpbamework. Section 6
summarises the contributions of this article and pointglo@imain perspectives.

2 Segmentation based on component-trees

As mentioned above, component-trees have been considareldef development of
image segmentation methods, mainly in the field of (bio)mm&dimaging, and in par-
ticular for: dermatological data [10], wood micrograph [Grebral MRI [4], CTMR
angiography [19], or confocal microscopy [12].

It has to be noticed that their use is often only devoted tospezific step of the
segmentation (marker selection in [4]), or to perform fihgr[19, 12],i.e. to remove
“useless” parts of the processed image, leading to a supefrse actual segmenta-
tion. Among the methods which fully use component-treességmentation purpose,
some can consider compleixg. multiple) knowledge [10] or can be run without user-
interaction [6], but none of them is able to determine theexrpieces of knowledge
required to perform segmentation without guidance of ther.Udoreover, such meth-
ods only deal with simple-shape objects (circular or atiiglt2-D features in [6, 10]).

This emphasises the fact treitomaticsegmentation ofomplex objectbased on
the use ofmultiple elements of knowledgéviously remains an open methodological
problem in the field of component-tree-based methadsttiori when such knowledge
also needs to be automatically determined (which may bessacgwhenever the size
of the parameter space becomes too large). In the next Becti@ explore some ways
to deal with this dificult issue. In particular, we consider strategies enaltbriecrease
the potential complexity of the structures of interest, &mdetermine the nodes (and
thus the attributes) of the component-trees of ground fratiges, then enabling auto-
matic learning of correct parameters for segmentation @sap

3 Definitions and notations

Letn € N*. Inthe sequel d..b] (with a, b € Z) denotes the discrete interval p|NZ. We
setZ = Z U {—o}. A discrete grey-level image can be defined as a fundtiofi” — Z.
The support of is defined by suppj = {x € Z" | |(X) # —co}. We assume that for any
considered imagé, supp() is finite. We will note supd( = E andV = [a..b] c Z,
wherea = min{l(xX) | x € E} andb = maxXl(x) | x € E}. From now on, we will
assimilate an imagk: Z" — Z to its (finite) restrictiong : E — V.

Let X ¢ E. The connected components ¥fare the equivalence classes Xf
w.r.t. the equivalence relation da induced by the adjacency relation chosenZ8r
The set of the connected componentXa$ notedC[X].

Letv e V. We setP(E) = (X | X C E}. Let X, : VE — P(E) be the thresholding
function defined byX,(1) = {xe E|v< I(X)}forall | : E — V.

Letv e V andX C E. We define the cylinder functioByy : E — Z by Cx(X) = v
if x € X and—oo otherwise. A discrete image: E — V can then be expressed as



I'= Viev Cx,v = Vvev Vxecixoay Cxv, Where\/ is the pointwise supremum for the
sets of functions.

Let K = Uvev C[X(1)]. The relationC is a partial order orK, and the Hasse
diagram (K, L) of the partially ordered set/(, Q) is a tree (.e. a connected acyclic
graph), the root of which is the supremira= sup(K, C) = E. Thisrooted treeX, L, R)
is called thecomponent-tree of The elements(, RandL are the set of theodesthe
root and the set of thedgeof the tree, respectively.

Note that each node oK is a binary connected component distinct from all the
other ones. However, such a connected component can beraarglefC[ X,(1)] for
several (successive) valugse V. For eachX € K, we setm(X) = maxv € V |
X € C[Xy(D)]} = minkex{l(X)}. An imagel : E — V can then be defined from its
component-treel, L, R) asl = \/xcx Cxmx)-

Component-trees enable the storage - at each node - of d@ieofémformation, also
calledattributes related to the binary connected component associatee tuatthe. It is
possible to consider any kind of quantitafigealitative and scalaArectorial attributes,
provided they can be conveniently formalised. Pruning apoment-tree’S, L, R) of an
imagel according to the attributes stored at the nodes (by remahi@godes having
a non-correct attribute w.r.t. a given criterion) enablegerform filtering onl. The
filtered imagel; is then defined a&; = \/xcx, Cxmx) WhereX; < K is the subset
of the remaining nodes after the pruning process. When peifigg segmentation, a
binary resultl, can similarly be obtained dg = [ xex, X.

4 Methodological concepts

In this section, we present methodological tools enablindevelop algorithms based
on component-trees, and dealing with the main challengsesritted in Section 2. In
Subsection 4.1, solutions are proposed to spatially deosmfand reconstruct) an im-
age, thus breaking complex structures into (hopefully)pémsub-ones. In Subsec-
tion 4.2, the way to automatically extract relevant nodesnfithe component-tree of
a ground truthi(e. a correctly segmented) image is discussed, enabling ta assr-
interaction in segmentation processes.

4.1 Image partitioning/reconstruction

The binary connected components at the nofles‘X of a component-tree may pos-
sibly be complex an@r gather several structures of interest of the associatedé.
In such cases, these nodes, potentially composed of seesnantic elements may be
hard to deteg¢tliscriminate due to the heterogeneity of the charactegyipioperties of
these elements.

In order to illustrate this assertion, let us consider theygevel image of Fig. 1(a),
which is composed of four semantic entities: squares, dibksstraight lines and thick
curves. Here, we obtain a critical situation where only onseless - node is available
at each level of the tree, as observed in Fig. 1(b-e). Desipite=xistence of specific
properties (elongation, straightness, compactnes3 feteach kind of elements, their
specific intensity in the image afut their spatial organisation (connections, generation
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Fig. 1. (a) A grey-level image containing fiiérent semantic elements (geometric shapes). (b-
e) Threshold images obtained from (a) at successive gkeystethe obtained nodesnnected
components do not enable to discriminate the visualisedeziés (see text).

of complex shapes from simpler ones, etc.) result in a corapbtree the nodes of
which do not enable any characterisation.

In similar cases, the computation of attributes devotechtracterise accurate and
specific properties will generally fail. It has to be notidbét such situations are not
infrequent in real applications. For instance, in angiphia image analysis (see Sec-
tion 5), vessels are generally organised into a unique mitvilous making attributes
characterisingingletubular structures irfécient.

A solution to this general issue can consist in processiadrttage as a collection
of smaller subimages, hence enabling to split complex &iras into smaller - and
hopefully easier to detect - sub-ones. A straightforwarategy based on this approach
is the following one.

1. Dividel : E — V into a set of imaget* : EX — V (k € [1..m]) such tha{E¥)" , is
a partition ofE, andl g« = I¥forall k e [1..m].

2. Compute, for eack € [1..m], the component-tree df and perform segmentation,
then generating a binary output imaBec EX.

3. Define the segmentation resBlby merging all the result8: B = ULy BX.

This simple and potentially useful approach howevetess from two drawbacksi)
the partition ofE may split a structure of interest between several subBktshus
forbidding its correct detection, anil)(the size of the subseE, possibly well-chosen
to fit a given structure, may be non-adapted to the detecfianather one.

Partitioning A way to avoid these two drawbacks is to computedundaniandmul-
tiscaledecomposition of, in order to fit at best the fferent structures of interest. The
supportE of | is then split by defining a sél, z = Uam{E;ﬁ}:ff, such thatforalb € «

we havé

Vk € [1..mag), [E5 4 = El/a, (1)

! Note that in Eq. (2) the inclusion (instead of an equalitydweeen the two elements implies
that the sef Egﬁ}:ff is actually not always a partition d since some of thEE'jﬁ may be
partially out of E to guarantee the same redundagat each point oE.
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EQUE';ﬁ, 2
k=1
Vx e E, [{X e (EK 0 [ xe Xl =5, (3)

wherea C [1..|E[] is a set of volume ratios (“scales”), apde N* is the “redundancy
factor” of the pseudo—partitiorif } 7 at each scala € a. It may generally be con-
venient to definer as a subset qﬂ”k}kzo in order to build subset‘éaﬁ of EcZ"inan
“octree” fashion.

Reconstruction Once processed, each partial imagg' Ek — V provides a binary
outputB ; C Ef ;. We setB,5 = acal aﬁ} .By opposmon to the initially proposed
strategy, which enables to reco\RC E by S|mply merging the subimag@, the one
proposed above does not straightforwardly lead to a finalltiesnce overlaps induced
by both multiscale and redundancy may lead to ambiguoudiseésu any pointx € E
(depending on the imaggﬁ wherex is considered).

Foranyx € E, Ietaxg = e&lﬁ | x e E g ands) ;= {BX as €Byplxe B';Lﬁ}
(note that 0< |BX | <& ﬁ| _,8 |a|) Final |magest - E andlf E — [0, 1] (binary

and fuzzy, respectlvely) can be reconstructed as follows
B = {xe E| 1< 8] 4]} foragivend € [1,8.]al] 4)
1£(X) = 185 41/ (B.lel) for all x € E . (5)

It can be noticed that)settingd = 1 in Eq. (4) is equivalent to defir@; = Uxcsg,, X
and (i) B; can be obtained by thresholdihgat the considered value

4.2 Multiple criteria handling

It is possible to involve arbitrarily large and heterogenesets of knowledge in seg-
mentation processes by associating to each node of the cemptree vectorial at-
tributes (containing qualitative, quantitative, struedinformation, etc.). This can lead
to very accurate descriptions of the structures to be setgdeHowever, a straightfor-
ward and undesired sidéfect is the dificulty to determine, among the whole (and po-
tentially huge) parameter spa@anduced by this knowledge, ttomrrect subset c Q
characterising the structures of interesfprtiori in an interactive fashion.

In such conditions it becomes fundamental to enahimaticdetermination of
such characterising subsets. This can be done by usingrigarand in particular clas-
sification - tools. To this end, it is necessary to find a way Wb ip correspondence
a “ground truth” {.e. correct examples of what should be segmented) and the tloses
result which may be obtained by the component-tree-basduote

The problem to solve may be formalised as follows. Lgt E — V be a ground
truth image (similar to those to be further processed by tle¢hod), andBy C E be
the correct segmentation of this image. L#t, (, R) be the component-tree ¢f. Let
S = {UxecX}ccxe be the set of all binary images which can be generated from the
set of nodesK. In general, we will - unfortunately - never hal € S. We then



need to determine the “best” binary image which may be costrom ¥ w.r.t. By.
This requires to define a (pseudo)distadoen #(E) enabling to compar&, and the
candidate binary images & In particular, the best binary imadgecan be defined as

B = arg mintd(B. By)! . 6)

In this context, several strategies can reasonably be deres.

— By settingd™(B,By) = |By \ Bl if B C By and +c otherwise, we havéd~ =
max{B € S | B C By}, i.e. B is the largest object included in Swhich may
be built fromk.

— By settingd* (B, By) = |B\Byif B 2 By and+co otherwise, we havB* = minc(B €
S| By C B}, i.e. B is thesmallest object including Bwvhich may be built froni.

The first (resp. second) strategy focuses on the eliminafifaise positives (resp. false
negatives) with the siddlect of possibly authorising the preservation of false nggat
(resp. false positives). It has to be noticed that these amtnc strategies can be ef-
ficiently implemented since the set of nodes generaimgn obviously be computed
with a (worst case) algorithmic complexi®(|X]) linear w.r.t. the number of nodes of
the component-tree.

Some - more symmetric - strategies could also be proposezmidst straightfor-
ward one consists in settirdj(B, Bg) = [By \ B| + |B \ Bgl. It aims at finding a “best
compromise” between the amount of false positives and fadgmtives. In particular,
we haveB~ ¢ B* c B*. Also note that ifBg € S, we haveB~ = B* = B*. Surprisingly,
this approach (by opposition to other symmetrlc ones, vinglHausdoff distances for
example, which may present high algorithmic complexitesd leads to an algorithmic
complexityO(|%K]) (this claim will be proved in further works).

When a minimal seB has been extracted fro, remains to determinate an ade-
quate set of nodelé ¢ K associated t (i.e. such that Jyg X = B) LetC ¢ K be
the set defined b = {X € K | X c B} (note that the nodes & generate a set of
subtrees of the component-trek,(L, R) of Ig). The setB can be generated by any set
of nodesk ¢ C verifying Uxer X = Uxee X = B. In order to determine such a ¢t
two main strategies can, in particular, be considered.

— By settingk* = C, any node included i8 is considered as a usefiilg, informa-
tive) binary connected component.

— By settingk~ = {X € C | VY € C, X ¢ Y}, only the roots of the subtrees induced
by C are considered as useful binary connected components.

The first (resp. second) strategy is the one consideringatigest (resp. smallest) pos-
sible set of nodgsonnected components amo@gin particular, it can be seen as the
one which focuses at most on the grey-level (resp. binarystre of the ground truth
imagely. The choice of the strategy may then be directed by the kimth(pvs.grey-
level) of criterigattributes to be considered.

Once a set of node$ has been defined from the whole ét(from one or pos-
sibly several ground truth image(s)), the determinatiothefsubset of characterising
knowledgew c Q has to be performed. L&t : K — Q be the function associating,
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Fig. 2. (a,b) Phase contrast magnetic resonance angiographyngytauh imagd,): sagittal 2-D
slices of the magnitude imadg (a) and of the phase imagg (b). (c,d) Ground truth segmenta-
tion By obtained froml : sagittal slice (c) and 3-D visualisation (d).

to each node of a the component-tree, its stored attribdtte.determination ofy can
be expressed as a classification problem consisting intipaitig £ into two classes
thanks to the sample&(K) = {A(N) | N € K} (corresponding to the attributes of the
structures of interest) an{%\ C) = {A(N) | N € K\ C}. This process can, for instance,
be carried out by usual classification tools (such as the &upfctor Machine (SVM)
[18], which has been considered in the experiments of thesestion).

5 A case study - Angiographic image segmentation

Based on the framework described above, a strategy is bewejaped for segmenting
3-D angiographic data (namely phase contrast magnetioagee angiographies - PC-
MRAS). We propose hereafter a preliminary and simplifiedcdpsion of this method,
and we provide - for illustrative purpose - some obtainedlissA complete description
of the final method (with full validations and a larger setmfolved attributes) will be
found in dedicated further works.

PC-MRAs are bimodal imagesn, |p) € (VE)? wherel, : E — V is the phase
(i.e. vascular) image whilé,, : E — V is the magnitudeif. morphological) image,
with E = [0..255F andV = [0..N] c N (see Fig. 2(a,b)). The proposed method is
devoted to segment phase imag@igs order to extract the vessels (and in particular to
discriminate them from noise and artifacts).

In order to enable a correct segmentation of the vessels &wach images, three
attributes have been considerei:the second Hu’'s momentijY an inertia matrix-
based elongation criterion, both computed from the compbtree ofl,, and {ii) the
(signed) distance to the brain surface, computed from bgtfused for brain surface
extraction) and the component-treel gf

From these three attributes (generating a parameter space R®), a vascular
ground truth imagdq (Fig. 2(a,b)) and its segmentatidsy (Fig. 2(c,d)) have been
involved in a learning process based on the computationevb#st binary imag&-
w.r.t. thed~ distance, and the computation of the corresponding set désio~ (the
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Fig. 3. (a) Phase contrast magnetic resonance angiography:as&giit slice of the phase image
I,. (b,c) Segmentation result (binary segmentation): ssidD slice (b) and 3-D visualisation

(©).

choice ofd~ / B is linked to the considered ground truth dagdor which By has been
slightly oversegmented by the expert, while the choick ofs the result of experimen-
tal considerations). An (automatic) SVM classificationgess has then been applied
on the set of binary connected component&ofto determine an adequate set- Q

of attribute values. PC-MRA phase images similalgtbave then been segmented in a
multiscale fashion by using the attribute valueswfit has to be noticed that the seg-
mentation process (and then the learning step) have be&rmped at several scales
(e = {1, 8,64}), and with a redundancy factBr= 2. The results have been obtained by
fusing the partial binary images in a binary fashion (Eqwith 1 = 1). An example of
these resultsis illustrated in Fig. 3. It can been observat] tlespite the presence of few
false negatives, the obtained results globally presenttifacs (.e. no false positive).
This constitutes a satisfactory and encouraging propertyhe - dificult - analysis of
such (non contrast-enhanced) data where vessels and@rfifasent similar intensities
and are often connected.

6 Conclusion

A generic framework, based on image partitioning and autansalection of relevant
structural elements from ground-truth data, has been megéor the development of
segmentation methods relying on component-trees. Methasisd on this framework
can automatically process complex images by use of potnigage sets of knowl-
edge, as illustrated by an application devoted to 3-D angjuijc data.

The concept of multiscale.€. spatial) decomposition has been explored. The de-
composition of the image signal will also be considered irthfer works, leading to
multiresolution approaches, permitting to enrich the josga framework.

From an applicative point of view, a more complete versiothefvessel segmenta-
tion method obtained from this framework, and introduce&éatction 5 for illustrative
purpose, will be described and fully validated in furthemiso
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