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Stochastic Lagrangian Method for Downscaling Problems in
Meteorology

Frédéric Bernardin? Mireille Bossy ! Claire Chauvin?
Jean-Francois Jabir} Antoine Rousseau’

August 17, 2009

Abstract

This work aims at introducing modelization, theoretical and numerical studies related to a new
downscaling technique applied to meteorology. Our method consists in building a local model, forced by
large scale information computed thanks to a classical numerical weather predictor. The local model,
compatible with the Navier-Stokes equations, is used for the small scale computation (downscaling) of the
considered fluid. It is inspired by S.B. Pope’s works on turbulence, and consists in a so-called Langevin
system of stochastic differential equations. We introduce this model and exhibit its links with classical
RANS models. Well-posedness, as well as mean-field interacting particle approximations and boundary
condition issues are addressed. We present the numerical discretization of the stochastic downscaling
method and investigate the accuracy of the proposed algorithm on simplified situations.

Introduction

The purpose of this paper is to provide an overview of a new (and currently progressing) approach for the
simulation of wind at small scale. Near-surface winds are solved by current operational global circulation
models at a rather coarse resolution (more than several kilometers in horizontal directions), whereas the
wind properties (direction, speed) are known to be local. Many deterministic tools, based on embedded
grids at different resolutions, have been proposed and studied in the literature in order to tackle this issue.
Here, we present a stochastic downscaling method: based on an existing numerical weather prediction model
at a coarse scale, we introduce a stochastic Lagrangian model describing the behaviour of a fluid particle.

Let us set the framework: suppose (see Figure 1 below) that we have a numerical weather prediction
(NWP) model that computes a weather forecast on a wide domain Deyerse at a given (coarse) resolution.
Suppose that we are particularly interested on the forecast in a domain D C D.yqrse, but that we want this
forecast at a more precise resolution. The objective of a downscaling technique is to use data provided by
the large-scale model at the boundary of D, in order to force a local model (to be defined) that will be used
for the small-scale simulation in the subdomain D.

Instead of using the well-known Reynolds Averaged Navier Stokes model (1), we consider the stochastic
Lagrangian model (6). We want here to underline the Lagrangian nature of our model. Indeed, contrarily
to the deterministic model (1), the quantity of interest (U) is not computed as the solution of a (system of)
PDE(s), but as the average of particle velocities, the pseudo-fluid particles being subjected to the system of
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Figure 1: The domain of interest D is embedded in a wider domain D yqrse-

SDEs (6).

To the best of our knowledge, this approach, borrowed from previous works by S.B. Pope on turbulence
models, has never been used as a downscaling technique; it raises several original and difficult problems from
the theoretical and numerical viewpoints.

The paper is organized as follows. In Section 1, we present the particle model used for the stochastic
downscaling method. We further discuss the theoretical and numerical issues related to the model: Section 2
is devoted to the theoretical results obtained so far on the model. Well-posedness, as well as mean—field
interacting particle approximations and boundary condition issues are addressed. We present in Section 3
the numerical discretization of the downscaling method, and investigate in Section 4 the accuracy of the
proposed algorithm on simplified situations.

1 Foundations of the stochastic downscaling method (SDM)

This section is devoted to the presentation of the stochastic downscaling method, denoted SDM in the sequel,
in the framework of turbulence modeling. We start with a general presentation of the statistical approach of
turbulent flows with Lagrangian description. Although this kind of modeling has been considered for general
complex turbulent flows, we restrict our discussion to the case of an incompressible fluid with constant mass
density. We consider a fluid with three dimensional velocity U(t,x) and pressure force P(t,x) acting on the
fluid, evaluated at a time ¢ and a location x. These quantities are governed by the incompressible Navier—
Stokes equations. The statistical description of turbulent flows introduces randomness in the state variables.
In this context, the Eulerian fields U(¢,z) and P(¢,x) are decomposed into averaged (though macroscopic)
fields (U)(t,x) and (P)(t, z), and fluctuating parts u(t, z) and p(¢,x) (see e.g. [20]). The averaged fields are
governed by the so—called Reynolds Averaged Navier—Stokes equations:

@@WU+«U@MVJaﬂz—%@AM+WAAW%—VAM%mon@jﬂxWJgiga (1a)

(V- (U)) =0, on (0,T) x R?, (1b)
(U)(0,2) = Uo(x). (1)



These equations are obtained from the original Navier-Stokes system (that we do not recall here) by the
formal application of the Reynolds operator (-), which consists in computing the average (in the macroscopic
sense mentioned above) of the Navier-Stokes equations. Equation (1a) corresponds to the mean momentum
conservation, and (1b) features the mean incompressibility of the flow. The field Up(x) defines the initial
averaged state. The Reynolds stress tensor {(u(Yu))};<; ;<5 in (1a) denotes the covariance matrix of the
velocity field components,
<u(i)u(j)> - <U(i)U(j)> — <U(i)><U(j)),

and models the stresses due to turbulence motions. As the tensor elements are unknown, the resulting
system (1) is unclosed. In the same manner, one may derive the equations of the Reynolds stress tensor

3
B, (uuy 4 (<U> . Vw<u(i)u(j)>) + 30, (uOuu®)
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\
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+ VZ 92 2 ( uPy)) Z<awlu(i)3mlu(j)>’
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and so on. The complete description of mean flows (especially the velocity moments) requires to solve
an infinite cascade of equations. Through years, this closure problem, and the related statistical context,
has led to the investigation of turbulence models in order to parameterize the unresolved terms, thanks to
laboratory and phenomenological observations, together with physical principles; among them, let us quote
Richardson’s notion of energy cascade and Kolmogorov’s universality laws (see e.g. [24]). For instance, second
order closure models parameterize the unknown terms in (2) (see [24]). We mention also the general class
of the turbulent viscosity models, and the related k — e-models which close directly the RANS equations (1)
(see e.g. [20]), introducing further description of turbulence mechanisms brought from the turbulent kinetic
energy (TKE) kg defined by

3
1 L
B (OMO
and its (pseudo-)rate of dissipation eg defined by
3 . .
en(t,r) =v Y (0nul 0, u?)(t, z). (4)
il=1

An alternative viewpoint on the RANS equations is proposed by the Lagrangian Probability Density
Function (PDF) methods for the modeling and the simulation of turbulent flows. Initiated in [22], the
Lagrangian modeling of turbulence flows provides particle formulations of turbulent models. Generically,
this formulation consists in introducing a general stochastic process (X,U,P) which describes properties
of the flows that result from particles evolution (at time ¢, X; is the position of a fluid particle, U; is its
velocity, ®, referring to some scalar characteristic of the turbulence). These dynamics are usually referred
to as Lagrangian Stochastic Models, and are ruled according to It6’s diffusion equation of the form

dZt = bz(t, Zt) dt + O'Z(t, Zt) th,

where W is a R?-Brownian motion. The meaningful point of this Lagrangian approach is that the Eulerian
averaged fields are interpreted as the expected velocity value issued from particles conditioned to be located
at position x. Namely it holds that, for all suitable mapping g : R® — R,

(gU))(t,2) = Elg(Uy)/ X; = 2]



This relation writes, in terms of conditional distribution, as

/ Q(U)PL(t,x,an) du dlff
R3 xR

(gU))(t,z) = ; (5)

/ pL(twrvua ¢) dudw
R3 xR

where py, stands for the probability density (assuming it exists) of the fluid particle at time ¢, on phase state
(x,u,7) € R x R3 x R. The coefficients bz and o of the Lagrangian equations are designed in order to fit
with RANS turbulence models. Such a step is achieved by formal developments on the related Fokker—Planck
(or forward Kolmogorov) equation. This is discussed in Section 1.2 below, but we first start with the model
that we will consider in the sequel.

1.1 SDM: a Lagrangian stochastic model designed for downscaling

Consider the computational domain D as a smooth open subset of R3. Along its boundary 0D, we denote by
U, the velocity field provided by experimental measures, by statistics or by a numerical weather predictor.
In order to model the flow in D, we consider a couple of stochastic processes (X, i) that respectively describe
the location and the velocity of a generic particle. The evolution of (X,) is governed by the following system
of stochastic differential equations (SDE):

t
XtZXo—&—/ U ds,
0
t tr1 03 er(s, Xs)
= - ~—Vaz 7Xs ’ 7 ———=(E s Xs — Us
U; = U ; QV (P)(s )ds+/0 (2+4C’0> kL(S,Xs)( [Us) X —Us) ds (6)
t
+/ \/CoEL(S,XS)dWS—FQ Z (Uemt(syxs)_Z/{s*)ﬂ{XSESD}7 Vte [O,T]
0 0<s<t

Here W is a standard Brownian motion valued on R?, Cj is a prescribed positive constant, and (Xg, )
are random variables whose probability law pg is given. The term E [U;/X;] denotes the expected velocity
field U; of particles conditioned by position X;. The parameter g is the mass density of the fluid (which is
assumed to be constant), and k;, denotes the conditional variance of the particle velocities:

kr(t, ) = 323: (E [(uﬁ)Z/Xt _ x} _ (E [uﬁ)/xt _ 4)2) ,

=1

while €, is given by

Q

wjw

® (kp(t, )2, (7)

m

ep(t,x) =

)

C. and ¢, being some positive constants.
For every t > 0, we assume that (X;,U;) admits a probability density with respect to Lebesgue’s measure,
that is there exists p € L>((0,T); L*(R? x R?)) such that

P((X:,U;) € dxdu) = p(t, z,u) dxdu, ¥V t € (0,T],

where P stands for the probability measure under which (X,U, W) are defined. The density p(t, x,u) refers
to the distribution of particles at position x and velocity u at time t. The mass density is a priori defined
as:

o(t,x) = /]RS p(t, x,u) du. (8)

Since we assume the mass density to be constant, the particles are uniformly distributed in D, and we have:

1
Q(t,x):ﬁ,Vt>O,xeD, (9)



where |D| stands for the Lebesgue measure of D. Finally, (P) is computed from the following Poisson
equation:

3
aPy = 3 8L E U [ X, =], (10)
@ ij=1

The complete system (6), (7) and (10), subjected to the constraint (9), defines the SDM model'. The
model carries two important aspects; on the one hand, within the domain D and according to (6), the flow
undergoes a Langevin based model introduced in [23]. Especially, k;, and e}, respectively refer to the TKE
of the system (defined as in (3)) and the related (pseudo-)rate of dissipation (see (4)), while (P) stands for
the mean pressure force acting on the fluid particles. We highlight the physical meanings of these terms and

the nature of the SDE’s coefficients in Section 1.2 below.
On the other hand, along the boundary 0D, the velocity components are submitted to external forcing
terms that characterize the downscaling aspect of the model. Indeed, when a particle hits the boundary, its
velocity is instantaneously reflected (see Sections 3 and 4 below), in order to match the Dirichlet boundary

conditions on OD:
(UY(t,x) = Ueat(t,x), V(t,z) € (0,T] x ID. (11)

1.2 Turbulence closure equations for SDM

We now come to the turbulent closure of our model. For (¢,z,u) in (0,400) x D x R?, the distribution
p(t, z,u) of (6) may satisfy the Fokker—Planck equation:

Op(t,z,u) + (u- Vep(t,z,u))
—  (VuP)(ta) - Tupltizs) ~ (5 + 300 ) T (V- (0)(0.2) — ) 7, 0)

C t,
n OELQ( )

Dyp(t,z,u).

For suitable g : R? — R, the function (¢,z) — [ps g(u)p(t, z,u) du satisfies the following equation:

9, /R (ot 7w du+ (vx- /R (uglu)p(t,, ) du>

= % (Vw<7’>(t,x) . /R3 Vaug(u)p(t, z, u) du) - <; + iC()) - Vugu) (Ut z) —u) pt, z,u)du  (12)

Coer, (t, LL‘)

+
2 -

Dug(u)plt, @, u) du.

From this formal equation and the relationship (5), we recover the Reynolds turbulence equations. Indeed,
taking g(v) := 1 in (12) and for o(¢,x) defined in (8), we get

Oo(t,z) + (V- 0(t, ){U)(t,2)) =0, on (0,T) x D,

which, according to the uniform particle repartition (9), writes the (mean) free divergence equation (1b).
Next, considering g(v) := v for 1 <14 <3, (12) yields:

UD)(t,2) + (Vo - (UOU)(1,2)) = —%awi (P(t,z), on (0,T) x D, (13)

and thus to the momentum equation (1a) when the viscous forces are neglected. Finally, for 1 <i,j < 3 and
g(v) := v@v0)  we obtain the equations for the covariance (UMW UW)) — (UM Y(U)). Further using (13), we

IWe refer to [1] for the link, at least in the case of periodic boundary conditions, between Equation (9) and Equations (6),(10).



derive the Reynolds stresses equation associated to (6):

3
B (uuy (<U> : V$<u(i)u(j)>) +3° 0, (@ u@u®)
=1

3 3
= =3 @Du)a, (D) = 3 (Ou®)a,, (U0) (14)
=1 =1

1 . .
_9 5 + 300) %(u(”u(% + Coerdij, on (0,T) x D.
L

Comparing Equation (2) with (14), one may observe that (14) is close to the original Reynolds stress equation.
Moreover, this comparison suggests to identify (6) as a model for turbulent flows with no direct viscous effects,
negligible pressure diffusion 0., <pu(z)>, and local isotropy. Indeed, in this situation the dissipation tensor

VZ?:1<8mlu(i)8zlu(j)> is reduced to the relation

3
; ; 2
v E (8, uD 0y, uVy = §5E5ij7
=1

where §;; is Kronecker’s delta and eg(t, z) is the pseudo-rate of dissipation given as in (4). The remaining
terms due to turbulent pressure are closed according to the Rotta’s second order closure model (see [24])

which writes
1 . . € Nz 2
_Z (@) G\ — 2B ., ), () 2 .
. (( Oz, u'") 4 (pOz;u >) CRkE (w9 + 3C’R€E6m,

for Cr denoting the prescribed Rotta’s constant. Then, since kg reads as ki, (2) and (14) lead to the
identification e = er,, choosing Cy such that Cr = (1 + %CO). Recalling (7), one recovers the Harlow—
Nakayama’s k — € closure model

e

ep(t,x) = % (kp(t,z))? . (15)

Lagrangian systems are Langevin type equations (see e.g. [11]) extended to the context of turbulent flows.
In Equation (6), the term —V,(P) (¢, X;)/0 ensures that the mean incompressibility constraint (1b) and the
constant mass constraint are both satisfied. The coefficient (1/2 + 3 Cy/4) er,/kr, models the characteristic
time of the drag force (U)(t, X¢) — U;. The diffusion part is designed to retrieve —at least heuristically— the
steady state predicted by Kolmogorov’s universality law (see [24] for further details).

The Lagrangian modeling of turbulent flows has been considered for several closures (see e.g. [23]) and

sophisticated turbulent situations (see e.g. [19], [24], and references therein). The SDM model is equipped
with simple closure models, which nonetheless involve meaningful physical aspects.
Rotta’s closure lies in the range of return—to—isotropy model, and is meant to introduce the decay of
anisotropy observed in some experiments (see [24]). The Harlow—Nakayama closure model (see e.g. [13], [26])
is a k—¢ closure model commonly used in meteorology. In particular, it introduces a characteristic mixing
length scale £,,,, which, in the specific case of near-surface turbulence, depends on the vertical coordinate z
(see [29]).

2 On the well-posedness of Lagrangian stochastic models

In this section, we review some results obtained by some of the authors on the mathematical study of SDM,
and more generally on generic problems inherent to Lagrangian Stochastic Models. As illustrated above,
Equation (6) couples several difficulties. On the one hand, the Lagrangian dynamics genuinely stand as SDEs
endowing degenerated diffusion terms and singular McKean nonlinearities in the sense that the coefficients
depend on the conditional law of the solution. These nonlinearities appear in (6) in the form of velocity



moments conditioned by the particle position. The Poisson problem (10) adds further nonlinearities to the
particle dynamics. On the other hand, these difficulties are strengthen by the downscaling application which
imposes to introduce appropriate procedure to force boundary conditions of the form (11). These original
aspects raise the questions of well-posedness, and numerical approximation.

The Lagrangian models considered in this section are in simplified form. Here, the mean pressure term
(P), given as solution to (10), the mean incompressibility (1b) and mass uniformity constraints (9), are
neglected (these problems being investigated in [1]).

First, we focus on the problem of well-posedness of a Lagrangian system in the free boundary case (i.e.
D = R? with d > 1). Next, we address the introduction of boundary condition in the specific case of the mean
no—permeability boundary (see (25) below). Despite these simplifications, the results presented below set the
first mathematical bases for the numerical analysis of the particle method proposed for the computation of
SDM (6) in Section 3.

2.1 A propagation of chaos result for Lagrangian stochastic models

In this subsection, we focus on the conditional singularity involved by Lagrangian stochastic models for
turbulent flows. We give a well-posedness result for the simplified Lagrangian stochastic model. More
precisely, by means of particle approximation, we prove that there exists a process (X;,U;;t € [0,T]) solution
to the following SDE

t
Xt :X0+/ ust,
0

K K 16
U, = Uy +/ B[ Xs,Us; p(s)] ds —I—/ o(s, Xs,Us) dWs, (16)
0 0
p(t, z,u) is the probability density of (X, U;) for all ¢t € (0,T].

Here, T is a finite horizon time, (Xo,Up) is distributed according to initial law pg, and W is a R%valued
Brownian motion. The drift coefficient is the function B : (z,u,7) € R? x R? x L'(R??) — R?, defined by

b(v,u)y(z,v)dv
= if L) dv # 0,
Blz,u;v] = / (2, v) dv /Rd ~y(z,v) dv #
Rd

0 elsewhere,

(17)

where b : R? x R? — R? is a bounded continuous interaction kernel. By definition, the drift function
Blz,u; p(s)] in (16) is (at least formally) a measurable version of the conditional expectation

(x,u) —E [b(usvu)/Xs = :L‘] )

introduced in Section 1 (see (5)). Hypotheses on the diffusion coefficient o : (0,7) x R?? — R? x R? are
specified below.

Hereafter a solution to (16) is understood in the weak sense: there exists a filtered probability space
(Q,F, (F:),P) under which a Brownian motion W, and a couple of processes (X;,Us;t € [0,T]) satisty (16).
Note that the nonlinearity in the drift term (17) imposes to construct a solution which admits time—marginal
densities w.r.t Lebesgue measure, this means that the measure Po (X;,U;)~" on R?? has a density p(t, z, u).

Equivalently, a weak solution to (16) can be formulated in terms of a martingale problem: we consider
(2, F) = (C([0,T],R%), B(C([0, T, R?9))), ((X¢,Uy); t € [0,7T]) the canonical processes of C([0, 7], R%¢), and
(F) the related canonical filtration. A probability measure P on (2, F, (F3)) is a solution to the martingale
problem related to (16) if P satisfies the following:

(P1) P o (Xo,Uy)™ ' = po, and for all t € (0,T], P, := P o (X;,U;)"* admits a positive density p(t,z,u)
w.r.t. Lebesgue measure.



(P2) For all f € C2(R??),
t
M; = f(X¢,Uy) — f(Xo,Uo) —/ A,(f)(s, Xs,Us) ds is a P-martingale.
0

The operator A, above is the infinitesimal generator of (16):

d

A(F) (b, ) o= (- V) + (Bl p(6)] - Ve + 5 D2 a9 (b, 0)2,, f), (18)

i,j=1
where a := oo* for * denoting the transpose of o. The martingale property (P,) equivalently writes:
VO<s<t<T, Ep[U,(M;— M,)]=0,

forall U, = H;’L:I g (th , Z/[tj) given 0 < t; < --- < t, < s, and the U7’s are bounded continuous functions on
R?¢. From appropriated choices of f, one can identify a Brownian motion W such that the canonical process
(X,U) solves (16) (we refer to [28], [15] for a general description on martingale formulation of weak solution).

Before specifying the hypotheses on the diffusion coefficient o of (16), we consider the linear case where
b = 0. In this case, the Lagrangian model writes

t
Yts,yw — y+/ Ves,y,v da’
S

t (19)
VY = —|—/ o (0,Y,) ", V00 dwy,
and its related backward Kolmogorov equation is
1 d
—0u)(t, x,u) § Z (i:) (t,z,u) 82 z/J(t,x,u) + (u- Vao(t,z,u)) = 0. (20)

Equation (20) belongs to the class of ultra—parabolic equations of Kolmogorov type which represents a
particular class of parabolic equations with hypoelliptic diffusions. For example, when a = 11, for n a positive
constant, the fundamental solution I'y (s, y,v;t, z,u) of Equation (20) can be explicited and corresponds to
the probability transitions of the Brownian motion and its primitive. Solutions of ultra—parabolic equations
and the related properties have been studied in the literature (see [17] for a recent survey). Especially, it
has been shown in [9] that (20) admits a unique fundamental solution if a satisfies the following hypotheses:

(H1) The matrix a = oo™* is bounded and strongly elliptic: there exists A > 0 such that

[l

3 < Z aB (t, x,uyvv; < Mo, Vi e (0,T], (z,u) € R*, ve R

5,j=1
(H2) For all 1 <4, j <d, there exists a € (0,1] and K > 0 such that, for all (s,y,v) , (t,z,u) € (0,T] x R?¢

0l (1) = 0l (s, ,0) | < K (jt = s/% + o —y = (t = 5ol T +u—v]*).

Some properties of the fundamental solution shown in [9], [10], combined with the Feynman-Kac’s formula
for the backward Kolmogorov equation associated to (20), allow one to prove the following lemma.



Lemma 2.1. Under Assumptions (H1, H2), for all (s,y,v) € [0,T)xR? there exists a solution (Y *¥:0, V¥:V)
to (19). In addition, this solution admits a density T'(s,y,v;t,x,u) w.r.t Lebesgue measure, for all0 < s < t,
such that V,T'(s,y,v;t, z,u) exists and is continuous. Moreover, there exist C, ¢ > 0 and n > 0 such that

C
\/t—s7

I'(s,y,vit,z,u) > cly(s,y,vit,x,u), VO<s<t<T, (y,v) € R??.

/ IV, I(s,y,v;t, z,u)| dodu < VO<s<t<T, (y,v)€R*,
R2d

Coming back to the solution (X,U) to (16) (if it exists), the Girsanov theorem (removing the drift B
in (16) by a change of probability argument) allows one to prove the absolute continuity of the probability
law of (X, U;) w.r.t. the Lebesgue measure and the a priori positivity of its density. Additionally, we
identify the time-marginal densities of the law of (X,U) as the unique solution of a mild equation. This
further shows the uniqueness of a solution to (16) (see [2] for details).

We construct a solution to the equation (16) using a particle approximation procedure, inspired from
the classical framework of nonlinear SDEs of McKean type and their approximation by a particle system in
weak and mean field interaction.

Equation (16) is a singular case of nonlinear McKean equation. The nonlinearity is of conditional form,
and the diffusion coefficient is partially degenerated. Following the lines of the propagation of chaos theory,
we introduce the following interacting particle system {(X®%Ne /49N 1 < i < N,} satisfying:

t
i,0,N, i i,8,N.
X, ’“:Xé—i—/ Uy>Tr ds,
0
NP
1 j,0,N, i,0, N, 0,0, N, j,0,N,
LNy 2 USRS UST T )5 (XM — X0 T) .
5N , = _ _ )
U? =+ / < ds + / o(s, X0ONe 00Ne) qiye,
0 L4 0
1 i,0,N, 4,0,N,
N QO Ps(Xo0Tr = XPOTr) + 6
Jj=1

(21)
where {(X{,U3), W?; i > 1} are independent copies of ((Xo,Up), W), and where {¢s := 1/5%(x/5); § > 0}
is a family of mollifiers.

Roughly speaking, a particle system like (21) propagates chaos (or is P-chaotic) if, when the number of
particles N, goes to infinity, any finite subsystem of particles tends to behave like a system of independent
particles, each one having the same law P (we refer to [30] for details).

We define the smoothed kernel Bs[x,u;7], for all (z,u) € R?*? and for all nonnegative v € L*(R2?), by

_ f]Rd b(v, u)ps *y(z,v) dv
C Jradsxy(zv)dv 46

Bé [Jf, u; ’Y]

with ¢5 * v denoting the convolution product between ¢s5 and v along z—variable: ¢s x y(z,u) = fR ods(x —
Np . 1/N, Z;-V:’jl 5{X?,J.Np7ulj,5,1vp} (for (5{.} the Dirac
measure) of the particle system, one can equivalently writes Equation (21) as

y)v(y,u)dy. Considering the empirical measure ,ufs’

t
i,0,N. i i
XM = X+ / U-No s,
0
t t
1,0, N, i i,6,N. i,0,N,. &N, i,0,N, i,0,N, ]
U P:%+/Bﬂm U w%ﬂ®+/a@ﬁ o UV T,
0 0

where we have naturally extended the definition of the kernel Bs to the (time-marginal) measures (uf’N" ,te
[0,T7).



Under Assumptions (H1, H2) and owing to the boundedness of b, the well-posedness of a particle system
solution to (21), defined on some filtered probability space (2, F, (F%),P), is derived from the case b = 0 via
a change of probability argument and the Girsanov theorem. The asymptotic behavior of the N,—particle
system (21) yields to the following result.

Theorem 2.2. Assume that (H1, H2) hold true, and that the law po of (Xo,Uy) satisfies
/ (| + ul?) po(dz du) < 4o0. (22)
R2d

Then, for fized § > 0, the particle system (21) is P°-chaotic: for ¢y, ..., ¢y € Cy (Co([0, T];R*V);R), k > 1,

k
Npli}n,—il_oo IEIF’ l:¢1 (Xl,(s,Np’ul,(s,Np) L (z)k(Xk:,é,Np’uk,(S,Np)} — ];[ ]EP5 [¢1(X) u)] ,

where ((Xi,Uy); t € [0,T)) are the canonical processes of C([0,T],R?*?) and P° is the unique probability
measure solution to the following martingale problem:

(P1%) P? o (Xo,Up)™" = po, and, for all t € (0,T], P{ := PO o (X;,Uy)"" admits a (Lebesque) density
5
P°(t,x,u).

(P2°) For all f € C2(R??),
t
M = f(X4,Us) — f(Xo,Up) —/0 .Ais(f)(s,Xs,Us)ds is a P°~martingale.

The operator Ai(; is defined by

d
Aié (f)(t,x,u) = (u : vxf(xa u)) + (B(5 [xa Uu; P(s(t)} ) vuf(xﬁu)) + % Z a(i’j)(t’x’ u)aii,ujf(x’u)'

ij=1

The probability measure P? resulting from the particle limit provides a weak solution (X7?,U?; t € [0,7T7])
to

t
Xf:Xo+/ Ul ds,
0

t t 23
uf:uw/ Bs [X9, U p° ()] d3+/ o(s, X2,US) dW, 23)
0 0

p°(t,z,u) is the density of (X?2,U?) for all t € (0,T].
The proof of Theorem 2.2 proceeds in two main steps: first, for fixed § > 0 and owing to (22), we prove

a tightness result for the laws {@Mv” :=Po (u>N»)~1 N, > 0} ensuring its relative compactness (w.r.t. the
weak topology). Next, we show that the limit of every converging subsequence only charges solutions to the
martingale problem related to (23). We identify the time-marginal densities (p°(t,,-);t € [0,T]) of P? as
the unique solution of a mild equation related to Bs. This implies the uniqueness of the solution to (23).

It remains to decrease 9 to 0.

Theorem 2.3. When § tends to 0, the probability measure PO solution to the martingale problem related
to (23) converges weakly to the unique solution to the martingale problem related to (16).

In addition, we have the following.

Theorem 2.4. For all t € (0,T], the time-marginals p°(t) converges towards p(t) in L*(R??).
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The detailed proofs of the above theorems can be found in [2]. The proof of Theorem 2.4 follows and
adapts to our case the general ideas of [28] on the convergence of martingale problems related to strong
elliptic diffusions processes.

The propagation of chaos stated in Theorem 2.2 is equivalent to the weak convergence of the random
empirical measure u>"Nr to the deterministic measure P? (see [30]). We then obtain the convergence of
the conditional expectation estimator by combining the propagation of chaos with the convergences in
Theorem 2.3 and Theorem 2.4: P-a.s., for a.e. (t,z) € (0,7] x R?,

N, j,0, N, j,8, N,
e N S SUTTTG XN —a) [ g(up(t ) du

N, ,0,N, ’
0N S 95X —2) 46 Jua plt 2, 0) du

(24)

for any bounded continuous function g. With the notation of Section 1, the right—hand side of the above
rewrites as the Eulerian averaged (g(U))(¢, x).

2.2 Confined Lagrangian process with no—permeability condition

As mentioned in Section 1, the jumps in the dynamics of SDM in (6) are meant to ensure the confinement
of particles in D, and further to force the boundary conditions (11) in the Lagrangian dynamics. Hereafter,
we detail the confinement of the simplified Lagrangian system (16) in the case of the mean no—permeability
condition:

E[(U; - np(X:))/X; = 2] = 0, for t € (0,T], z € ID. (25)

Here, np denotes the outward unit vector of D. According to (5), the condition (25) reads as nil flux for the
outward Eulerian velocity: ((U)(t,z) - np(z)) = 0. This boundary condition provides an example of limit
condition to the averaged Euler equation (13).

Considering an appropriate notion of trace v(p)(t,z,u) of the density p(t,z,u) of (X, U;), the condi-
tion (25) writes:

/}R’i (u-np(x))v(p)(t, x,u) du
/Rd Y(p)(t, z,u) du

Moreover, when D = R? we observe that the time-marginal densities (p(t,-,),t € (0,7]) of the solution
to (16) satisfies the following Fokker—Planck equation in the sense of distributions

=0, for t € (0,T], z € 9D. (26)

dep(t, z,u) + Ay (p)(t, x,u) = 0, for (t,x,u) € (0,T) x D x RY,

where A% denotes the formal adjoint of A, defined in (18). Here D # R? and the notion of trace (p) shall
be defined through the following Green formula: for all ¢ € [0, T}, for all functions ¥ € C*°([0,¢] x D x R%),

/ pls, 2, u) (Dub(s, 2, u) + A, ()(s. 2, 0)) ds de du
(0,t) x DX R4

:/ p(t,x,u)z/}(t,%u)dxdu—/ (0, z, u) o (dz du) (27)
DxR?

DxR4

+ (- np (@) (p) (5, 2, u(s, @, w) dAss (5, 710,
(0,t) x 0D xR4

where dAy; denotes the product measure ds dop(z) du, dop being the surface measure of 9D. We shall also
impose that

/ [(u-np(x))y(p)(t, z,v)| dv < 4+ oo, and/ [v(p)(t, z,v)| dv >0, (28)
Rd Rd
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so that the left member of (26) is well defined.

Now we observe that a sufficient condition for the trace v(p) to satisfy the mean no—permeability condi-
tion (25) is

Y(p)(t, z,u) = v(p)(t, z,u — 2(u - np(z))np(x)) for (t,z,u) € (0,T) x ID x RY. (29)

This (spatial) boundary condition, called specular reflection boundary condition, belongs to the range of
Maxwell’s boundary conditions introduced for kinetic equations such as Boltzmann and Vlasov—Fokker—
Planck equation. These conditions model the reflexion/diffusion processes of dilute gases particles in presence
of solid boundaries (see e.g. [4]).

Following this preliminary idea, we now discuss the well-posedness of the related simplified Lagrangian
system:

t
Xt:X0+/ U, ds,
0

t t 30
ut=uo+/ BIX,.ty: p(s) ds+/ o(s, XosUy) AW, + Ky, (30)
0 0

p(t,z,u) is the density distribution of (Xy,U;) for all ¢ € (0,77,
where the confining process K is defined by
Ky =-2 Z Us— -np(Xs)) np(Xs)Lx, copy- (31)
0<s<t

The kernel B is unchanged, defined as in (17).
The existence of a solution to (30) is subjected to the existence and the growth to infinity of the sequence
of hitting times {7, }nen defined by

(32)

7o = inf{t > 0 s.t. X, € 9D},
Tp = inf{t > 7,1 s.t. X; € 9D}, for n > 1,

The martingale problem related to (30),(31),(32) is formulated as follows: consider Q := C([0, T]; R?) x
D([0, T]; RY) x D([0, T]; RY) (where D([0, T]; R?) is the space of cadlag functions defined on [0, 7], and taking
values in RY), and (X¢, Uy, K5t € [0,T)]) the related canonical processes. A probability measure P is said to
be a solution to the martingale problem related to (30),(31),(32) if the following holds:

(P1) P o (Xo,Uy)™ ! = po, and, for all t € (0,T], Py := P o (X;,U;)" ! admits a positive density p(t, z, u)
w.r.t. Lebesgue measure.

(P2) For all f € C2(R??),
t
M, = f( Xy, Uy — Ky) — f(Xo,Up) — / A, (f)(s, Xs,Us — K) ds is a P-martingale,
0
where A, is defined as in (18).
(P3) P-a.s. t +— X, hits at most countably many times the boundary 9D, and (Ky;t € [0,T]) is given

by (31).

Consider a weak solution (in the sense of the martingale problem) to (30),(31),(32). Itd’s formula applied
to (X,U), we show that, for all t > 0, f € C.([0,t] x OD x R%),

S [ (s X ths,) = FTn X U,2)) U<y

neN

= / (u-np(x))y(p)(s,z,u)f(s,x,u) dAs(s,z,u).
(0,t) xODxR4

12



Hence, (u-np(x))y(p)(t,z,u) is the density of > P o (7, X,,, U, )" with respect to the measure d\s.
From (33), one can deduce the positivity and integrability properties (28) of the trace y(p). Moreover,
the density and trace (p,v(p)) satisfy the Green formula (27). Then, a straightforward computation shows
that, as long as the specular boundary condition is fulfilled, the solution to (30),(31),(32) satisfies the
constraint (25).

The main difficulty remains the existence of a solution to (30),(31),(32).

In the subsection 2.2.1, we take profit of the particular choice of an hyperplane for D to construct a
solution to (30),(31),(32). In this situation, we are able to extend the results of well-posedness and particle
approximation developed in the previous subsection.

In the subsection 2.2.2; we consider a more general domain. A first well-posedness result for (30) is then
obtained from the related Fokker—Planck equation.

2.2.1 Confinement in an hyperplane

We consider the domain D = R%~! x (0, +00). The confinement procedure in (30) only concerns the d‘*
component of the velocity. Thus one can focus on the study of the solution to

t
X, :Xo+/ U ds,
0
t (34)
Uy = Uy +/ B[Xo,Us; p(s)]ds + Wy =2 Y Us-Tx,—oy.
0

0<s<t

We preliminary investigate the properties of the solution to (34) when b = 0. In this situation, we have an
explicit solution thanks to the following simple construction (see [14]): considering (Y;"*"°, V,*°; ¢ € [0,T7)
solution to

t
Y;Pom = gz +/ Vi ds,
0
‘/tuo = Ug + Wta
we construct (X" U "°; ¢ € [0,T]) as the trajectorial transformation of (Y, V;">"“; t € [0,T])
reflecting the velocity each time the particle position reaches zero. We proceed by defining

XtIOfU«O — |Y'tlo7uo‘ ,

Urete = §otovie for all ¢ € (0,77, (35)
where 8" := sign(Y;"”"“*)* denotes the cadlag version of sign(Y;">"“°).
This construction requires to estimate the excursion times at 0 of the primitive of the Brownian motion.
In [18],[16], the authors prove that, starting from zo > 0, the 1D-Brownian’s primitive has only countably
many excursions from 0, they also explicit the law of the related hitting sequence.
As a result, the density p°(0, zo, uo; t, z,u) of (X;°°, U ") can be written in terms of the distribution
p(0, o, ug; ¢, w,u) of (Y7010 VFoue):

PC(O,wo, Uo;t,l',u) = (p(ov‘rOvuO; t,.’E, 'LL) + p(ovl'OauO;tv —Z, —U)) ]1{3220} (36)

As p°(0, g, up; t, x,u) is explicitly known, we further check that the properties stated in Lemma 2.1 hold,
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and ensure the existence of the particle system

t
',6,N . .
X700 = Xi+ / UL ds,
0

NP
DU Uy (XN — XN

LN :U§+/ j=1

ds+ W} —2 > U1

0 Np {X;'S’NP:O}'
Z (%(Xi,&,Np _ Xg,a,zvp) + 5) 0<s<t
j=1
(37)

Replicating the arguments introduced in the subsection 2.2, we are able to prove the following theorem
(see [14]).

Theorem 2.5. Suppose D = RI~! x (0,+00), and assume that (Xo,Uy) are distributed according to a
probability measure po satisfying (22), and having no support on {0} x R. Then, as N, grows to +00, and &
tends to 0, the empirical measure p>N» := 1/N,, Zj\;”l 5{Xj,6,Np wioyy of the particle system (37) converges
in the weak sense to the unique solution P to the martingale problem related to (34),(32)

Moreover, the time marginal density p(t, z,u) of P admits a trace and satisfies the specular condition (29).
The corresponding processes (X,U) fulfill the mean no-permeability condition (25).

Remark 2.6. In the particular case where (34) endows a “linear” drift B(t,z,u), the explicit construc-
tion (35) and the corresponding relation (36) remain valid. Given the drift B(¢, z,u), the associated free
process (Y#o:uo Y#0,u0) to consider in (36) is the solution to

t
YoM = g —|—/ Vroto ds,
0
t
Vta:o,uo = g +/ B(S,sto’uo,v?o’uo)ds + Wt7
0

where B is defined by _
(t,x,u) — B(t,z,u) = sign(x)B(t, |z|, sign(z)u). (38)

2.2.2 A PDE approach

In [14], for more general domains, we consider the McKean-Vlasov-Fokker-Planck equation describing the
time—marginal densities related to a confined Lagrangian system of the form (30). As we have seen, this
equation may write:

2

Oip+ (u-Vop) + (Bl 5p]- Vup) = - Lup = 0in (0,7) x D x R,
p(0,z,u) = po(z,u) in D x RY, (39)

Y(p)(t, z,u) = y(p)(t, z,u — 2(u - np(z))np(x)) in (0,T] x ID x RY,

where pg stands for the initial distribution. Here, the coefficient B is a mapping from (0, T)xDx L*((0,T) x D)
to RY defined as

b(v)y(t, z,v) dv
R .
if / ~y(t, z,v) dv #£ 0,
Blt,z;7] = / ~v(t,xz,v) dv R
Rd

0 elsewhere,

14



where b : R — R? is bounded and Borel measurable. Again, v(p) denotes the trace of p, defined through
the Green formula to (27), and has to satisfy the conditions (28).

Equation (39) belongs to the class of linear Vlasov—Fokker—Planck equations. Well-posedness of a non—
negative weak solution (with p € L?((0,7) x D; H*(R%)) where H? denotes the usual L2-Sobolev space),
and theorem on the existence of trace have been proved for linear version of (39)(see e.g. [8], [7], [3]). We
prove an energy inequality which provides an uniqueness result to (39) in the set V of solutions:

V.= {p € L2((0,T) x D; H3(RY)); sup/ ’w(u)|p(t7x,u)|2du < 400 and /

p(t,x,u)du >0 ;.
(t,2) JRA Rd

Here H? denotes the weighted Sobolev space endowing the weight w(u) = (1 + |u|?)% for a > d.

In order to handle the singularity in the nonlinear coefficient B[, ; p], a suitable tool is provided by the
construction of upper and lower Gaussian bounds resulting from the existence of Maxwellian super— and
sub-solutions for Equation (39). The considered Maxwellian functions have the following form:

M(t,u) = exp (—at) (m(t,u))",

where 8 > 0, and m(¢,u) is the solution to the heat equation:

Ogm — %2Aum =0, on (0,7] x R?,
m(0,u) = mo(u).
Assuming the following a priori bounds on py,
me(u) < polx,u) < g(u), (r,u) €D xR, (40)

we choose appropriately the parameter 8 and @ in terms of ¢ and ||b]|oo and by means of comparison
arguments, similar lower and upper bounds M, M are founded for the solution p to Equation (39).

Using a fixed point method, together with compactness and contraction arguments, one obtains the
well-posedness of a weak solution to the nonlinear equation (39):

Theorem 2.7. Assume (40) with mq > 0 and Mo € L7,. There exists a unique weak solution p to (39), and
a couple of Mazwellian functions (M, M) depending on my, Mo, o, and ||b||cc such that

M p < M(t,u), on (0,T) x D x R%,
M(t,u) < y(p) < M(t,u), on (0,T) x D x R%

3 Numerical description of SDM

We present in this section the numerical discretization of SDM. The stochastic differential equations that we
consider here are

X = Xo—i-/Uds

C- CoCz [!
Uy = uo—( + co 7/ (ke (. X)) (Us = (U)(5, X)) ds /= /(kL(s,Xs))3/4 dw, (41)
m m 0
+2 Z ea:t X )H{X €9D}-

0<s<t

In comparison with Equation (6), the reader will notice that we omit the pressure gradient term in Equation
(41). Indeed, we apply a splitting scheme in which the pressure gradient effects (the mean free divergence
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and constant mass constraints) are taken into account after a prediction step (see details in Section 3.2
below).

We consider a particle discretization of the Lagrangian equation (41), using the Particle in Cell method
for the computation of Eulerian quantities such as (U)(¢,x). As shown in Section 2, an interacting particle
system associated to (41) allows to approximate its Eulerian quantities. In particular, using the notations
of Section 2, for any bounded smooth function @, the quantity

NP
-767Np '157Np
& D QU 5w — X70T)
j=1

. (42)
o T ds(— X[ 40

is a converging estimator of E(Q(U;)/X: = x), as N, goes to co and § goes to 0 (see (24)). In the class of
such Nadaraya-Watson estimators, we are interested in the Nearest Grid Point estimator (see Section 3.1
below), particularly well adapted to SDM.

As far as the time discretization is concerned, we use an explicit Euler method, for which an exponential
scheme is considered in order to ensure long time stability (see Section 3.2). Each time iteration consists in
a sequence of three sub-steps: the first step updates the particle properties without taking the pressure term
into account.

The second step only concerns the particles hitting the boundary. It consists in a reflection on both
velocity and position. The jump applied on the velocity is determined in terms of the Dirichlet condition.

In order to avoid local numerical unstabilities created by a stiff treatment of the particles at the boundary,
we introduce a regularization of (41), for which the first equation is replaced by

t
Xt ZXO +/ Vsds,

0
Vt = ut - h6(Xt)Uert(t7Xt)a

(43)

where hs is the indicator function of Bs = {« € D;|x—90D| < 0}. The process (V;,t € [0,T]) above represents
the Lagrangian velocity field (see the first equation of (43)), which is shifted by —Ue,: (see second equation)
for any particle that moves inside the boundary neighborhood Bjs.

Finally, the third step projects the unknowns onto the constraint space (constant mass density and
divergence-free velocity).

3.1 The Particle in Cell Method

We briefly present in this section the Particle in Cell (PIC) method, that is very well described in [25].
Given a Lagrangian field, the PIC method aims at computing local averages of the particle properties in
order to obtain the corresponding Eulerian variables, such as the three-dimensional velocity.

From a numerical point of view, it is classical to carry out such approximations by using the Nearest Grid
Point (NGP) method. In this way, we drop N, fluid particles in the domain D and mesh D into N, disjoint
cells (Ci,i = 1,...,N,) so that D = UN¢,C;. Let us denote by (th’N”,Z/{f’N”) the position and velocity at

time ¢, of the k** particle among N,. For all x € D, we denote by i, the cell number such that z € C;,, and
lig, (-) is the indicator function of C;,. Then the quantity E(Q(U;)/X; = x), involved in (41) with ad hoc
expressions of (), is approximated by :

30 (1) e, (1)
k=1

#{th’Np €Ck=1,...,N,}

Q) (t,2) = E(QA)/ X, = ) = XY E€CL T =1, N A0, (44)

0 elsewhere,
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which is closed to (42) if we define the function ¢s thanks to the above indicator functions. In the SDM
approach (41), z is always the center of a cell C;. Moreover, due to the uniform distribution of the particles
as expressed in (9), the estimator (44) is reduced to

NIJ
BQUA) X =)~ 5= 300 (U™ 16, (), (43)
¢ k=1

where N, denotes the constant number of particles per cell.

Note that it is possible to replace the NGP method by higher order methods (based on smoother splines)
that take into account more particles in the cell neighborhood. These methods increase the numerical
complexity and require a particular treatment for the computation of Eulerian quantities in the boundary
cells.

By then, any statistics on the Eulerian velocity U (mean wind components, variances, turbulent kinetic
energy k) is evaluated in a cell C; by an average over the N,. particles present in C;.

The convergence speed of the first and second moment estimators should behave (at least asymptotically)
as a Monte Carlo method (independent sampling). Thus, we expect the 95% confidence interval for the mean
wind components to be driven by the local turbulent variance 62 = ((u?), (v?), (w?)). The error between the
numerical velocity (U)spym and the reference solution (U) in each cell C; may be quantified with the help of
the law of large numbers and the central limit theorem as:

P <<U> —(U)spm € [— \/2;71)0, \;%pj) > 95%. (46)

3.2 The numerical time-scheme

We present hereafter the numerical discretization of (41). For robustness considerations (see [21]), we
consider the exponential version of the explicit Euler scheme. At time ¢,,_; = (n — 1)At, the N,, Lagrangian

variables (X%_,,Ul_,) = (X:;Ai’”,l/{,’j’_]\{p) are known, as well as the statistics k,,—1 and (U,_1) in each cell
C of the partition of D = Uﬁi“lci. At time ¢, for each particle p:
Step 1. Prediction: we compute the following quantities
e The particle velocity V¥ | =U*_| — Uepi(tn_1, XF_1)hs(XE_))
e The particle position X¥ = X* | 4+ AtVF |

e The velocity ﬁ,’j is calculated applying an exponential scheme to the equation

dir = — kL2 (z]f _ (Un_1>) dt + Cok> AWy, t € [tar,tal, (47)

n n
where (U, _1), k,_1 and €,_; are evaluated in the cell containing X*_,.

If )N(,’j € D, then set X} = )af and UX = Z],’f

Step 2. Reflection: When X”g ¢ D; let toy; be the boundary hitting time after ¢, 1, and Zour = X5 + (tout —
tn—1)V¥_| be the hitting position, then the reflected position is set to

Xrlf = Tout — (tn - tout)vr]jfl' (48)

In concern of the velocity, we simulate Equation (47) between ¢,,_1 and t,,; with an exponential scheme
to obtain the velocity L{t’i o Then, in order to match the boundary conditions, we impose a jump on
the velocity at t = tyy4:

UF = 2Uri(tn 1, Tous) —UF . (49)

Lourt out™

We finally compute Z/[T]f thanks to the simulation of Equation (47) between t,,+ and t,,.
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Remark 3.1. In a three-dimensional domain, it may happen that X* written in (48) remains outside
the computational domain after the reflection, for instance in the neighborhood of the corners. In this
case, new hitting coordinates z,:, are computed, and the new particle position is set to

X:—f = Touts + v,
where « is a small vector pushing ., inside D. The new velocity U* is unchanged.

Step 3. Conservation constraints: Once the N, particles are advanced at time ¢,

e move the particles such that there is exactly the same number N,. of particles per cell to fulfill
the mass density constraint. The interested reader is referred to [6],[5] for further details.

e compute the new Eulerian quantities <l7n), and project the new Eulerian velocity field on the
divergence free space. This may be done thanks to the classical resolution of a Poisson equation
for the pressure, with homogeneous Neumann boundary conditions, see [12].

Remark 3.2. The projection method that is classically used to set the divergence of a given velocity
field to zero can not guarantee the boundary conditions to fully match the Dirichlet conditions. Indeed,
our corrected velocity (U, ) is such that:

(Un) - M) = (Uear - 1), (50b)
and possibly ((Uy) - ?) # (Uegt - 7). (50¢)

Because of (50¢), we may prefer not to correct the velocity when its divergence is small enough, instead
of introducing (potentially large) errors at the boundary. This problem occurs in the resolution of every
numerical methods that discretizes the equations of divergence-free fluids.

4 Numerical validation of the confinement scheme

In this section, we present a numerical validation of the confinement scheme used for SDM and detailed
in Section 3 above, on a simple confined one-dimensional Lagrangian process. The fully nonlinear three
dimensional SDM case carries many numerical issues and will be discussed in the conclusion.

Here, we consider a linear one dimensional Lagrangian model, namely an Ornstein-Uhlenbeck process for
the velocity, and its primitive for the position. The corresponding free process (Y, V) in R x R reads:

t
Y, = Xo + / Vads,
0
. (51)
Ve =Uy — c/ (Vs — m)ds + oWy,
0

on some probability space (2, F,P), equipped with a one-dimensional Brownian motion W. In the sequel,
we refer to the process (V,V) as the Langevin-Ornstein—Uhlenbeck (LOU) process. The velocity component
of this free process is spatially homogeneous. The velocity equation admits a Gaussian stationary solution.
Moreover, the solution of Equation (51) confined in [0, +00), as well as its periodized version in the torus
T = R/LZ for a fixed L > 0, may be explicitly written, providing analytical expressions for the first and
second conditional moments, that will allow us to study numerically the impact of the confinement terms in
the first conditional moments.

For the sake of simplicity, we keep the same notation for the one dimensional confined Lagrangian process
than for the SDM process, (X,U).
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In Section 4.1, we consider the case where the mean-revert parameter m is zero and we use the analytical
solution of Equation (51) confined in [0, +00) for a first numerical validation of both Dirichlet boundary
conditions and variance behaviour, the latter corresponding to the turbulent kinetic energy in SDM. Using the
one-dimensional version of the SDM scheme for confinement, we compare the asymptotic long-time behaviour
of statistics with numerical simulations performed in a bounded interval [0, L], where the confinement scheme
is applied at both ends of the interval.

Next we investigate in Section 4.2 the case where the mean-revert m is non-zero. This is of interest for
the validation of SDM, since the mean-revert parameter m is the analogous of the Eulerian velocity field
(U) and must be compatible with the (non-zero) boundary conditions. Moreover the case m # 0 imposes
to work with the pressure correction (corresponding to the optimal transport step correction in the SDM
scheme) in the confined version of (51). We compare this case with the periodized version of (51) in the
interval [0, L], the solution of this later case having its space-marginal uniformly distributed in [0, L].

In all this section, we consider the initial variables (Xo,Uy) as a couple of independent random variables
where X is uniformly distributed in the interval [0, L] (L > 0 given), and Uy is a centered Gaussian variable
with standard deviation og. The parameters L and o¢ are respectively fixed to 10 and 0.1 in all the numerical
simulations presented below.

4.1 One dimensional SDM with zero Eulerian velocity field (m = 0)
As discussed in Remark 2.6, Section 2.2, the process (X,U), confined in [0, +00), solution of

X& ;¥0+’/rlld8
(52)
Uy = Z/{()—C/ Usds + oW, — Z 2US_H{XS:O}7

0<s<t

can be constructed from the free process (Y, V) solution of

t
Y, :Xo+/ Vyds,
0

t
Ve =Up —c/ Vids + oW,.
0

Contrarily to SDM (see (6), (7) and (10) in Section 1), the model (52) does not carry any kind of pressure
correction. As a consequence, the mass density (equivalent here to the space marginal of the probability
density) associated with (52) has no more reason to be constant.

We consider a rate of mean reversion ¢ > 0, and ¢ > 0. As discussed in Section 2.2, the jump term in
Equation (52) models the confinement: the position X; is reflected with velocity Uy = —U,- when hitting the
boundary {x = 0}. It induces the Dirichlet condition E [i;/X; = 0] = 0, also called the mean no-permeability
condition (see Equation (25)).

The probability density p°(t,z,u) of the confined particle (X;,U;) solution to (52) is derived from the
probability density p(t,y,v) of the free process by Identity (36). The n-conditional moments on the velocity
are then deduced from the free ones: for a.e. (¢,z) € (0,+00) x (0, +00),

" =zx| = ot 2)E[(V)" /Ys = 2] + (=1)"o(t, —2)E[WV)" /Y: = 1]
E{Uh)" /X =] = D) ,

where o(t, z) and o°(t, 33) are respectively the mass density of the free process and the mass density of the
confined process: o(t,z) := [ p(t, z,v)dv and ¢°(t,z) == [ p°(t,,v)dv = o(t, ) + o(t, —x).
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From Identities (72) and (73) in Appendix A.2.1, we have the following analytical expressions for
EV;/Y; = 2] and E[V?/Y; = z]: for all t > 0,

u(t) -, ABogexp(—ct) + p(t) E [(« = X0)go, (o (x ~ Xo)]

EM/Ye=al = o T + (o) ot ) ’
2y 1 B0 6@ (ep—ct)  pn) \’
BViYe=el =000 * vt + 0o ( () V1<f)>

2
(7(75)03 exp(—ct) + ,u(t)>2 E [(95 —X0)" 9o, (1) (T — XO)}

vi(t) + (7(t)oo)? o(t, z) '
where g, denotes the one dimensional Gaussian function with standard deviation o, the functions ~(¢), X(t),

v(t), u(t) are defined in the beginning of Appendix A.1 in (62), and o1 (t) in the beginning of Section A.2.
A straightforward calculation leads to

() ~(t)ag exp(—ct) + u(t)
(v(t)o0)?

1(t) E [Xo (9o, (1) (x — Xo) = 9o (1) (z + X0))]
2 o°t, )

EUy/X, = 2] = 2 x

141 (t) 141 (t) +
y(t)og exp(—ct) +
vi(t) + (v(t)oo)

)

and

25 o] = O 0O ®e0) (exp(=et)  p(t) \*
e N O ECIOCE < -0 u1<t>>
(W(t)US exp(—ct) + p(t) ) P E (v — X0)2go, (1) (z — Xo)]
)2

0°(t, x)

)

from which we can easily compute the long-time statistics E [Uy /X, = z] and E [U7?/X, = 2], as long as
we consider a bounded conditional position 0 < z < L and the initial variable |X(| bounded P almost
everywhere. We identify two constants C; and Cs, depending on x such that

U)tr) = SEtolp), (53)
Wit -7 = o), (54)

For the first and second conditional moments E [(4;/X; = z] and E [U? /X, = x|, the long-time behaviour of
the confined process (X;,U;) is equivalent with the free process (Y, V;) (see Remark A.2 in the Appendix).

The limit values are the mean and variance of the equilibrium Gaussian law N (0, ‘2’—2) of the free velocity V;.

4.1.1 First numerical reference and validation

The numerical computation of conditional moments of the confined model (52) is difficult to achieve because
the support of the law of the particles is the unbonded half-line. When L is sufficiently large, the two end
confinement points of [0, L] behave (almost) independently, as a superposition of two half-line confinements.
Hence, the following process confined in [0, L]

t
X, = X, +/ Usds,
0
¢ (55)
Uy = Uy — c/ Usds + oWy — D U (1x,—0p + L x,=1})
0

0<s<t
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appears to be the nearest model numerically solvable that can reproduce the asymptotic behaviours (53)
and (54).

We simulated particles with an adapted one dimensional version of SDM’s algorithm (see Section 3.2).
We use an explicit exponential Euler scheme (see (47)), and apply the confinement procedure (48), (49) with
Uezt = 0. We smooth the confinement effect with the regularization function hs as described in (43).

Comparisons are made on the first moment (U) and its variance (u?) and their asymptotic long—time
analytical expressions, equivalent to (53) and (54). The final time simulation 7T is taken equal to 7" = 100.
At time t = 0, N, = N.N,,. particles are uniformly distributed in the interval [0, L], with velocity randomly
generated with a Gaussian law A/(0,00). The initial variance o3 = 0.01 is chosen smaller than the expected
asymptotic variance 02 /2c, where o and ¢ are O(1).

In all the figures below, mean values are shown in each cell center. Except in Figure 4 where several N,
and § are compared, we fix N, = 200 and 6 = L/N, = 0.05. The smoothing parameter d of the confinement
corresponds then to the size of the boundary cell. The time step At = 0.01 is chosen sufficiently small so
that particles do not cross more than one cell during a time step. The number of particles per cell is fixed
to Np. = 10000, in order the Monte Carlo error (46) to be small enough.

As we can observe in Figure 2 with Ugyt(0) = Ueyt(L) = 0, the numerical first and second conditional
moments provided by our scheme match the analytical results given in (53) and (54). The particle reflection

999
i
feyuye
«U'-n o
o

=X
=9

Figure 2: The homogeneous case m = Uezt(0) = Ueyy (L) = 0. The (U)(T,-) and (u?)(T, -) behaviour in the
confined interval [0, L] from the simulation of system (55). The theoretical asymptotic values are plotted in
continuous lines.

at the boundaries affects neither the first moment nor the variance, and these values are in agreement with
the theoretical prediction: the variance (u?)(T,z) is almost constant in [0, L] and matches the value o2 /2c.
The Monte Carlo noise on (U) remains in the asymptotic confident interval of (u?)

P <<U> — (U)som € [ ﬂvi ﬁVLD > 05%
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4.1.2 Effect of non-homogeneous boundary conditions

In order to test the behaviour of the confinement scheme on an irregular case, we have simulated the confined
Langevin system when the boundary conditions are no more compatible with the mean revert parameter m.
The corresponding equation should be typically,

t
Xt:X0+/ U.ds,
0
‘ (56)
U, :L{O—c/ Usds + oW + Z Q(ert(Xs)_us*)(]l{XS:O}"‘]I{XS:L})a
0

0<s<t

with non zero Ueyt(0), Ueyrt(L). Even if the well-posedness of (56) is unclear, such an experiment gives an
idea of the variance perturbation due to the forcing. We let unchanged the set of numerical parameters

Il Il
0 05 1 15 2 25 3 35 4 45 5 55 6 65 7 75 8 85 9 95 10
xT

2 T T T T T T

s Uewt(0) = =1, Ueze(L) = =1

175 Ueat(0) = 0,Uene(L) =0 7|
15k O Uee(0) = =1, U L) =1 |

| | L | | | | L | L |
1 15 2 25 3 35 4 45 5 55 6 65 7 75 8 85 9 95 10
z

Figure 3: Unhomogeneous Dirichlet conditions and m = 0. The (U)(T,-) and (u?)(T),-) behaviour in the
confined interval [0, L] from the simulation of system (56). Three sets of boundary forcing are applied at
x=0and x = L.

{T, At, N¢, Np¢,d}. As Figure 3 evidences for two given sets of non-zero boundary conditions, the numerical
first moment fails to return with precision the boundary forcing, although this can be modulated with the
choice of N,. and §. Even for T = 100, the size of the computational domain L is clearly large enough
to separate the left and right forcing effects. The perturbation of the variance depends strongly on the
rarefaction effect or the concentration effect the forcing locally produces on the particle distribution.

In the next section, we pursue our analysis, by introducing the pressure correction term (and hence the
constant mass density constraint) in the confining equation.

4.2 One dimensional SDM with non-zero Eulerian velocity field (m # 0)

Consider now the LOU type process (51) with a non zero mean revert parameter m. In that case, as pointed
out in Remark A.1, the Eulerian velocity of the free process behaves like E[V;/Y; = y] ~ m/2 as t — +oo,
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that prevents to interpret Equation (51) as the linearized version of

{YtX0+f0tVds (57)

Vt Cfo 1% ]E[V /Y])dS+UWt,

where we want to replace E [V;/Y; = y] by m as a numerical test case. Moreover, the simulation of confined
version of (51) is difficult to achieve as the forcing and m # 0 may produce a concentration of particles at a
boundary. For those reasons, we modify Equation (51) with the pressure correction term. A mathematical
analysis of the Poisson equation’s role coupled with (57) is proposed in [1]. The authors study equations of
type

t
v = [XO + / Vsds} mod L,
0

t
Y, = Uy +/ (E[Vs/Y,] = Vs — VP(s,Y.))) ds + oWy,
0
with
APt 1) Z ( (V. vm/yTr )), (t,2) € (0,+00) x T.
1,j=1

Here, T is the torus R/LZ and [z]modL := x — L|x/L| where |z] is the integer part of z € R. In particular,
it is shown that Y;' stays uniformly distributed in [0, L] as soon as Xj is.
As show in Appendix B, the periodic-LOU process

t
vr = [XO +/ Vsds} mod L,
P (58)
Ve =Uy — c/ (Vs — m)ds + oW,
0

is also stationary in its space variable: Y, is uniformly distributed in [0,L] for all + > 0. Moreover
E [Vt /Y= y] tends to m exponentially fast, and

2
EWV/Y =y] = m® + ;— when ¢ — +o0.
c
4.2.1 Numerical validation for a non-zero mean-revert m # 0

In this section, we study the effect of the forcing confinement combined with the pressure correction. For
this purpose, we have simulated the confined system

t
Xt = X() + ust,
0

t
Z/{t:Z/[O+/ [c(m—Z/{) VP(SX)]dS+JWt+ Z emt(X)—Z/{s—)(]l{sto}—&—II{XS:L}),
0 0<s<t
(59)
coupled with

—A,P(t,z) Z (u(”um/X—x) (t,x) € (0,+00) x [0, L].

i,j=1

We compare it with the simulations of (58) in order to try to discriminate between the effects of the boundary
conditions and the effect of the constant mass density constraint.
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As previously, we simulated particles using an adapted version of SDM’s algorithm for the one dimensional
case. It has to be underlined here that at each time step, the constant mass density constraint (see Step 3
of the numerical scheme in Subsection 3.2), is applied to overcome the Poisson equation. In one dimension,
the optimal transport scheme resulting from this constraint is solved exactly, using a sorting procedure [27].

In the numerical simulations, the size of each cell is equal to : N.d = L, each cell containing N, = 10000
particles.

Results are shown in Figure 4, near the boundaries, for z € [0,1] (left), and [9,10] (right), for several
values of §. In all the interval [0, L], the variance behaves accordingly to Equation (54). Zooming at the two
boundaries reveals a singular behaviour of the mean velocity, depending on the sign of U,,;.

Here, we point out that, with our numerical scheme, variances (or equivalently the turbulent kinetic
energy) are barely influenced by the boundaries. This tends to show that our numerical algorithm is well
adapted to a downscaling method (with boundary forcing): the confinement leads to a rather little pertur-
bation of the turbulent kinetic energy k, which is a central physical variable.

For the first velocity moment, a rather sharp variation of (U) appears near the boundary (see Figure 4).
For instance, in top right figure, the first blue cross value on the right returns rather goodly the Dirichlet
condition (U) = 1, the blue cross values inside the interval are coherent with the value m = 1. But the
second blue cross value on the right reveals the damp for reflected particles: one can assimilate the peaks
observed numerically as a stronger impact of the characteristic function hs on (U). Indeed, in the top right
figure, the outgoing flow (since m = U, = 1) accumulates the particles at the boundary z = 10 in the
delta-zone, and the optimal transport pushes the particle inside, with boundary information that are less
meaningful inside the domain. At the opposite boundary = 0 (top left figure), the entering flow brings
particles naturally out the delta-zone.

Next, we deduced from a fine simulation (N, = 200) a coarser one (N, = 50), for the same size of confining
zone § = 0.05. This coarse simulation, plotted with red circles in Figure 4, aims to show the smoothing effect
when the §-zone of the confining numerical scheme is chosen smaller than the cell size at the boundary. The
computation of the Eulerian velocity at the boundary involves all the particles in the boundary cell, and not
only the ones in the J-zone. We compute the coarse estimation in the following way: given the simulated
particles at time T' = 100 for N. = 200 (corresponding to a cell’s size of 0.05), we consider a four times bigger
cell discretization of [0, L]: for j = 1 to 50, at the center of coarse cell Z; = L(j — 0.5)/50, we compute:

N
5 4 &

(UYN=0(z)) = 5 D AV TOXD) L ixckee,-
€ k=1

The coarser simulation then leads to a rather regular mean velocity (U). Obviously, when the peak is sharp,
as in top right figure, the mean between Dirichlet condition and mean velocity inside the interval remains
important too.

In the next paragraph, another set of simulations goes into further details on the impact of the optimal
transport procedure at the boundary.

4.2.2 TImpact of the forcing U,,; on (U) and (u?) at the boundary

Let us now investigate the impact of the boundary conditions U, on the first and second moments of the
velocity at the boundary of the domain. In the simple case of a one-way coupling in which the information
only goes from the large scales to the small ones, the forcing terms U, really impose their value to (U)
computed at the boundary. In this case, the numerical values of U.,; and m should thus be compatible.
However, when one considers a two-way coupling in which the local model is not only a refinement, but
also a correction of the large scale information, then there might be (or should be) a difference between the
external (coarse) velocity Uyt and the computed values of (U) at the boundary. This suggests the study (at
least numerically) of (59) when U, and m have different values.

Figure 5 shows the final value (at 7'= 100) at the right boundary of the mean velocity and its variance
when U,,+(L) takes values from —3 to 3, with different values for the parameter m. The values of o and
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Figure 4: For m = Ugyt(0) = Uepe(L) = 1, (U) and (u?) for various number of cells, with a constant number
of particles per cell, and 0 =c=1

c are unchanged, so that the expected variance is 02/2c = 0.5. One can see that the second moment is
well approximated by the numerical scheme when U,,:(L) > 0 (outgoing velocity). This can be explained
by the fact that a sufficient number of particles are carried in the boundary neighborhood for the Monte-
Carlo approximation to converge. When U,,:(L) < 0 (incoming velocity), the particles are chased from the
boundary to the interior of the domain and the second moments are poorly approximated (except when
m < 0).

More generally, looking both at the first and second moments, we notice that the numerical scheme behaves
pretty well when U, (L) = m, which was expected, but that the results are also satisfactory when Ueg: (L)
and m have compatible (though different) values: for example Ug.;(L) = 2 and m = 1. However, mean
value and/or variance at the boundary is not correct for incompatible values of Uy (L) and m: see the cases
(=3,1) or (3,—1).

5 Conclusion
Let us now conclude with some numerical results for the complete SDM model. The simulations presented
in Figure 6 correspond to equations (6),(7),(10), discretized thanks to the numerical scheme introduced in

Section 3. The external forcing terms used for the computations of Figure 6 correspond to the (idealized)
case where the external field U,;; depends neither on ¢t > 0, nor on x € 0D. As a consequence, the equation
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Figure 5: For m = —1,0 or m = 1, behaviour of the boundary value of (U) and (u?) respectively to the
guidance Uy at © = L.

for the production of turbulent kinetic energy

T thermal production + transport + shear - dissipation ¢
reduces (thanks to Equation (7)) to
ok C
— = =32 (60)
ot b
The numerical behaviour for the turbulent kinetic energy in Figure 6 is thus the one expected from Equa-
tion (60). We also notice that, as it was diagnosed for the 1D case (see Section 4), the numerical scheme
does take the boundary conditions into account, as evidenced in Figure 6.

Naturally, these first very encouraging results only insure a partial validation of our model: they will
have to be combined with numerical simulations in more realistic cases (e.g. with vertical shearing). Our
model will also have to be improved, in particular for the stratification effects. This will be presented in
further studies.

26



1 5 : . - 0.009

o

0.008

0007

°
———

0.006

P
&

0s 4 0.005

0004

0003 |

0002 |-

0001

o s 10 is 20 25 0 5 10 15 20 25

(a) Time evolution of the space-averaged turbulent kinetic (b) Time evolution of the L2 norm of the zonal velocity
energy ||k 1 (p)- boundary error ||Ueet — (U)spmllr2ap)-

Figure 6: Idealized simulation of SDM with constant boundary forcing terms.

A The free Langevin-Ornstein-Uhlenbeck process

The free Langevin-Ornstein-Uhlenbeck process (Y,V) on R x R is the solution to the following system of
stochastic differential equations

t
Yi=Yo+ [ s
o, (61)
Vi :ngc/ (Vs — m)ds + oW,.
0
On a probability space (2, F,P), given a one dimensional Brownian motion W and initial random variables
(Yo, Vo) for the position and velocity, the solution of system (61) writes

Vo—m

Y, =Y, + (1 —exp(—ct)) + mt + %/0 (1 — exp(—c(t — 5))) dWs,

Vi =m+ (Vo —m)exp(—ct) + 0/0 exp(—c(t — s))dWs.

In this appendix section, we derive explicit expressions for the conditional moments E[V;/Y; = y| and
E [Vf /Y = y], for t > 0. We assume that the initial condition (Yp,Vp) is a couple of independent ran-
dom variables having finite second moments.

A.1 General initial conditions

As a preliminary computation, we consider the following degenerate case where (Yp,Vp) is deterministic,

equal to (yo,vo). Denoting by (Y (¢, yo,v0), V (¢, %0,v0)) the means (E¢y, vo) [Vl Eqyo,v0) [Ve]), We have

Y (t,90,v0) = yo +vo(t) + m(t — (1)),

V(t,v0) = vo exp(—ct) + mey(t), for ~(t) : ! (1 — exp(—ct)),

c
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and denoting by X(t) the covariance matrix of this Gaussian vector (Y3, V;), which is positive definite and

)
invertible for all £ > 0,
Tot + L (4(exp(—ct) — 1) + 1 — exp(—=2ct)) &5 (1 — exp(—ct))?
c & S s (62)
Ze (1 —exp(—2ct))

n(t)  p(t) )

() = =
0 ( u(t)  va(t) % (1 — exp(—ct))?
the joint probability density p for the vector (Y;,V;) at time ¢ starting from (yo, vo) at times 0, writes

p(0,y0,v03t,y,v)
(v2(t)(y — Y(t, 50, v0))% — 2(t) (y — Y (£, 90, v0)) (v — V (£, v0)) + v1(£) (v — V(t,v0))?)

1 1
~2m@ P (2|z<t>| ’
(63)
Its space-marginals o(0, yo, vo; t, x) = fR p(0,yo,v0;t,y,v)dv writes, for all ¢ > 0,
1 _
0,90,v0:t,y) = ————exp [ ————(y — Y (¢, y0,v 2), 64
0(0, Yo, vo; t, y) D) p( 2Vl(t)(y (90, v0)) (64)
so that
i (t) v (1) ( T pi(t) - )2
0,y0,v0;t,y,v) = 0(0,y0,v0;t,Yy) —==—= - v—V(t,v)) — —Y(t,yo,v .

From this last expression, we immediately get the conditional moments E(y, ) [Vi/Y: = y] and Ey, o) [VZ/Y: = y]:

for all £ > 0,

E ) D1/ Yi = 3] = [t B0 (Tt 50, 00)
(yo,vo) L7/ 78 0(0,yo,vo; t,y) R
2
v p(OvyOaUO;t7yﬂv)dv |
X|(t) 2
= + (E(ymvo) [Vt/}/t = y]) .

E FY,=y] =28 -
(o,v0) [Vt/ t y] 0(0,90,v0;t,y) vi(t)

Note that the conditional variance of the Langevin-Ornstein-Uhlenbeck velocity, starting from (yo,vo) at
times 0, in other words the second moment of the turbulent velocity of this Lagrangian model, is spatially

homogeneous:
121(%)
Y = = .
Va’r(y()ﬂ}()) (Vt/ t y) " (t)

We consider now the case where the initial conditions (Yp, V) are distributed with the initial law pq.

The expression for E [V;/Y: = y] becomes
//UP(QZJO,Uo;Ey’U)dvﬂo(dymdvo)
_Jr2JR

We/¥e =] Jzz 000,90, v03 t, ) o (dyo, dvo)
t _
N( ) (y - Y(tay07v0))) Q(anOaUo;tay)/j/0<dy07dv0)

Vit KalSrA
L. (w0 + o
Jzz 000,90, v03 t, ) o (dyo, dvo)

E [(V(t, Vo) + 51((?) (v — Y1, %, %))) 0(0, Yo, Vi 1, y)]

(65)

o(t,y)
o E [(vu, Vo) — 5((t))Y(t’ Yo, vo)> 0(0, Yo, Vs t, y)}
= M y + ! I
141 (t) Q(t, y)



where we have set

Q(t7 y) = /2 Q(Oa Yo, Vo, t7 y)lu’o(dyOa de)'
R
Similarly, for E [V /Y, = y we have

/2 / v=p(0, yo, vos t, ¥, v)dvpo(dyo, dvg)
R

Jrz 00,50, vo: t, y) o (dyo, duvo)
/.

[Vt/thy

510, (17 u0-+ 249

2
D) D) (y—Y(t,yo,vo))> ] (0, yo, v0; t, y) pro(dyo, dvo)

f]R2 Q(Ov Yo, Vo, tv y)/l,o(dyo, d’UO)

E| (v v) + A0 PV 2 v
_|Z|(t)+ ( (7 O)+V1(t) (y_ (a 05 0))) Q(; 0, V03 ,y)

on(t) o(t,y)

A.2 The case of the Gaussian initial velocity law

We denote by g, () the one dimensional centred Gaussian density with given standard deviation o.
For the purpose of Section 4, we compute

5(|Few G

and E ({V(t, Vo) + 51 ((tt))

when Yy and Vj are independent, and Vj is normally distributed according to ¢, (vg)dvo.
We note that, in view of (64), for all (yg,vo) € R?,

X

~—

(y —Y(t,Yo, Vo))} 0(0, Yo, Vs t, y))

(y —Y(EYO,VO))] 0(0, 5, Vo;t,y)> ,

V(t)og
vi(t) + (v(t)oo

0(0, 90,105, Y) 9oy (V0) = Goy (1) (Y — Yo — m(t = Y(1))) Gou(t) (vo -

with

/v 00)? an o2(t) - 2l
= Vn(®) + (/Do) ¢ = T e

We then immediately obtain that

/ 000, Y0, 503 £ ) o (0) A0 = oy (9 — 9o — m(t — A(1))),
R
and hence

Q(ta y) =E (901(t) (y - Yb - m(t - 'Y(t)))) :

Moreover,

wu(t

_E{(%exm—ctwmw() ()> (v~ Yo — Viry(t) - (t—v(t)))> g(O,YO,vo;t,m]

_ g exp(=ct) + p(t)
vi(t) + (y(t)oo)?
+mey(t)o(t,y)

[(y = Yo = m(t = ¥(£)))9o 1y (y = Yo — m(t = 7(1)))]

29

(66)

SR —m(t—v(t)))) 7

(67)

(68)



and

E

(V(ta V0)+ Iu(t) (yY(tvnya‘/O))) Q(07Y03‘/();t7y)‘|

=E

(Vo exp(—ct) + mey(t) + [y — Yo — Vory(t) — m(t — v(t))]) 0(0, Yo, Vs t, y)]

(69)

v (t)(v(t)o0)®  [exp(—ct) . u(t)\’
( ( ) o(t,y)

T+ e \ @
Y(t)od exp(—ct) + pu(t) ’
v | (0ot wmnmv®n+mmm)gmm@%m@wmﬂ.

Coming back to (65) and (66), this leads to the following semi-explicit expressions for E[V;/Y; = y] and
E[V}/Y: =y):

(1)

EWi/Y: =yl = n®? + mey(t) — (y(H)og exp(=ct) + u(t))

vi(t) + (7(t)oo)?

m(t —~(t))

70
(v(t)od exp(—ct) + pu(t)) E [(y — Y0)go, 1y (y — Yo — m(t — 7(2)))] (70)
n(t) + (v(t)oo)? olt,y) ’
Z[t) | n)((t)oo)” (exp(—ct) p(t) )2
EV?/Y, =y| = + —
A AT RGOS A GG R
[ (5 - Yo - mlt — 1(0)) + 220050 o)) g, 0y = Yo — m(t —2(2)
+ (V(t)aé exp(—ct) + p(t) > A ! FWoF exp(—ct)+ue) N ) e (Y T Fo 7
vi(t) + (y(t)oo)? o(t,y)
(71)
Remark A.1. Consider the case where the conditional position ¥ is in a compact set and Yy has a compact
support. When ¢ tends to infinity, observe that c¢y(t) ~ 1, M((tt)) ~ 2% and o1 (t) ~ %\/f Then the Eulerian
141

velocity of the free Langevin-Ornstein-Uhlenbeck convergences to the homogeneous value 7, as t — +oc:

m
EVe/Ye=yl = 5
2 2

EV/Yi=y] - T+ 2

1 20 when t — 4o00.

A.2.1 The case of zero Eulerian velocity field (m = 0)

For the reader convenience, we give the expression (70) and (71) when m =0 :

p(t)  y(t)odexp(—ct) + u(t) E[(y = Y0)go, 1y (y — Yo)]

EV/Ye=ol= YT o + (1 )o0)? o(t,y) ’ "
2y _ 1 EI0 | OG0 (exp(—ct)  pl))?
E /Y =y] = n(t + vi(t) + (v(t)oo)? < Y(t) ! <t)) (73)

)
n (’y(t)ag xp(—ct) + p(t) ) 2E [(y Y0)2 9or () (y — Yo)
( o(t,y) '
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Remark A.2. Consider again the case where the conditional position y is in a compact set and Yy has a
compact support. When ¢ tends to infinity, we easily identify two constants C{ and C%, depending on y such
that

oo
ED,/Yi=y = =Lo(=
Vi/Y: =yl 57 +O(t)’

o? c} 1
EV/Y, =y] - % = 1 +0(¥)~

B The periodic-Langevin-Ornstein-Uhlenbeck process

For a fixed L > 0, we define the torus T := R/LZ. Hereafter, we consider the periodic Langevin-Ornstein-
Uhlenbeck process (YT,V) on T x R which is the solution to the following SDEs:

t
v! = [YOT +/ Vsds] mod L,
0

¢

(74)
Vt:VO—c/ (Vs — m)ds + oW,
0

for [zJmod L := z — L|z/L]| where |z is the integer part of x € R. Equation (74) is considered on a
probability space (Q,F,P), equipped with a one dimensional Brownian motion W and initial position and
velocity condition (Y, Vp) po-distributed in [0,L] x R. We now compute the explicit expressions for the
space marginal law of (Y;T,V;), and for the conditional moments E [V;/Y,T = y| and E [V?/Y,T = y|. First,
let us notice that the process (Y;',V};) writes as

(Y,",Ve) = ([Ys)mod L, V)

for (Y, V) solution to (61). Hence, for all f € Cp([0, L] x R),

E[f(Y,",U)] = E[f([Ys) mod L,U)] = E[f(Y; — L|Y;/L],U;)] ZEP — Lk, Uy) Ly, eLk,L(k+1)}] -
kez

Therefore, the density p*(0,yo,vo;t,y,v), of the law of (Y,F,V}) starting from (yo,vo) is given by
pT (0,90, v0; t,y,v) == Zp(O,yo,vo;uy + kL,v), for a.e. (y,v) € [0, L] x R, (75)
kezZ

where the density p(0, yo,vo; ¢,y + kL, v) of the law of (Y;,V;) starting from (yo,vo) is explicitly written in
(63). Now we compute the conditional moments, for all (¢,y) € (0,400) x [0, L],

/ / (0, 0, voi t, y, v)dvpo(dyo, dvo)
0,L]xR
(76)
- / Z (/ v p(0, Yo, vo5t,y + kL,v)dv> to(dyo, dvo), ¥V o > 0.
[0,L1xR top, \/R

Again, we assume that Yy and V4 are independent, Vp is normally distributed according to ¢4, (vo)dvg, and
we denote by (y(dyg) the law of Yj.
Combining (75),(76) with the identities (65),(66), and (68),(69), we get

QT(lﬁ,y)=/]R (0,90, v0; t, Y, v) o (dyo, dvo) = Z/ 9or(1)(y + kL —yo — m(t —(t)))Co(dyo),

kEZ

31



/ /UpT(O7yo,vo;t7y,v)dvu0(dy0, dvo) = mey(t)o" (t,y)
[0,L]xR

V(t)zjo(te)xi k%/ Y+ kL —yo—m(t — () 9o, 1) (y + kL — yo — m(t —(t)))Co(dyo),
and
s o 0 nWO0m)? (ep(=ct)  pt)\* .
Aum/“p““”“”MMMW““M—me“”+mm+wwmy<vw hw) e
: kz/ e o o+ K= 0 =t =30+ mer®) g o0+ L = =it =30l

In the particular case where Yy is uniformly distributed in [0, L] (i.e. {o(dyo) = +dyo), one has
1
Z/ Yor(t)(y + kL —yo — m(t —(t)))¢o(dyo) = Z/ 9oy (y + kL = yo —m(t =+()))dyo = T
kEZ kEZ
from which one deduces that for all ¢ € (0, +00)

1

T
t = —
o (t,y) T

1
/ /va(O,yo,vo;t,y,v)dvuo(dyo, dvg) = Emcv(t),
[0,L]xR JR
and hence
E [V/Y, = y] = m(1 — exp(—ct)).
Similarly

/ / ’UQpT(O,y071}0;t,y71})dv’u0(dy0, d’Uo)
[0,L]xR JR

(B0, m®OGMe)? (exp—ct)  p®))?
‘( i (o) (wt) ,,1@)))

and then

syt _ B0 | OO0 (=) p®\ s (05 exp(—et) + p(t)”
B =] = G S e (o —a) e e

The asymptotic behaviour of the first and second conditional moments of velocity is then obvious: E [Vt / YtT = y}
tends to m exponentially fast, and

2
E [Vf/YtT =] —m?+ (27— when ¢t — 4o00.
c

We end this subsection with some remarks on the asymptotic behaviour of the solution to (74). If it
exists, the invariant measure associated to this process is a solution to the stationary PDE

o2
Vypoc (Y, v) = €y (v = m)poc(y,v)) = 5 O poc(y,v) = 0, for (y,v) € [0, L] x R (77)
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with periodic boundary condition, ps(0,v) = poo (L, v) in its position variable, and such that (1+|v|?)peo (3, v)+
(1 + |v])|Oppoo(y,v)| decays to zero when v tends to infinity, uniformly in y € [0, L]. This limit equation
admits smooth solutions, and it is easy to check that any solution is such that

VPoo (Y, V) dv = —.
[ ooty =7

Indeed, integrating (77) over the velocity space, one can check that y — [ vpso(y,v) dv is equal to some
constant C. Multiplying (77) by v and integrating the resulting equation over position and velocity spaces,
one gets

0= (/ |02 000 (L, v) dv —/ [v]%poo (0, v) dv) +ec (C’L -m Poo (Y, V) dydv) .
R R [0,L] xR

Using the periodic condition at the boundary, we identify C' = m/L. We also note that an explicit solution

to Equation (77) is
/e clv —m|?
Poo (Y5 V) = mexp T2 )
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