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Abstract. We present an optimized supervised segmentation method
from multispectral MRIs. As MR images do not behave as natural im-
ages, using a spectral gradient based on a psycho-visual paradigm is
sub-optimal. Therefore, we propose to create an optimized spectral gra-
dient using multi-modalities MRIs. To that purpose, the algorithm learns
the optimized parameters of the spectral gradient based on ground truth
which are either phantoms or manual delineations of an expert. Using
Dice Similarity Coefficient as a cost function for an optimization algo-
rithm, we were able to compute an optimized gradient and to utilize
it in order to segment MRIs with the same kind of modalities. Results
show that the optimized gradient matrices perform significantly better
segmentations and that the supervized learning of an optimized matrix
is a good way to enhance the segmentation method.

1 Introduction

It is now clinical routine to acquire different MR sequences at the same time for
Multiple Sclerosis (MS). Therefore, in order to access the relevant and comple-
mentary information in the data, these multimodal sequences should be taken
into account in order to achieve a better segmentation.

MS lesion segmentation methods have been developed [1-6] in order to re-
place the use of manual delineations that have proven to have high inter- and
intra-variability [7]. However, the main inconvenience of those methods is that
they do not allow an iterative refinement of the results.

The semi-automatic Graph Cuts method [8] is able to efficiently and success-
fully give an optimal solution for the joint use of regional and border information
in a similar way that Markov Random Fields work.

In another field of application, Ali’s work [9] uses multimodal data in a graph
cut but it is restricted to two dimensional images. Thus, it can not insure the
spatial consistency of the solution for 3D images. In our previous method [10, 11],
we proposed to use the Graph Cuts method combined with a spectral gradient
technique [12] in order to segment 3 MRI sequences like it was a color image.
The spectral gradient is based on a psycho-visual paradigm and, as such, can be
sub-optimal for MRIs.



In this paper, we propose a supervised learning technique of an optimal spec-
tral gradient. This optimized gradient will then be used in a graph cut scheme to
perform MS lesions segmentation. An evaluation on clinical and phantom data
is provided.

2 Methods

Using a spectral gradient, based on a psycho-visual context, can be sub-optimal
for the kind of image used. We proposed to learn a new spectral space that
optimizes the separability of the sequences used and to utilized this new space
on other MRIs.

In the following sections, we explain the original Spectral Gradient, the graph
cut paradigm used to segment the volumes, and the search for the new optimized
multispectral gradient.

2.1 Spectral Gradient: short and simple

In our previous approach[10, 11], we proposed to use the spectral gradient, first
introduced by Geusebroek et al. [12], as border information. We built a RGB-
color-like image by merging three different MR modalities into a single volume.

It has been proven [12] that the spectral gradient operator can be com-
puted from the reflected spectrum of a surface (e) and its first and second order
derivative with respect to the wavelength (e, exr). Those three terms, seen as
a column vector E, are very well approximated by simply multiplying the RGB
values (seen as a column vector V) by a projection matrix M:

E=M-V (1)

Finally, using this multispectral space, the detection of all color edges can be
performed with :

R = /(0527 + (9,2) + (8:6)2 + (0rer)? + (Be)? + (02620 (D)
and :
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2.2 Spectral Gradient based Graph Cuts

According to the scheme by Boykov et al. [13, 8], the segmentation problem is
described by a directional flow graph which represents the image. The node set
is defined by two particular nodes called terminal nodes - also known as “source”
and “sink” - which respectively represents the classes “object” and “background”,
the other nodes being the 3D volume voxels, and directed weighted edges con-
necting the nodes.



Let the set P contain all the voxels p of the image, the set A/ be all the pairs
{p,q} of the neighboring elements of P and V' = (Vi,V%,...,V|p|) be a binary
vector where each V), can be one of the two labels “object” or “background”.
Therefore, the vector V' defines a segmentation. The point sets B and O are
the seeds of the background and object, respectively. The energy we want to
minimize by the graph cut has the form given by:

EWV)=a-> Ry(Vy)+ > By (4)
peEP {‘z;:;‘e/?f
The term Rp(-), commonly referred as the regional term, expresses how the
voxel p fits into given models of the object and background. It is encoded in the
graph through the t-links, the edges connected the nodes to the source and sink
nodes.
Two cases are to be considered: the weight W, of the t-link involving the
“source” node and the weight Wy; of the t¢-link involving the “sink” node which
can be computed as follows:

0 ifpeB 00 ifpeB
Wso = ¢ 00 ifpeO Wei=40 ifpeO (5)
—In P(¥,|B) elsewhere —In P(¥,|O) elsewhere

where ¥, is a 3-component vector containing the intensities of the voxel p
in each modality, P(¥,|0) is the probability for the voxel p to be a member
of the object and P(¥,|B) is the probability for the voxel p to be a member of
the background. These probabilities being computed from the sets of seeds with
Gaussian Mixture Model assumption.

The term By, 41, known as the boundary term, reflects the similarity of the
voxels p and ¢g. Hence, the n-links, connecting the neighboring voxels, are large
when p and ¢ are similar and close to zero otherwise.

To compute those n-links, we use an ad-hoc function with a discretization of
the spectral gradient:

(e(p) — () + (ex(p) — m(qw) 1 ®

Bip.qy o< oxp <_ 202 . dist(p,q)

where € and ¢ are the quantities defined in equation 3.

2.3 Multispectral Space Optimization

The spectral gradient, defined by Geusebroek in [12], is based on a psycho-
visual paradigm, which may be problematic since MR images do not behave as
natural images. Therefore, the color spectral gradient cannot be assumed to be
optimal for the spectral gradient decomposition of MR, images. To alleviate this



limitation, we propose to create an optimized multispectral space that differs
from (e, ex, exn). This enhances the separability of the complementary MR
modalities.

The learning step of the algorithm is based on data with ground truth (either
phantoms or manual delineation by an expert).
__The algorithm learns the optimized parameters of a new squared 3 x 3 matrix
M to replace the matrix in equation 1. In this new scheme, the input vector is
not the RGB values of a “color MRI” but the different modalities.

As a similarity measure for the optimization, we use the Dice Similarity
Coefficient (DSC) which is well suited to compare two segmentations. The DSC
is computed as follows:

Card(Res N GT)

D =2-
5 Card(Res) + Card(GT)

(7)

Res being the segmentation result and GT' the ground truth.

For the given sets of seeds B and O and the ground truth (the MS lesions
delineated by an expert), we can compute a DSC score for the segmentation
obtained from our Graph Cut algorithm. Based on this measure, we want to
find the matrix that maximizes this DSC. In other words:

M = argmax DSC = argmax f(M) (8)
M M

For the optimization, we use Powell’s NEWUOA [14, 15] because it has been
shown as very effective to reach the optimal matrix even with different initial-
izations, either for the parameters of the matrix or the sets of source and sink
seeds needed by the Graph Cut algorithm. This optimization algorithm uses a
local quadratic approximation of the cost function (here, the cost function is the
DSC) and is able to handle the search of nine parameters at a time.

The method is relatively straightforward. The first step is to develop an opti-
mal matrix from a given combination of MRIs modalities. The second step uses
this optimal matrix in order to segment MRIs with the same kind of modalities.

In order to evaluate this method, we have run the optimization algorithm
on each of the n subjects of the different studies, hence computing n optimal
matrices for each study. Then, we used each matrix for the other n — 1 subjects,
ergo we obtained n x n DSC scores and we compared those n vectors of scores
with an ANalysis Of VAriance (ANOVA) in order to evaluate the statistical
significance of the obtained results with respect to the classical color spectral
gradient.

3 Material

We have run experiments on two sets of modalities. First, on synthetic data
with multiple sclerosis lesions obtained from BrainWeb [16] with three different
cases presenting respectively a mild, moderate or severe lesion load. We built
the input vector V from simulated T1-w, T2-w and PD-w sequences. The three



images belong to the same subject, are registered in the same space and are
consist of 217 slices of 181 x 181 isometric 1 mm voxels with 3% noise (relative
to the brightest tissue in the image) and 20% inhomogeneity.

Secondly, we have validated our approach on real data with multiple sclerosis
for which we possess a ground truth, consisting of manual segmentations from
an expert. We used 14 subjects with T1-w, T2-w and FLAIR sequences, all
three registered to the same space [17]. The data were acquired on a 3T Philips
ACHIEVA with 3D Imm isometric Tl-w, 2D 3mm axial slice thickness Dual
Echo (T2-w & PD) and 2D 3mm slice thickness FLAIR. Intensity inhomogeneity
correction has been performed [18] and the noise has been removed [19]. The
volumes present various lesion loads.

4 Results

The main idea is to improve the segmentation of pathological data. Therefore,
we present data with pathologies only. We have worked on both synthetic and
clinical data.

The overall optimization time for a single subject is about 500 seconds on a
laptop (Dual Core at 2.16 GHz and 2GB of RAM running Linux), whatever the
combination of sequences.

4.1 Synthetic data with multiple sclerosis

Using the proposed scheme, we were able, for each of the three subjects i, to
compute a matrix M; that optimizes the DSC. We want to show that the “op-
timal” matrices are statistically equivalent with respect to the expected optimal
result. To that purpose, we used each matrix for the other two subjects and
computed the DSC of the obtained segmentation.

Subject 1 2 3

Lesion load Mild Moderate Severe

M 0.7787 0.7602 | 0.7804
M, 0.8612 0.8417 | 0.8301
M, 0.8514 0.8852 | 0.8528
Ms 0.8316 0.8224 | 0.8903

Table 1. DSC scores obtained with M?:l (optimal matrix of subject 7) are better than
those obtained with M (original color spectral gradient matrix). Numbers in bold are
the optimized DSC for each subject



Table 1 shows that each optimal matrix allows a better segmentation of
the multiple sclerosis lesions than the standard spectral gradient. The average
computation time for a segmentation is 71.5 seconds per subject.

4.2 Clinical data with multiple sclerosis

Using the same experiment protocol as for the synthetic data, we computed an
optimized matrix for each of our 14 subjects. An expert manually delineated the
lesions and we used these segmentations as ground truth. Then, we used each
matrix for every other subject, hence obtaining 196 DSC scores for the optimized
spectral space. Once again, we’ve compared these values to those obtained when
running the graph cut algorithm with the original color SG matrix.
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Fig. 1. Comparison of the performance of the different matrices for clinical data

Fig. 1 presents those results and it shows that the optimal matrices usually
achieve better segmentation than the original one. The average computation
time for a segmentation is 69.5 seconds per subject.

We can see on fig. 2 and 3 that the optimized version of the algorithm corrects
most of the misclassified pixels, either false positive or false negative.

4.3 Statistical Significance of the results

In order to quantify the difference between the results obtained in the synthetic
data experiment, we ran an ANOVA on the data with the null hypothesis being



Fig. 2. Top image : segmentation result of clinical data with the classical algorithm.
Bottom image : segmentation result of the same data with the optimized algorithm.
Green = correctly classified ; Blue = false positive ; Yellow = false negative
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Fig. 3. Left image : segmentation result of clinical data with the classical algorithm.
Right image : segmentation result of the same data with the optimized algorithm.
Green = correctly classified ; Blue = false positive ; Yellow = false negative

that the results are homogeneous. The p-value of the four groups together is
8.3.1073 (F = 8.084) which means that there is a statistical difference between
these groups, whereas the p-value of the three groups using optimized matrices
is 0.75 (F = 0.3080). This shows that the results obtained for the optimized
matrices are significantly better compared to those for the original color spec-



tral gradient matrix. This also demonstrates that the optimized matrices form
an homogeneous group. Thus, we can find the optimal decomposition from a
learning set of data and apply this to new subjects without deviation from the
optimal range.

Again in the clinical data experiment, to quantify the difference between the
results, we ran an ANOVA on the data. The p-value of the fifteen groups of
DSC is 2.1077 (F = 4.724), showing that there is a statistical difference between
the groups, whereas the p-value of the fourteen groups of results obtained with
optimized matrices is 0.89 (F' = 0.5368).

Once again, the optimized matrices perform statistically better segmenta-
tion than the original matrix. We then used a Leave One Out Cross Validation
(LOOCV) utilizing these different matrices and test data sets. The homogeneity
of the results of the optimized matrices shows that it is possible to use one vol-
ume with ground truth as a training sample and perform accurate and precise
segmentation by using its optimized matrix on different subjects with the same
sequences.

5 Conclusion and future work

In this paper, we have proposed a supervised technique for optimization of the
intermediate spectral space for the computation of a multi-spectral gradient
in a graph cut paradigm. Experiments showed that this optimization allows
supervised learning of an optimal matrix that can be used to efficiently and
successfully segment the structures of interest for subjects with the same kind of
sequences that were used to compute the optimal matrix. We also showed that
this scheme works on different combinations of sequences.

Once the optimal matrix is computed, the overall computation load for the
segmentation is rather low (roughly 70 seconds on a laptop). This allows the
use of a semi-automatic segmentation paradigm in order to refined, if necessary,
the initial results. Indeed, adding new source and sink seeds would modify the
cut in the graph and allows the false negative (or false positive) parts of the
segmentation to be retrieved in the new iteration of the segmentation within
seconds.

As shown in the paper, the proposed method allows this segmentation scheme
to start with various initialization states, since the computed matrices always
lead to similar segmentation performances. Moreover, this capability allows the
extension of the initial algorithm to multiple sequences with more than 3 modali-
ties. Hence, the matrix M, which was a square 3 x 3 matrix, could be generalized
to a n x 3 matrix where the new elements can be initialized almost randomly
(e.g. with 0 values). Additional experiments are ongoing to exhibit this capabil-
ity. It will be also possible to include multiple modalities by using the reduction
of modalities algorithm. This algorithm will reduce the multiple modalities to
the three images with the most information.
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