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Abstract: We believe that it is possible to put the whole work of Bourbaki into a computer.
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gorithms); in a first step we want to implement all nine chapters of the book Algebra. But this
requires a theory of sets (with axiom of choice, etc.) more powerful than what is provided by
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Implémentation des Fléments de mathématiques de Bourbaki en
Coq,
partie 1
Théorie des ensembles

Résumé : Nous pensons qu’il est possible de mettre dans un ordinateur 'ensemble de
I'ceuvre de Bourbaki. L'un des objectifs du projet Gaia concerne I’algebre homologique (théorie
et algorithmes); dans une premiere étape nous voulons implémenter les neuf chapitres du
livre Algebre. Au préalable, il faut implémenter la théorie des ensembles. Nous utilisons
I’Assistant de Preuve Coq; les choix fondamentaux et axiomes sont ceux proposées par Car-
los Simpson. Ce rapport liste et commente toutes les définitions et théoremes du Chapitre
théorie des ensembles. Presque tous les exercises ont été résolus. Le code est disponible sur
le site Web http://www-sop.inria.fr/apics/gaia.
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Chapter 1

Introduction

1.1 Objectives

Our obijective (it will be called the Bourbaki Project in what follows) is to show that it
is possible to implement the work of N. Bourbaki, “Eléments de Mathématiques”[3], into a
computer, and we have chosen the Coq Proof Assistant, see [7, [I]. All references are given
to the English version “Elements of Mathematics”[2], which is a translation of the French
version (the only major difference is that Bourbaki uses an axiom for the ordered pair in
the English version and a theorem in the French one). We start with the first book: theory
of sets. It is divided into four chapters, the first one describes formal mathematics (logical
connectors, quantifiers, axioms, theorems). Chapters II and III form the basis of the theory;
they define sets, unions, intersections, functions, products, equivalences, orders, integers,
cardinals, limits. The last chapter describes structures.

An example of structure is the notion of real vector space: it is defined on a set E, uses
the set R of real numbers as auxiliary set, has some characterization (there are two laws on
E, a zero, and a action of R over E), and has an axiom (the properties of the the laws, the
action, the zero, etc.). A complete example of a structure is the order; given a set A, we have
as characterization s € B(A x A) and the axiom “sos = s and sns~! = Ay”. We shall see in
the second part of this report that an ordering satisfies this axiom, but it is not clear if this
kind of construction is adapted to more complicated structures (for instance a left module
on a ring). Given two sets A and A’, with orderings s and s’, we can define (A, A, s, s'), the
set of increasing functions from A to A’. An element of this set is called a -morphism. In
our implementation, the “set of functions f such that...” does not exisﬂ we may consider
the set of graphs of functions (this is well-defined), but we can also take another position: we
really need o to be a set if we try to do non-trivial set operations on it, for instance if we want
to define a bijection between o and ¢’; these are non-obvious problems, dealt with by the
theory of categories. There is however another practical problem; Bourbaki very often says:
let E be an ordered set; this is a short-hand for a pair (A, s). Consider now a monoid (A, +).
Constructing an ordered monoid is trivial: the characterization is the product of the charac-
terizations, and the axiom is the conjunction of the axioms. The ordered monoid could be
(A, (s,+)). If f is a morphism for s, and u € A, then the mapping x — f(x + u) is a morphism
for s, provided that + is compatible with s. If we want to convert this into a theorem in Coq,
the easiest solution is to define an object X equivalent to (A, (s, +)), a way to extract X' = (A, s)
and X" = (A, +) from X, an operation s on A obtained from X or X/, and change the definition

IWe changed the type of a function in V4, so that this set exists now
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4 José Grimm

of o: it should depend on X’ rather than on A and s. The compatibility condition is then a
property of X, 0(X,Y) and o(X’,Y) are essentially the same objects, if f € o(X,Y) we can con-
sider f' = x — f(x+ u), and show f’ € 6(X,Y). From this we can deduce the mapping from
o(X',Y) into 0 (X, Y) associated to f — f.

1.2 Background

We started with the work of Carlos Simpsorﬂ who has implemented the Gabriel-Zisman
localization of categories in a sequence of files: set.v, func.v, ord.v, comb.v, cat.v, and gz.v.
Only the first three files in this list are useful for our project. The file ord.z contains a lot of
interesting material, but if we want to closely follow Bourbaki, it is better to restart everything
from scratch. The file func.v contains a lot of interesting constructions and theorems, that
can be useful when dealing with categories. For instance, it allows us to define morphisms
on the category of left modules over a ring. The previous discussion about structures and
morphism explains why only half of this file is used.

This report is divided in two parts. The first part deals with implementation of ChapterII,
“Theory of sets”, and the second part with chapter III, “Ordered sets, cardinals; integers” of [2]
Each of the six sections of Bourbaki gives a chapter in this report (we use the same titles as in
Bourbaki) but we start with the description of the two files set.v and func.v by Carlos Simpson
(it is a sequence of modules). Their content covers most of Sections 1 and 2 (“Collectivizing
relations” and “Ordered pairs”).

1.3 Introduction to Coq

The proof assistant Coq is a system in which you can define objects, assume some prop-
erties (axioms), and prove some other properties (theorems); there is an interpreter (that
interprets sentences one after the other), and a compiler that checks a whole file and saves
the definitions, axioms, theorems and proofs in a fast loadable binary file. Here is an example
of a definition and a theorem.

Definition union2 (x y : Set) := union (doubleton x y).
Lemma union2_or : forall x y a, inc a (union2 x y) -> inc a x \/ inc a y.
Proof. ... Qed.

In Coq, every object has a type; for instance doubleton is of type Set — Set — Set, which
means that it is a function of two arguments of type Set that returns an object of type Set,
and union is a function of one argument of type Set that returns an object of type Set. Thus,
the expression union (doubleton x y) is well-typed if and only if x and y are of type Set, and
this object is of type Set. We define union2 x y to be this expression. In the definition we may
indicate the type of arguments and return value, or omit them if Coq can deduce it (in most
cases, type annotations are omitted).

The theorem says: for all x, y and a (of type Set) if a€ xU y then a € x or a € y. We give
here three proofs of the theorem:

ir. unfold union2 in H. pose (union_exists H).
nin e. xd. pose (doubleton_or H1).

Zhttp://math.unice.fr/ ~carlos/ themes/verif.html
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nin o. rewrite H2 in HO. intuition.
rewrite H2 in HO; intuition.

The second proofis

ir. ufi union2 H. nin (union_exists H). nin HO.
nin (doubleton_or H1) ; [ left | right ] ; wrr H2.

The third proofis

rewrite/union2 => x y a ; rewrite union_rw.
by case => t [ aat td ]; case (doubleton_or td)=> <-; auto.

Let’s define a task as a list of expressions of the form H;...H, - C, where H; is called
the i-th assumption and C the conclusion. A task is said trivial if the conclusion is one of
the assumptions. A proof script is a sequence of transformations that convert a task without
assumption like - C into a list of trivial tasks. In this case, one can say Qed, and Coq considers
C as a theorem.

The following transformations are legal. One may add an axiom or a theorem to the list
of assumptions. If A and A — B are assumptions, then B can be added as an assumption. If
C has the form Vx,C’ or the form A — C’, one may add the variable x or the proposition A to
the list of hypotheses, and replace the conclusion by C’; the converse is possible. There are
rules that govern the logical connectors and and or. For instance, one may replace the task
H+ AAB by the two tasks H+ Aand H+ B, or HF Av B by any of the two tasks H- Aor H+ B.
If assumption H; is A A B it can be replaced by the two assumptions Hy and Hp asserting A
and B; if assumption H; is A v B, the task can be replaced by the two tasks Hy - C and Hg - C,
where Hy means the list of assumptions H where H; is replaced by A. The connectors and
and or are inductive objects; this means that the rules for A and v described above are not
built-in in Coq, but are deduced from a more general scheme. In particular, there are infinite
objects in Coq, but Bourbaki needs an axiom that says that there is an infinite set.

The mathematical proof is the following: by definition x U y is U{x, y}, so that ae xu y
means a € J{x, y}, so that there is t such that a € t and ¢ € {x, y}. Now ¢ € {x, y} implies ¢ = x
or ¢t = y, from which we deduce a € x or a € y. In all three Coq proofs, you can see how
definitions are unfolded, the doubleton_or theorem is added to the list of assumptions, the
equality t = x or t = y is rewritten, and the logical or connector is handled (either by auto,
intuition or specifying a branch). The first proof is that of Carlos Simpson, the second one is
a slight simplification of it (it avoids introducing two local variables e and o). The last proof
uses the ssreflect style of programming. It is characterized by the following two properties:
each line of the proof is formed of a single sentence (a sequence of semi-colon separated
statements that ends with a period); all local names are given explicitly (x, y, ¢, td) instead of
being computed by Coq (like o, e, H2, etc). Moreover, the code is indented according to the
number of tasks.

Note that all proofs use 4 names for the local variables (x, y, a and t), and respectively 6,
4 and 2 names for the assumptions (by the way, assumption Hy sometimes means a€ xU y
and a € ). In the first proof all these 6 names are used in the proof script, while in the last
proof, only the name tb is reused. The script of the last proof is more robust than the other
ones, and would have been so, even if we allowed ssrcoq to select the 5 other names. The last
proofis slightly longer the the second one (on average, the proofs using the ssreflect style are
longer by 7%).
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1.4 Notations

Choosing tractable notations is a difficult task. We would like to follow the definitions of
Bourbaki as closely as possible. For instance he defines the union of a family (X,)e1(X, € ®).
Classic French typography uses italic lower-case letters, and upright upper-case letters, but
the current math tradition is to use italics for both upper- and lower-case letters for vari-
ables; constants like pr; and Card use upright font. The set of integers is sometimes noted
N; but Bourbaki uses only N. Some characters may have variants (for instance, the previ-
ous formula contains a Fraktur variant of the letter G). In the XML version of this document
we do not use the Unicode character U+1D50A (because not most browsers do not have the
glyph), but a character with variant, so that there is little difference between G, G, G, G, G, &.
In this document we use only one variant of the Greek alphabet (Unicode provides normal,
italic, bold, bold-italic, sans-serif and sans-serif bold italic; as a consequence, the XML ver-
sion shows generally a slanted version of Greek characters, where the Pdf document uses an
upright font).

We can easily replace lower Greek letters by their Latin equivalents (there is little differ-
ence between (X,)e1 and (X;);e1). We can replace these unreadable old German letters by
more significant ones. We must also replace I by something else, because this is a reserved
letter in Coq. In the original version, C. Simpson reserved the letters A, B and E. Thus, a
phrase like: let A and B be two subsets of a set E, and I = A x B, all four identifiers are reserved
letters in Simpson’s framework.

Quantities named R, B, X, Y, and Z by Simpson have been renamed to Ro, Bo, Xo, Yo and
Zo. Quantity A has been removed (it was a prefix version of &). Quantity E has been renamed
Bset then Set: this is the type of a Bourbaki set. It will still be denoted by & here. In our
framework, the reserved single-letter identifiersare I[JLOP Q SV W.

Coq reserves the letter I as a proof of True, the letter O as the integer 0 and the letter S
for the function n — n+ 1 on integers. An ordered pair with values x and y is a term z that
has two projections pr; z = x and pr,z = y. The constructor is called kpairE] in Coq, and the
destructors are called prl and pr2. We shall reserve the letters J for the constructor and P, Q
for the destructors, so that J (P z) (Q z) = zfor all pairs z (see section[2.9/for details).

Bourbaki has a section titled “definition of a function by means of a term”. An example
would be x — (x,x) (x € N). This corresponds to the Coq expression fun x:nat => (x,x).
According to the Coq documentation, the expression “defines the abstraction of the variable
x, of type nat, over the term (x,x). It denotes a function of the variable x that evaluates to
the expression (x,x)”. Bourbaki says “a mapping of A into B is a function f whose source
is equal to A and whose target is equal to B”. The distinction between the terms function
and mapping is subtle: there is a section called “sets of mappings of one set into another”; it
could have been: “sets of functions whose source is equal to some given set and whose target
is equal to some other given set”. It is interesting to note that the term ‘function’ is used
only once in the exercises to Chapter III, in a case where ‘mapping’ cannot be used because
Bourbaki does not specify the set B.

In what follows, we shall use the term ‘function’ indifferently for S, or the mapping n —
n+1, or the abstraction n => S n. Given a set A, we can consider the graph g of this mapping
when 7 is restricted to A. This construction is so important that we reserve the letter L for it.
Given a set B, if our mapping sends A to B, we can consider the (formal) function f associated
to the mapping with source A and target B. We shall denote this by BL. These two objects f

3This was called ‘pair’ in Simpson and in version 1 of this report, ‘bpair’ in versions 2 and 3
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and g have the important property that, if n is in A, there is an m denoted by f(n) or g(n)
such that m = n+ 1 (we have the additional property that f(n) is in B). A short notation is
required for the mapping (g, n) — g(n) or (f,n) — f(n). We shall use the letters V.and W
respectively. In this document, we shall use standard notations, for instance pr, and pr, for
P and Q, when they exist, calligraphic letters like 7 or # for some objects like Vand W, and a
slanted font like is_ function for the general case. Note that J x y is a Coq expression meaning
the application of ] to both arguments x and y.

There a possibility to change the Coq parser and pretty printer so that (x,y) is read as
pair x y,and { x : A | P }isread as the set of all x in A satisfying the predicate P. We
shall not use this feature here. In fact, these are standard notations in Coq for notions that
are related but not exactly identical to ours.

Note: in what precedes, the term “reserved” has to be understood as “cannot be used ev-
erywhere”. In an expression like Lemma test: forall V, sub V V, the variable V is a bound
variable, and can be replaced by any name, except keywords like forall, or other terms that
appear in the formula (like sub); however test or Lemma are perfect variables names. We
prove such a theorem by saying: if v is any set, then v c v is true by some argument. The im-
port/export mechanism of Coq is so that we can replace v by constants like I, O or S (defined
in some other modules) but not of V, W, inc, or any theorem name of our framework. We can
use J, L, P because these are notations.

1.5 Description of formal mathematics

Terms and relations. A mathematical theory J is a collection of words over a finite alpha-
bet formed of letters, logical signs and specific signs. Logical signs are O, T, Vv, = (the first
two signs are specific to Bourbaki, the other ones, disjunction and negation, have their usual
meaning). Specific signs are =, €, letters are x, y, A, A’, A”, A"/, and “at any place in the text it
is possible to introduce letters other than those which have appeared in previous arguments”
12} p. 15] (any number of prime signs is allowed; this is not in contradiction with the finite-
ness of the alphabet). An assembly is a sequence of signs and links. Some assemblies are
well-formed according to some grammar rules. In Backus-Naur form they are:

Term :=letter | Tieyer (Relation) | Ssign Term, ... Term,,

Relation := = Relation | v Relation Relation | Rsign Term; ... Term,
Each sign has to be followed by the appropriate number of terms: O takes none, € and = are
followed by two terms, and one can extend Bourbaki to non-standard analysis [6] by intro-
ducing a specific sign ** of weight 1 qualifying the relation that follows to be standard. Each
sign is substantific as O (it yields a term) or relational as = (it yields a relation).

We shall see below that 14(R) has to be interpreted as the expression where all occur-
rences of x in R are replaced by O and linked to the 1. Parentheses are removed. This has one
advantage: there is no x in 1.(R), hence substitution rules become trivial. For instance, the
function x — x + y is constructed by using T, it is identical to the function z — z+ y. If we
want to replace y by z, we get x — x + z, but not z — z + z. In Coq, the variable y appears
freein x — x+ y, and the variable x appears bound in the same expression. Renaming bound
variables is called a-conversion. Two a-convertible terms are considered equal in Cog.

The Appendix to Chapter I of [2] describes an algorithm that decides whether an assem-
bly is a term, a relation, or is ill-formed. It works in two stages. In the first stage, links are
ignored. A classical result in computer science is that there exists a program (called a parser)
that recognizes all significant words (i.e., well-formed assemblies without links). We can as-
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sociate a number to each sign (for instance 262 to ’a), 111 to ’=’) and thus to each assembly
(for instance, 262111262 to 'a=a’). This will be called the Gddel number of the assembly, see
[4] for an example. Two distinct assemblies have distinct Godel numbers. The set of Godel
numbers is a recursively enumerable set. Given assemblies Aj, Ay, As, etc, one can form the
concatenation AjAsAs.... If each assembly is a significant word, there is a unique way to
recover A; from the concatenation, hence from the Godel number of the concatenation.

A demonstrative text for Bourbaki is a sequence of assemblies AjA,...A,, that contains
a proof, which is a sub-sequence A A}, ... A}, of relations, where each A’ can be shown to be
true by application of a basic derivation rule that uses only A’j for j <i. Each A’ is a theorem.
We shall use a variant: a proof-pair is a sequence of relations A| A}, ... A, satisfying the same
conditions as above, and a theorem is the last relation A’ in a proof-pair. If our basic rules
are simple enough, the property of a number g to be the Gédel number of a proof-pair is
primitive recursive. From this, one can deduce the existence of a true statement that has no
proof (this is Gddel’s Theorem).

An assembly A containing links is analyzed by using antecedents, which are assemblies
of the form 1,(R) (where x is some variable) that are identical to A if x is substituted in R
and links are added. The algorithm for deciding that an assembly with links is a term or a
relation is rather complicated. Bourbaki gives three examples of assemblies with links; the
antecedent of the first one is T (x € y) (thereis a single link); the antecedent of the second one
isTy(xe A’ = x € A”) (there are two links); the third one is the empty set, see picture below.
One can replace these links by the De Bruijn indices, so that the empty set would become
1o € 1o € 121, This has two drawbacks: the first one is that 121 could be understood
as one integer or a sequence of three integers, the second is that this notation assumes that
integers are already defined. The remedy to the first problem would be to insert a separator
(for instance a square) and a remedy to the second would be to use a base-one representation
of integers; the empty set would be t——— € 17— € O-0O—-—-0O-. The scope of the second t
is the scope of its operator, thus == € 0OO. This means that the two squares are in the scope
of both T, are are linked to the second and first T respectively. The third square is in the
scope of the first T only, hence is linked to the first 1. Formal mathematics in Bourbaki is so
complicated that the O symbol is, in reality, never used.

[ — 1 |
T——— € 7—— € 000

Denote by (B|x) Athe assembly obtained by replacing x, wherever it occurs in A, by the as-
sembly B. Bourbaki has some criteria of substitutions, CS1, CS2, etc, that are rules about sub-
stitutions. For instance CS3 says that 1,4(4) and 1 (A') are identical if A’ is (x'|x) A provided
that x’ does not appear in A (informally: since x does not appear in T,(A), the name of the
variable x is irrelevant). Formative criteria CF1, CF2, etc., give rules about well-formedness
of assemblies. For instance CF8 says that (T|x) A is a term or a relation whenever A is a term
or arelation, T is a term, xis a letter.

Abbreviations are allowed, so that v— can be replaced by =, and — € can be replaced
by ¢. Abbreviations may take arguments, for instance AAB is the same as v 7A-B. A term
may appear more than once, for instance <= AB is the same as A = AB =— BA, and after
expansion =V 71 v 7AB— v 1BA. The logical connectors =, v and A are written ~, \/, and /\
in Coq (we shall use & instead of A, since it is easier to type). Note that in Coqg, A — B is the
type of a function from A to B but also means A = B. There is no limit on the number of
abbreviations (Bourbaki invented @ as a variant of 9). Unicode provides a lot of symbols, but
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few of them are available in BKTEX or in Web browsers.

Starting with Section 2, Bourbaki switches to infix notation. For instance, whenever A
and B are relations so is v——1 v 7A=1BA, by virtue of CF5 and CF9. Using abbreviations, this
relation can be written as = A ABA. The infix version is (A and B) = A. In order to remove
ambiguities, parentheses are required, but Bourbaki says: “Sometimes we shall leave out the
brackets” [2, p. 24], in the example above three pairs of brackets are left out. In some cases
Bourbaki writes AuB U C. This can be interpreted as (AUB)uC or Au (BuC). These are
two distinct objects that happen to be equal: formally, the relation (AUB)uC=Au BuUC) is
true. Similarly A v B v C is ambiguous, but it happens, according to C24, that (Av B) v C and
Av (BvC) are equivalent (formally: related by < ). In Coq, we use union?2 as prefix notation
for U, so we must chose between U(UAB)C or UA(UBC). Function calls are left-associative,
and brackets are required where indicated. We use \/ as infix notation for v, parentheses
may be omitted, the operator is right associative.

Theorems and proofs. Each relation can be true or false. To say that P is false is the same
as to say that =P is true. To say that P is either true or false is to say that P v =P is true.
A relation is true by assumption or deduction. A relation can be both true and false, case
where the current theory is called contradictory (and useless, since every property is then
true). There may be relations P for which it is impossible to deduce that P is true and it is also
impossible to deduce that P is false (Godel’s theorem). A property can be independent of the
assumptions. This means that it is impossible to deduce P or —P; in other words, adding P
or =P does not make the theory contradictory. An example is the axiom of foundation (see
below), or the continuum hypothesis (every uncountable set contains a subset which has the
power of the continuum).

Some relations are true by assumption; these are called axioms. An axiom scheme is a
rule that produces axioms. The list of axioms and schemes used by Bourbaki are given at the
end of the document. A true relation is called a Theorem (or Proposition, Lemma, Remark,
etc). A conjecture is a relation believed to be true, for which no proof is currently found. As
said above, in Bourbaki, a theorem is a relation with a proof, which consists of a sequence of
true statements, the theorem is one of them, and each statement R in the sequence is either
an axiom, follows by applications of rules (the axiom schemes) to previous statements, or
there are two previous statements S and T before R, where T has the form S = R.

It is very easy for a computer to check that an annotated proofis correct (provided that we
use a parsable syntax); but a formal proof is in general huge. Examples of formal proofs can
be found in [4]; the theory used there is simpler than Bourbaki’s, but contains arithmetics on
integers. We give here a proof of 1+ 1 = 2:

(1) Va:Vb:(a+Sb)=S(a+b) axiom3
(2) Vb:(S0+Sb)=S(S0+b)  specification (SO for a)

(3) (50+4S0)=S(S0+0) specification (0 for b)
(4) Va:(a+0)=a axiom 2

(5) (S0+40)=S0 specification (SO for a)
(6) S(S0+0)=SS0 add S

(7)  (S0+S0)=SS0 transitivity (lines 3,6)

The proof is formed of the statements in the second column; the annotations of the third
column are not part of the formal proof. The line numbers can be used in the annotations.
In Coq, the annotations are part of the proof. The principle is: a theorem is a function and
applying the theorem means applying the function. For instance, transitivity of equality is
a function trans_eq; in line (7) we apply it to two arguments, the statements of lines 3 and
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6. The statement of line 6 is obtained by applying f__equal with argument S to the statement
that precedes (the f_equal theorem states that for every function f and equality a = b we
have f(a) = f(b)). In Coq, a proof is a tree, the advantage is that we do not need to worry
about line numbers.

Bourbaki has over 60 criteria that help proving theorems. The first one says: if A and
A = Bare theorems, then Bis a theorem. This is not a theorem, because it requires the fact
that A and B are relations. On the other hand x = x is a theorem (the first in the book). The
difference is the following: if A and B are letters then A = B is not well-formed. Until the
end of E.IL.5, Bourbaki uses a special font as in A = B to emphasize that A and B are to be
replaced by something else.

Criterion C1 works as follows. If R1,Ry,...,R; and S;,S,,...,S;, are two proofs, if the first
one contains A, if the second one contains A = B, then

RI,RZ,-.-,Rn,S],SZ,.-.,Sm,B

is a proof that contains B. Assume that we have two annotated proofs R; and S j, where A is
R, and A = Bis S,,. Each statement has a line number, and we can change these numbers
so that they are all different (this is a kind of a-conversion). Let N and M be the line numbers
of R;; and S;;;. We get an annotated proof by choosing a line number for the last statement,
and annotating it by: detachment N M (this is also known as syllogism, or Modus Ponens).

Criterion C6 says the following: assume P — Qand Q = R. From axiom scheme S4,
we get (Q = R) = (P = Q) = (P = R)). Applying Criterion C1 gives (P = Q) —
(P = R). Applying it again gives P — R. If R,R»,...,R; and S1,S,,...,S,, are proofs of
P — Qand Q = Rthenaproofof P— Ris

Rl,RZr---an)SIVSZ;---vSmJRI)RZy---yR}’hSlrSZ;---»SmrA4;Dvay-

Here A4 and Dy, are to be replaced by the appropriate relation, or in the case of an annotated
proof, by the appropriate annotation (for instance in the case of A4, we must give the values
of three arguments of the axiom scheme $4, in the case of detachment Dy, we must give the
position of the arguments of the syllogism in the proof tree).

Criterion C8 says A = A. This is a trivial consequence from S2, A = (AVv A) and S1,
(AvA) = A. This is by definition = AV A, and is called the “Law of Excluded Middle”.

There is a converse to Cl1. If we can deduce, from the statement that A is true, a proof
of B, then A = B is true. This is called the method of the auxiliary hypothesis. Almost all
theorems we shall prove in Coq have this form.

Criterion C21 says that v——1v A—1BA is a theorem, whenever A and B are relations. We
have already seen this assembly and showed that it is a relation. If we could quantify rela-
tions, the criterion could be converted into a theorem that says “(VA)(VB)((A and B) = A)".

If P and Q are propositions, one can show that ==P = P, (P = Q) = P) = P, Pv P,
- (7PA-Q)=PvQand (P = Q) = (mPVvQ) are equivalent. These statements are unprovable
in Coq. They are true in Bourbaki since the last statement is a tautology. In [4], there is
the Double-tilde Rule that says that the string ‘~~’ can be deleted from any theorem, and
can be inserted into any theorem provided that the resulting string is itself well-formed. We
solve this problem by adding the first statement as axiom. Then all theorems of Bourbaki
can be proved in Coq. There are still two difficulties: the first one concerns the status of 1
(see below); the second concerns sets. Bourbaki says in the formalistic interpretation of what
follows, the word “set” is to be considered as strictly synonymous with “term” [2, p. 65]. Recall

Inria



Bourbaki: Theory of sets in Coq I (v5) 11

that there are only two kinds of valid assemblies, namely terms and relations. We shall see in
the next chapter how to implement sets in Coq.

In Coq, we can quantify everything so that criterion C21 becomes a theorem, that can be
proved as follows.

Lemma example: forall A B, A /\ B -> A. intros. induction H. exact H. Qed.

There are three steps in the proof. We start with a single task without assumption: F VA, B,
AAB = A, then introduce some names and assumptions in order to get A, B,AAB I A,
then destruct the logical connector: A,B,Ha, Hg F A. This is a trivial task since Hp asserts the
conclusion A. The proof script is converted into a proof tree:

example =
fun (A B : Prop) (H : A /\ B) => and_ind (fun (HO : A) (_ : B) => HO) H
: forall A B : Prop, A /\ B -> A

This has the form “name = proof : value”. The last line is the value of the theorem. The
second line is the proof. As you can see, this is not just a sequence of statements with their
justification, but function calls. It applies and__ind to f, and H where f, is a function of two
arguments that returns the first one, and ignores the second (the proof of B). We show here
the function:

and_ind =
fun A B P : Prop => and_rect (A:=A) (B:=B) (P:=P)

: forall ABP : Prop, (A ->B ->P) > A /\B —>P
Arguments A, B, P are implicit

According to this definition, and__ind takes three implicit arguments, named A, B and B, its
value is a function that takes two arguments, a function f; and a proof of A A B. Here f5 is
a function that maps A and B to P. The result is a proof of P. Arguments A, B and P are
deduced from f> and need not be given (on the second line you see expressions of the form
(A:=4), this is because and__rect has three implicit arguments, that must be explicitly given).
With our function f, P is the first argument hence A. We show here the proof tree of the last
variant of union2_or. As you can see, proofs in Coq are often hard to read. The important
point is that Coq is a proof assistant: it is a system in which inventing a proof is easy. Here in
an example.

union2_or =
fun x y a : Set =>
eq_ind_r
(fun _pattern_value_ : Prop => _pattern_value_ -> inc a x \/ inc a y)
(fun _top_assumption_ : exists yO : Set, inc a yO & inc yO (doubleton x y) =>
match _top_assumption_ with
| ex_intro t (conj aat td) =>
match doubleton_or td with
| or_introl _top_assumption_1 =>
eq_ind t
(fun _pattern_value_ : Set => inc a _pattern_value_ \/ inc a y)
(or_introl (inc a y) aat) x _top_assumption_1
or_intror _top_assumption_1 =>
eq_ind t
(fun _pattern_value_ : Set => inc a x \/ inc a _pattern_value_)
(or_intror (inc a x) aat) y _top_assumption_1
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end
end) (union_rw a (doubleton x y))
: forall x y a : Set, inc a (union2 x y) -> inc a x \/ inc a y

Quantified theories As mentioned above, Bourbaki defines 1, (R) as the construction ob-
tained by replacing all x in R by O, adding 7 in front, and drawing a line between 1 and this
square. An example is T € T € OO0O. It corresponds to Tx (7771 € Ty(m7 € yx)x). The
positions of the parentheses is fixed by the structure, but not the names (without the links
the expression is ambiguous). If we admit that the double negation of P is P and use infix
notation, the previous term is equivalent to T, (T, (y € x) ¢ x). This is the empty set.

Denote by (T|x) R the expression R where all free occurrences of the letter x have been
replaced by the term T. Paragraph 2.4.1 of [1] explains that this is a natural operation in Cog;
the right amount of a-conversions are done so that free occurrences of variables in T are
still free in all copies of T. For instance, if R is (3z)(z = x), if we replace x by z, the result
becomes (Jw)(w = z). These conversions are not needed in Bourbaki: there is no x in t4(R)
and no z in (3z)(z = x). Of course, if we want to simplify (z|x) (3z)(z = x), we can replace it by
(z]x) (Qw)(w = x) (thanks to rule CS8) then by (Jw)((z|x) (w = x)) (thanks to rule CS9), then
simplify as Qw)(w = z).

Bourbaki defines (Vx)R as “not ((3x) not R)”, whereas forall x:T, R is a Coq primitive,
whose meaning is (generally) obvious; instead of T, any type can be given, it may be omitted
if it is deducible via type inference. The expression (V¥ rx)R is defined in Bourbaki, similar to
the Coq expression, but not used later on; we shall not use it here. The dual expression exists
x:T, R is equivalent in Coq to ex(fun x:T=>R). Here, ex is an inductive object. If P is the
argument, and if for some witness x, P(x) is true, then ex P is defined. From this, we deduce
that for some x, P(x) is true. Assume that f : A — B is a surjective function. This means that
for each y in B there is an x in A that f maps to y. This does not mean that there is a g such
that for all y, f(g(y)) = y. The existence of g is related to the “axiom of choice”.

Bourbaki defines (3x)R as (tx(R)|x)R. Write y instead of 1,(R). Our expression is (y|x)R.
It does not contain the variable x, since x is not in y. If (3x) Ris true, then Ris true for at least
one object, namely y. This object is explicit: we do not need to introduce a specific axiom of
choice. Axiom scheme S5 states the converse: if for some T, (T|x) Ris true, then (3x) R is true.

Let’s give an example of a non-trivial rule. As noted in [4], it is possible to show, for each
integer n, that 0 + n = n (where addition is defined by n+0 = n and n+Sm = S(n+ m)), but
it is impossible to prove Vn,0+ n = n. The following induction principle is thus introduced:
“Suppose u is a variable, and X{u} is a well-formed formula in which u occurs free. If both
Vu: X{u} >X{Su/u}) and X{0/u} are theorems, then Vu : X{u} is also a theorem.”

Criterion C61 [2] p. 168] is the following: Let Rin{ be a relation in a theory 9~ (where n is
not a constant of 7). Suppose that the relation

Ri0f and (Vn)((n is an integer and Rinf) = Rin+1%)
is a theorem of 9 . Under these conditions the relation
(Vn)((nis an integer) = Rini).

is a theorem of J.

The syntax is different, but the meaning is the same. This criterion is a consequence
of the fact that a non-empty set of integers is well-ordered. In Coq, a consequence of the
definition of integers is the following induction principle:
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nat_ind =
fun P : nat -> Prop => nat_rect P
: forall P : nat -> Prop,
PO -> (forall n : nat, Pn -> P (S n)) -> forall n : nat, Pn

Equality In Bourbaki, equality is defined by the two axioms schemes S6 and S7, as well as
axiom Al (see section[9.1]for details). The first scheme says that if P is a property depending
on a variable z, if x = y, then P(x) and P(y) are equivalent. The second scheme says that if Q
and R are two properties depending on a variable z, if Q(z) and R(z) are equivalent for all z,
then 1,(Q) = 1,(R). The axiom says that if x € A is equivalent to x € B then A = B (the converse
being true by S6).

Let R(z) be a relation. If R(x) and R(y) implies x = y, then R is said single-valued. If
moreover there exists x such that R(x) is true, then R is said functional. In this case R(x)
is equivalent to x = 1;(R). Proof. The relation (3z)R is the same as R(1;(R)). Since this is
true, R(x) implies x = 1,(R), since R is single-valued. Conversely, if x = 1,(R) then R(x) is
equivalent to R(t,(R)) which is true.

Let Q(z) and R(z) be two functional relations, x and y denote 1,(Q), and 1(R) respec-
tively. By S7, If, for all z, Q(z) and R(z) are equivalent then x = y, and in this case, the converse
is true (if for some z, Q(z) is true, we have z = x, thus z = 1,(R) and R(z) is true). Example.
If y > 0 is an integer, there exists a unique x such that y = x + 1. Denote by p(y) the quantity
Tx(y = x+1). We have then the conclusion: y = x+1ifand onlyif x = p(y). Thus p(y1) = p(y2)
if and only if y; = y». From now on, we can forget that p is defined via T and equality is de-
fined by S7.

Let Q(x) and R(x) be two relations, and P(z) the following relation (Vx)(x € z <= Q(x)).
It is single-valued by the axiom of extent. Assume that it is functionaﬂ applying T, to it gives
a set denoted by {x, Q(x)}; assume that R shares the same property. The previous argument
says {x, Q(x)} = {x,R(x)} if and only if (Vx)(Q(x) < R(x)). For instance {a, b} = {b, a}. More-
over {a} = {b} is equivalent to a = b.

Consider now an equivalence relation P(x, y): we assume that P(x, y) implies P(y, x), and
that P(x, y) and P(y, z) imply P(x, z). Let x be 1,(P(a, 2)), and y be 1,(P(b, z)). We have that
P(a,z) < P(b,z) is equivalent to P(a, b), so that S7 says that P(a, b) implies x = y. Con-
versely, assume a and b in the domain of P; this means that for some z, P(aq, z) is true, it
implies that P(a, x) is true; we also assume P(b, y) true. Then from S6 we get: if x = y then
P(a, y) is true, thus P(a,b). Thus: x = y if and only if P(a, b) is true. Example: Let P be the
property that a = («,) and b = (o,p’) are pairs of integers such that a +p’ = o +p. This
is an equivalence relation, and the domain is the set of pairs of integers. Define f — «a as
.P((o, B), 2). If « and P are integers, this is a pair of integers and p —a = ' — o’ if and only if
a+p’ =o' +P. We can from now on forget that this quantity is defined via T.

Consider an equivalence relation whose domain is a set E. Let C(a) be the equivalence
class of a, namely the set of all z € E such that P(q, z) is true. Then P(a, z) is equivalent to
zeC(a),and x = 1,(z € C(a)). Denote by r (X) the quantity 1,(z € X), so that x = r(C(a)). Now,
P(a, b) implies C(a) = C(b) thus x = y and scheme S7 is not required. Conversely, if a € E and
x =r(C(a)) then x € C(a) and P(a, x). If follows, as before, that if b € E and y = r(C(b)) and
x = y then P(a, b) is true. The quantity r(X) will be called the representative of the set X; it
satisfies r(X) € X whenever X is non-empty. Whenever possible we shall use r rather than 7.
There are two exceptions: for defining cardinals and ordinals. Our current implementation
of cardinals and ordinals differs from that of Bourbaki (see second part of this report), and

4For instance, if Q is x ¢ x then P is not functional
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this use of 1 is not needed any more.

Finally, we may have 1,(Q) = 1,(R) even when Q and R are non-equivalent. For instance
consider two distinct elements a, b, the three sets {x}, {y} and {x, y}, denoted by X, Y and Z.
The quantities r(X), (Y) and r(Z) take the values a and b, thus cannot be distinct. We have
r(X) = aand r(Y) = b. Thus one of r(X) = r(Z) and r(Y) = r(Z) must be true, but which one is
undecidable.

In our framework, few objects are defined via 1, and Axiom Scheme S7 is rarely used. For
instance {1 + 1} = {2} is a trivial consequence of 1 + 1 = 2, and Criterion C44. Let’s prove this
criterion and the first three theorems of Bourbaki.

Theorem 1 is x = x. Bourbaki uses an auxiliary theory in which x is not a constant, so that
(Vx)(R < R) is true, whatever the relation R. Note that x is a letter, thus a term, and it could
denote the set of real numbers R, case where quantification over x makes no sense, while R
is just a notation. Scheme S7 gives 14(R) = 1,(R). This can be rewritten as (14 R|x)(x = x).
Let S denote x = x and R denote —S. By definition of the universal quantifier, the previous
relation is 71 (Vx)(S), from which follows (Vx)(x = x). It follows that, whatever x (even if x is
a constant) we have x = x.

Theorem 2 says (x = y) <= (¥ = x). Let’s show one implication. Assume x = y. We apply
S6 to y = x, considered as a function of y. It says x = x < y = x, the conclusion follows by
Theorem 1.

Theorem 3 says (x = y A y = z) = x = z. The same argument as above says that if x = y,
then x = z < y = z, making the theorem obvious.

The same argument shows that if T = U, and if V is a term (depending on a parameter z),
then ViT$ = ViU}. This is Criterion C44, and is known in Coq as eq__ind, while Scheme S6 is
eq_rec. Theorem 1 is the definition refl__equal, other theorems are sym__eq and trans_eq.

There is no equivalent of Scheme S7 in Coq. The Leibniz equality says that two objects x
and y are equal iff every property which is true of x is also true of y. We shall later on define
special terms called sets. They satisfy x = y if x € y and y < x. This makes equality weaker. In
fact, if x # y, the middle excluded law implies that there exists some a such that either a € x
andnota€ yor a€ yand not a € x. Thus, assuming that 0 and 1 are sets, one of the following
statements is true: there exists a such that a € 1 and a ¢ 0, or there exists b such that b€ 0
and b ¢ 1, or 0 = 1 (with our definition of integers as cardinals, the first assumption is true,
but nothing can be said of a). In Bourbaki all terms are sets. In our work, we shall consider
objects that are not sets. For instance, neither 1 nor 2 (considered as natural numbers) are
sets. The relations 1+ 1 =2 and 1 # 2 are the consequence of the fact that these objects have
the same (or different) normal forms (modulo a-conversion).

Carlos Simpson introduced an axiom that says that two propositions are equal if they are
equivalent. This is not possible in Bourbaki (since equality applies only to sets). Assume that
we have shown a theorem H that says P < Q. The axiom says that P = Q holds. Let e be
this equality. We may rewrite e from left to right or e from right to left. This really means that
we apply P = Q or Q = P. Consider any proof where e has been used. Then there is a
proof of the same statement that does not use e; and the statement can be proved without
the axiom. It happens that, in ssreflect, one can rewrite H instead of e (in some rare cases,
rewrite H in E fails and has to be replaced by move: E; rewrite H => E). This explains why
the axiom has been removed in Version 5.

We shall add an axiom that says if f and g are two functions, of type A — B, and if f(x) =
g(x) whenever x is of type A, then f = g. In particular, if f and g are propositional functions,
if f(x) is equivalent to g(x) for all x, the previous axiom says f(x) = g(x), thus f = g. We

Inria



Bourbaki: Theory of sets in Coq I (v5) 15

deduce 1, f = 1, g, which is axiom scheme S7. As explained above, it is only used to defined
cardinals and ordinals. Carlos Simpson introduced the following two axioms; the first one is
an extension of the previous axiom; the second one says that if x and y are two proofs of the
same theorem, they are equal.

(*
Axiom prod_extensionality :
forall (x : Type) (y : x -> Type) (u v : forall a : x, y a),
(forall a : x, ua=va) —>u-="vV.
Axiom proof_irrelevance : forall (P : Prop) (qp : P), p = q.
*)

We are sometimes faced to the following problem: given a proposition P, two sets @ and b,
we want to select a if P is true, and b otherwise. Bourbaki uses t((x = a AP) or (x = b A —P)).
Assume that can find two functions A(p) and B(g) whose values are a and b, whenever p is
a proof of P and g a proof of —=P. Consider the relation R: for any p and g as above, we have
¥ =A(p) and y = B(g), and let’s apply T,. If P is true, it has proof a p and y = A(p) = a; if P
is false, then =P is true and has a proof g so that y = B(q) = b. The trick is the following; the
expression Ty (R) is in general undefined, since there are undecidable propositions (there are
also true propositions without proofs). However, we consider Ty (R) only in the case where
we know a proof of P or a proof of =P. The proof irrelevance axiom says that if p and p’
are two proofs of P, then p = p’, which implies A(p) = A(p’), and makes some proofs easier.
Example. Let I be a non-empty set, X; a family of set indexed by i € X; we may define the
intersection by {y € X;,Vj €1, y € X;}. This definition depends on i, assumed to satisfy i € I; it
exists because I is non-empty. Assume now that we have two proofs that I is non-empty; this
give two possible indices i, and we must show that our definition is independent of i (which
is obvious here).

In Coq, there is a data type bool that contains two values true and false (say T and F), and
it is easy to define a function whose value is a if P = T and b otherwise (if P = F). Thus one
can say one can say (if 1<=2 then 3 else 4). (we assume here that we use the ssrnat library
where < is of type bool rather than Prop). We do not use the bool datatype, thus cannot use
the if-then-else construction.

Notes. A reference of the form E.I1.4.2 refers to [2], Theory of Sets, Chapter 2, section 4,
subsection 2 (properties of union and intersection).

The document gives no proofs, except for the exercises. In order to show how difficult
some theorems are, the numbers of lines of the proof is sometimes indicated in a comment.

Some statistics: there are 171 lemmas in jset, 98 in jfunc, 424 in set2 (correspondences),
364 in set3 and set31 (union; intersection, products) and 257 in set4 (equivalence relations).

In version 2, files jset and jfunc have been merged into setl, files set3 and set31 have also
been merged. The number of theorems in these four files is now 279, 431, 375 and 257.

In Version 3, many trivial theorems have been removed, so that these numbers are re-
spectively 202, 397, 338 and 242.

In Version 4, these numbers are respectively 241, 406, 322 and 241.
In Version 5, these numbers are respectively 221, 408, 318 and 241.
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Chapter 2

Sets

This chapter describes the content of the file set1.v, that is an adaptation of the work of
C. Simpson. It is formed of several modules, that will be commented one after the other. It
implements the basis of the theory of sets; this is a logical theory (as described in the previous
chapter) that contains a specific sign € and some rules about its usage; we must define the
Coq equivalent inc and the associated rules.

2.1 Module Axioms

Types. In Coq, each object has a type, for instance 0 is of type nat, and the type of nat is Set;
the type of a boolean like True is Prop; the type of Set or Prop is Type. Our sets will be of type
Seiﬂ For instance nat is a set, but neither 0, nor True, nor the abstraction x — x+ 1 nor a
record containing setsﬂ The definition given here is not used anymore.

Definition Bset:=Set.

Is element of. The last axiom of Bourbaki states that there exists an infinite set. It is equiv-
alent to the existence of the set of natural numbers and will be discussed in the second part
of this report. The other axioms, as well as axiom scheme S8, use the symbols €, c or Coll,R,
that are not defined in Coq. The notation x c y is a short-hand for:

(V2)(zex) = (z€y)).
If x are y are two distinct letters, and R a relation that does not depend on y, the relation
G (x)((xey) < R

is denoted by CollxR, and read as: the relation R is collectivizing in x. The first axiom (axiom
of extent) in Bourbaki says:

(VX)(Vy)((xcy)and (ycx)) = (x=1y).

We can restate it as: if x and y are two sets, then x = y if and only if z € x is equivalent to z € y.
As a consequence, if R(x) is collectivizing in x, there exists a unique set y such that x € y if
and only if R(x) is true. It is denoted by {x, R(x)}, or {x|R(x)} or &x(R(x)).

11n the original version of C. Simpson, it was Type, so that True was a set; as a consequence there exists an
element x that is in True but not in False, or vice-versa. This is not needed.
2In a previous version, a function was such a record, and we could not consider sets of functions
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Some relations are not collectivizing, for instance x ¢ x. In fact, if we assume that this is
equivalent to x € y, replacing x by y gives: y ¢ yis equivalent to y € y, which is absurd. Almost
all sets defined by Bourbaki are obtained by application of Axiom A3 (the relation “x = a or
x = b” is collectivizing), Axiom A4 (the relation x c y is collectivizing) or Scheme S8 (Scheme
of Selection and Union); a notable exception is the set of integers, for which a special axiom
is required. Scheme S8 is a bit complicated. In [5], it is replaced by the axiom

(Vx)3y)(Vz)(zey) < ((F)(texand z€ 1))

that asserts the existence of the union of sets, and the following scheme (Scheme of Replace-
ment):

If E is a relation that depends on x, y, ay,...,ax, then for all x;, xp, ..., Xk, if
we denote by R(x, y) the relation E(x, y, x1,...Xx,), the assumption (Vx)(Vy)(Vy')
R(x,y) =R(x,y’) = y =y implies that, forall ¢, the relation (Ju)(u € t and R(u, v))
is collectivizing in v.

The conclusion is the same as in S8. This scheme is more powerful than S8; for instance, it
implies the axiom of the set of two elements A2. In fact we can deduce the existence of the
empty set ¢ from this scheme (or from S8). Applying A4 to the empty set asserts the existence
of a set that has a single element which is @, applying A4 again asserts the existence of a set
t with two elements ¢ and {@}. If a and b are any elements, and R(u, v) is “u=@g and v=a
or u = {¢} and v = b”, we get as conclusion: there exists a set formed solely of a and b. The
assumption is clear: for fixed u, there is a unique v such that R(u, v). Question: can we apply
S8 to this case? the answer is yes, provided that there exists a set X, such that a € X, and a set
Xp such that b € X,. Such sets exist by virtue of Axiom A2. Hence A2 is required in Bourbaki,
a conclusion of other axioms in [5]. The rules introduced below are closer to a Scheme of
Replacement than to a Scheme of Selection and Union.

In the previous chapter, we have given a proof with seven lines that says 1 +1 = 2. The
analogue proofis trivial in Coq (both objects have the same normal form SSO). We have also
seen that the induction principle for integers in Bourbaki is the same as that of integers in
Cogq; as a consequence, if we can identify the Coq integers with the integers of Bourbaki,
then a lot of theorems will become trivial (i.e., are already proved by someone else). For this
reason, all types, such as nat, will be a set. The Coq notation O:nat says that O is of type nat,
we want it to be the same as z € N where z stands for 0 and N for nat. In Bourbaki, z € N,
N € z and N € N are legal statements; the first one is true, the other ones are false. In order to
avoid paradoxes, people sometimes use a hierarchy of sets: if x € y and x is at level n, then
y must be at level n + 1. Thus x € x is illegal or false. The axiom of foundation states that if
X is not empty, there exists y € x such that the intersection of x and y is empty; it forbids the
existence of a sequence of sets with x; € x;;; and x, € xy. This axiom is independent of all
other ones. We shall not use it. However, in Coq there is a type hierarchy, so that there isno a
whose type is itself, and no pairs a and b such that a is of type b and b of type a. In [5] there
is a theorem that says: if the axiom of foundation is true, then X is an ordinal if and only if
for all # and v in X we have u € v or u = v or v € u and for all u € X we have u c X. Such a
statement becomes impossible in the case of a set hierarchy.

We have the property that O:nat is the same as z € N if we chose N to be nat and z a
function of 0, say 20. We postulate the existence of such a function; note that the type of 0 is
nat while the type of 220 is Set, i.e. the same as (in fact, compatible with) the type of nat. Let’s
define N, as the set of even numbers; we have N, c N, and z € N,. Let 0, be zero in the type
even. We have z = 20 = %0,. This relation will be a consequence of the definition of 0,. We
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want Z0 # %1, since otherwise this mechanism is useless. Thus we introduce a parameter
and an axiom. Later orﬂwe shall define 20 and £1; we shall prove that the axiom is satisfied
in this case.

Parameter Ro : forall x : Set, x —-> Set.
Axiom R_inj : forall (x : Set) (ab : x), Roa=Ro b ->a=h.

We define ‘x € y’ to be: there is an object a of type y such that Za = x. Inclusion x c y is
defined as in Bourbaki. These two operations are called In or Included in Ensembles, but inc
or sub in our framework.

Definition inc (x y : Set) := exists a : y, Ro a = x.
Definition sub (a b : Set) forall x : E, inc x a -> inc x b.

Extensionality. The axiom of extent is the same as in Bourbaki: if x € y and y c x then
x = y. The ssreflect library provides a notation f =1 g meaning: Vx, f(x) = g(x). The ar-
row__extensionality axiom says that this implies f = g. This axiom is not really needed, and
has been removed in version 5.

Axiom extensionality : forall a b : Set, suba b -> sub b a -> a = b.
(* Removed in version 5
Axiom arrow_extensionality :
forall (x y : Type) (uv : x ->y), (foralla : x, ua=va ->u=v.

*)

Given a type ¢ or a set x, it will be declared nonempty if there is a witness, i.e., an instance
of t or an element of x.

Inductive nonemptyT (t : Type) : Prop :=
nonemptyT_intro : t -> nonemptyT t.
Inductive nonempty (x : Set) : Prop :=
nonempty_intro : forall y : Set, inc y x —-> nonempty x.

The axiom of choice. We assert the existence of a function 6t of two parameters p and g,
depending on a type ¢, that satisfies the following property: if there exists an object x of type
t such that p(x) is true, then ¢ = €r(p, q) is an object of type ¢ such that p(c) is true. Note. If
we take for p the constant function True, we get: if there exists an element of type #, then ¢,
is of type . But, by construction, ¢, is of type ¢. From this, one could deduce that every type
is non-empty. Our definition requires that g be of type ¢, so that we get: if g is of type t, then
cq is of type ; which sounds better. We emphasize that our choice function depends both on
p and q. This is the equivalent of Bourbaki’s .

Parameter chooseT : forall (t : Type) (p : t -> Prop)(q:nonemptyT t), t.

Axiom chooseT_pr :
forall (t : Type) (p : t -> Prop) (ne : nonemptyT t),
ex p -> p (chooseT p ne).

30nly in version 1 of the software
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Images. The scheme of selection and union is the following: Given a relation R(x, y); as-
sume that for fixed y, we have a set E such that R(x, y) implies x € E,. Then, for every Y,
there is a set Zy containing all x for which there is an y € Y such that R(x, y). A simple case is
when R is independent of y. Another simple case is when R has the form x = f(y). It is called
the axiom of replacement. The axiom of the set of two elements (shown later) says that we
can select E;, = {f(y)}. As a consequence the image of a set by a function is a set. We define
here a parameter IM, and the corresponding axioms.

Parameter IM : forall x : Set, (x -> Set) -> Set.

Axiom IM_exists :
forall (x : Set) (f : x -> Set) (y : Set),
inc y (IM f) -> exists a : x, f a = y.
Axiom IM_inc :
forall (x : Set) (f : x -> Set) (y : Set),
(exists a : x, f a =y) -> inc y (IM £).

Double negation axiom. A property is either true or false. Thus two sets are equal or not.
Axiom excluded_middle : forall P : Prop, ~ ~ P -> P.

Lemma p_or_not_p (P : Prop): P \/ ~ P.

Lemma equal_or_not (x y:Set): x=y \/ x<> y.

Lemma inc_or_not (x y:Set): inc x y \/ ~ (inc x y).

We already explained that P = Q could be considered as a variant of P <= Q.
(* removed in version 5

Axiom iff_eq : forall P Q : Prop, (P -> Q) -> (Q ->P) -> P =Q.
*)

2.2 Module constructions

The definition that follows says that p is a predicate, satisfied by a unique object of type
t. This will be extended later to objects of different types, for instance functions.

Definition exists_unique t (p : t->Prop)

(ex p) & (forall xy : t, px ~>py —>x=y).
This defines x C y.
Definition strict_sub (a b : Set) := (sub a b) & (a <> b).

These lemmas say that x c x, and if x © y and y c z, then x c z; if one c is replaced by C
in the assumption, then the same holds in the conclusion.

Lemma sub_refl x: sub x x.
Lemma sub_trans a b c: sub a b -> sub b ¢ -> sub a c.
Lemma strict_sub_transl a b c:
strict_sub a b -> sub b ¢ -> strict_sub a c.
Lemma strict_sub_trans2 a b c:
sub a b -> strict_sub b ¢ -> strict_sub a c.
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Empty sets and types. We say that a set is empty if it has no element; by extensionality, it is
unique. Bourbaki proves existence of the empty set by noting that for every set y, and every
property P, there is a set containing all elements of y with the property P. In particular, we
can define the complement of x in y; taking x = y gives the empty set. In Coq, the situation
is simpler: we define @ as a type without constructor, hence there is no a € x, since there is
no b: x. In version 3, the empty set is also Empty_set.

Definition empty (x : Set) := forall y : Set, ~ inc y x.
Inductive emptyset : Set :=.

Given a set x, we have b € x if b = Za for some a : x. As a consequence, if a : x then
Za € x. In particular, x is not empty. On the other hand, if b € x there is an a with a: x.

Lemma R_inc (x : Set) (a : x): inc (Ro a) x.

Lemma nonemptyT_not_empty (x : Set): nonemptyT x -> ~ empty x.
Lemma nonemptyT_not_empty0 (x:Set): nonemptyT x <-> nonempty X.
Lemma inc_nonempty X y: inc x y -> nonemptyT y.

Lemma emptyset_sub_any x: sub emptyset x.

Aninverse for Z. We define a function 28 that takes 3 arguments, x, y and H, two sets and a
proof of x € y. The first two arguments are implicit: they are deduced from the type of H. We
shall sometimes write 28(H : x € y). The function uses the axiom of choice 61 (p, g) to select
an object a of type y such that p(a), namely Za = x. Assumption H says that such an object
exists, and as a consequence it implies ¢, a proof that the type y is inhabited. Thus p(28) is
true, i.e.,

R(BMH:xey))=x.

If we replace x by %z, we get Z(%(H)) = Zz, hence, by injectivity
PBH:Rzey) =z.

Definition Bo (x y : Set) (hyp : inc x y) :=
chooseT (fun a : y => Ro a = x) (inc_nonempty hyp).

Lemma B_eq x y (hyp : inc x y): Ro (Bo hyp) = x.
Lemma B_back (x:Set) (y:x) (hyp : inc (Ro y) x): Bo hyp = y.

IfHis aproofof y € x, then 98 H is of type x; in particular the type x cannot be empty, and
x cannot be the empty set. The proof of the next lemma uses the excluded-middle axiom in
order to replace =V y—P by 3y P, where P is y € x. Finally, we have a lemma that says that a
set is either empty or nonempty.

Lemma emptyset_pr x: ~ inc x emptyset.

Lemma is_emptyset x: (forall y, ~ (inc y x)) -> x = emptyset.
Lemma emptyset_dichot x: (x = emptyset \/ nonempty x).

Lemma not_nonempty_empty: nonempty emptyset -> False.

Lemma nonempty_or_empty x: nonempty x <-> (x <> emptyset).

Reasoning by cases. Let T be a type, P a proposition, a a function that maps a proof of P
into T and b a function that maps a proof of =P into T. Since P is true or false, there is a proof
p of P or a proof g of its negation, thus a(p) or b(g) is an object of type T; as a consequence
the type T is non-empty. We use the axiom of choice to construct x = 6¢(a, b), an object of
type T, such that for every proof p of P we have a(p) = x and for every proof g of =P we have
b(g) = x.
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Definition by_cases_pr (T : Type) (P : Prop) (a : P -> T)

b :~P->T) (x:T) :=

(forall p : P, ap =x) & (forallq : ~P, b q=x).
Lemma by_cases_nonempty (T : Type) (P : Prop) (a : P ->T) (b : ~P -> T):
nonemptyT T.
Definition by_cases (T : Type) (P : Prop) (a : P >T) (b : ~P ->T) :=

chooseT (fun x : T => by_cases_pr a b x) (by_cases_nonempty a b).

Let HT be the assumption that a(p) is independent of the proof p of P and HF the as-
sumption that b(g) is independent of the proof of =P. The object éc(a, b) is well-defined
(thus satisfies our claim) only if both assumptions HT and HF are true. However, if P is true,
then HF is trivial, since there is no proof of —=P.

Lemma by_cases_if
(T : Type) (P : Prop) (2 : P->T) (b: ~P ->T) (p: P):
(forall pl p2: P, a pl = a p2) —>
by_cases a b = a p.

Lemma by_cases_if_not
(T : Type) (P : Prop) (@ : P->T) (b: ~P->T) (q : ~P):
(forall pl p2: ~P, b pl = b p2) —>
by_cases a b =b q.

Choosing a representative or the empty set. We simplified a bit the original code (see sec-
tion[9.3). We construct € (p), that behaves like T (P): if there is an x with p(x), then p(€(p))
is true; we add the condition that € (p) = @, if there is no such x.

Definition choose (p:Set -> Prop) :=
chooseT (fun x => (ex p -> p x) & ~(ex p) -> x = emptyset)
(nonemptyT_intro emptyset).

Lemma choose_pr p: ex p -> p (choose p).
Lemma choose_not p: ~(ex p) —-> choose p = emptyset.

The axiom of choice is used in essentially three cases. Example of the first case: let E be
an ordered set, and F a subset of E. We define infg F via the axiom of choice for a certain
property p(x,F), for which p(x,F) and p(y,F) imply x = y. In this case, the value € (p) is
irrelevant, all we need is that it satisfies p whenever p is satisfied at all. In the second case,
the axiom of choice is equivalent to Zermelo’s theorem, namely that there exists a function
r(X) defined for any set X, depending only on X such that r(X) € X whenever X is non-empty.
In fact, Zermelo’s theorem says that any set E can be well-ordered. If X is a nonempty subset
of E, then infg X € X and this gives a choice function on X. Now infg E € E if E is non-empty,
and this gives a global choice function.

Finally, let R(x, y) be an equivalence relation, and let D(x) be the class of all objects equiv-
alent to x; let f(x) be f(x) = 1y(R(x,y)). Then R(x, y) if and only if f(x) = f(y). Assume first
that D(x) is a set. In this case, R(x, y) is the same as D(x) = D(y), and we can define f by
applying the choice function to the set D(x). In some cases, D(x) is not a set (for instance, the
case of cardinals). Our definition makes sense provided that € (p) = €(q) if p(x) and g(x) are
equivalent whatever x. The arrow_extensionality axiom implies p = g, so that this condition
is satisfied. The axiom has been withdrawn in version 5, and cardinals are no more defined
via the axiom of choice.
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(* removed in version 5

Lemma arrow_EP_exten: forall (p q: Set -> Prop),
(forall x, px <-> g x) ->p =q.

Lemma choose_equiv: forall (p q: Set -> Prop),
(forall x, p x <-> q x) -> choose p = choose q.

*)

Representatives of nonempty sets. Fix z. Let p(x) be the property x € z. If z is not empty,
there is an y such that p(y), hence € (p) satisfies p, this is an element of z. This will be
denoted by rep z.

Definition rep (x : Set) := choose (fun y : Set => inc y x).
Lemma nonempty_rep x: nonempty x -> inc (rep x) x.

The first of these lemmas is obvious; the second has already been used; it relies on the
excluded-middle axiom.

Lemma not_exists_pr (p : Set -> Prop): (~ ex p) <-> (forall x : Set, ~ p x).
Lemma exists_proof (p : Set -> Prop): ~ (forall x : Set, ~ p x) —-> ex p.
Lemma exists_proof2 (p : Set -> Set -> Prop): ~ (forall xy, ~ p x y)

-> (exists x, exists y, p x y).

Defining a term depending on aboolean value. This defines a function % (B, x, y) via6c(f, g).
Here P is a property, f the function that returns x for every proof of P and g the function that
returns y for every proof of —P. As a consequence % (P, x, y) is x if P is true and y otherwise.

Definition Yo : Prop -> Set -> Set -> Set :=

fun P x y => by_cases (fun _ : P => x) (fun _ : ~ P => y).
Lemma Y_if_rw (P:Prop) (hyp :P) x y: Yo P x y = x.
Lemma Y_if_not_rw (P:Prop) (hyp : ~P) x y: YoP xy = y.

We replace the two axioms describing IM by a single one.

Lemma IM_rw (x : Set) (f : x -> Set) (y : Set):
inc y (IM f) <-> exists a : x, f a = y.

Set of elements such that P. In Bourbaki, the “Scheme of selection and union” is the follow-
ing : we have four distinct variables x, y, X and Y, and a relation R that depends on x and y,
but not on X, Y. The assumption is Vy,3X,Vx,R = x € X. The conclusion is that for every Y,
the relation 3y, y € Y AR is collectivizing in x. Said otherwise, for every Y, there is a set Z such
that x € Z is equivalent to the existence of y € Y such that R. A simple case is when R does not
depend on y. Then, the assumption Vx,R(x) = x € X implies the existence of Z such that
x € Zis equivalent to R(x). In particular, if Q(x) is any relation, there is a set Z such that x € Z
is equivalent to x € Y A Q(x). Here is the Coq implementationf_f]

(*
Record Zorec (x : Set) (f : x -> Prop) : Set :=
{Zohead : x; Zotail : f Zohead}.
Definition Zo := fun (x:Set) (p:Set -> Prop)
=> let P := Zorec (fun a : x => p (Ro a)) in IM (fun t : P => Ro (Zohead t)).
*)

4In the original version, the type of f was x — Set. This is no more possible, since a proposition is not a set.
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In version 3, we changed a bit the definition; it is now:

Inductive Zorec (x : Set) (f : x -> Prop) : Set :=
Zorec_c : forall a: x, f a -> Zorec f.
Definition Zo (x:Set) (p:Set -> Prop) :=
let f:= fun a : x => p (Ro a) in
IM (fun (z : Zorec f) => let (a, _) := z in Ro a).

The object Z (x, p) is the image of some function g. This means that y € Z(x, p) if and
only if there is a ¢ such that y = g(¢). If ¢ is the record defined by g, it holds a of type x and
p(Za). The function g(t) is then Za. Thus y = g(t) says y € x; it implies p(y). The reverse is
true.

The set is denoted in Bourbaki by &, (P and x € A). In the French version, it is denoted by
{x | P and x € A}; Bourbaki notes that this may be abbreviated as {x € A | P}.

Lemma Z_inc x (p: Set -> Prop) y: inc y x => p y -> inc y (Zo x p).
Lemma Z_sub x (p: Set -> Prop) : sub (Zo x p) x.
Lemma Z_rw x (p: Set -> Prop) y : inc y (Zo x p) <-> (inc y x & p y).

2.3 Module Little

It is trivial to construct an object two__points with two constructors. This gives a set with
two distinct elements. We call this the canonical doubleton, the elements will be TPa and
TPb.

Inductive two_points : Set := | two_points_a | two_points_b.

Definition TPa := Ro two_points_a.
Definition TPb := Ro two_points_b.

Lemma two_points_rw x: inc x two_points <-> (x= TPa \/ x = TPDb).
Lemma two_points_distinct: TPa <> TPb.

Lemma two_points_distinctb: TPb <> TPa.

Lemma inc_TPa_two_points: inc TPa two_points.

Lemma inc_TPb_two_points: inc TPb two_points.

Given two elements x and y, we construct a set, a doubleton, denoted by {x, y}, satisfying
z€{x,y} < z=xVz=yY, asthe image of the canonical doubleton. In Bourbaki, Axiom A2
says that such a set exists. By extensionality, two__points is a doubleton.

Definition doubleton (x y : Set) :=
IM (fun t => two_points_rect (fun _ : two_points => Set) x y t).

Lemma doubleton_first x y: inc x (doubleton x y).

Lemma doubleton_second x y: inc y (doubleton x y).

Lemma doubleton_or x y z: inc z (doubleton x y) -> z =x \/ z = y.
Lemma doubleton_rw x y z : inc z (doubleton x y) <-> (z =x \/ z = y).

Lemma two_points_pr2: doubleton TPa TPb = two_points.

Lemma doubleton_inj xy z w :
doubleton 