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Implémentation des Fléments de mathématiques de Bourbaki en
Coq,
partie 1
Théorie des ensembles

Résumé : Nous pensons qu'’il est possible de mettre dans un ordinateur I’ensemble de |’ceuvre
de Bourbaki. L'un des objectifs du projet Gaia concerne 1’algebre homologique (théorie et
algorithmes); dans une premiere étape nous voulons implémenter les neuf chapitres du
livre Algébre. Au préalable, il faut implémenter la théorie des ensembles. Nous utilisons
I'’Assistant de Preuve Coq; les choix fondamentaux et axiomes sont ceux proposées par Car-
los Simpson. Ce rapport liste et commente toutes les définitions et théoremes du Chapitre
théorie des ensembles. Presque tous les exercises ont été résolus. Le code est disponible sur
le site Web http://www-sop.inria.fr/apics/gaia.
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Chapter 1

Introduction

1.1 Objectives

Our obijective (it will be called the Bourbaki Project in what follows) is to show that it
is possible to implement the work of N. Bourbaki, “Eléments de Mathématiques”[3], into a
computer, and we have chosen the Coq Proof Assistant, see [7, [I]. All references are given
to the English version “Elements of Mathematics”[2], which is a translation of the French
version (the only major difference is that Bourbaki uses an axiom for the ordered pair in
the English version and a theorem in the French one). We start with the first book: theory
of sets. It is divided into four chapters, the first one describes formal mathematics (logical
connectors, quantifiers, axioms, theorems). Chapters II and III form the basis of the theory;
they define sets, unions, intersections, functions, products, equivalences, orders, integers,
cardinals, limits. The last chapter describes structures.

An example of structure is the notion of real vector space: it is defined on a set E, uses
the set R of real numbers as auxiliary set, has some characterization (there are two laws on
E, a zero, and a action of R over E), and has an axiom (the properties of the the laws, the
action, the zero, etc.). A complete example of a structure is the order; given a set A, we have
as characterization s € B(A x A) and the axiom “sos = s and sns~! = Ay”. We shall see in
the second part of this report that an ordering satisfies this axiom, but it is not clear if this
kind of construction is adapted to more complicated structures (for instance a left module
on a ring). Given two sets A and A’, with orderings s and s’, we can define (A, A, s, s'), the
set of increasing functions from A to A’. An element of this set is called a -morphism. In
our implementation, the “set of functions f such that...” does not exisﬂ we may consider
the set of graphs of functions (this is well-defined), but we can also take another position: we
really need o to be a set if we try to do non-trivial set operations on it, for instance if we want
to define a bijection between o and ¢’; these are non-obvious problems, dealt with by the
theory of categories. There is however another practical problem; Bourbaki very often says:
let E be an ordered set; this is a short-hand for a pair (A, s). Consider now a monoid (A, +).
Constructing an ordered monoid is trivial: the characterization is the product of the charac-
terizations, and the axiom is the conjunction of the axioms. The ordered monoid could be
(A, (s,+)). If f is a morphism for s, and u € A, then the mapping x — f(x + u) is a morphism
for s, provided that + is compatible with s. If we want to convert this into a theorem in Coq,
the easiest solution is to define an object X equivalent to (A, (s, +)), a way to extract X' = (A, s)
and X" = (A, +) from X, an operation s on A obtained from X or X/, and change the definition

IWe changed the type of a function in V4, so that this set exists now
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of o: it should depend on X’ rather than on A and s. The compatibility condition is then a
property of X, 0(X,Y) and o(X’,Y) are essentially the same objects, if f € o(X,Y) we can con-
sider f' = x — f(x+ u), and show f’ € 6(X,Y). From this we can deduce the mapping from
o(X',Y) into 0 (X, Y) associated to f — f.

1.2 Background

We started with the work of Carlos Simpsorﬂ who has implemented the Gabriel-Zisman
localization of categories in a sequence of files: set.v, func.v, ord.v, comb.v, cat.v, and gz.v.
Only the first three files in this list are useful for our project. The file ord.z contains a lot of
interesting material, but if we want to closely follow Bourbaki, it is better to restart everything
from scratch. The file func.v contains a lot of interesting constructions and theorems, that
can be useful when dealing with categories. For instance, it allows us to define morphisms
on the category of left modules over a ring. The previous discussion about structures and
morphism explains why only half of this file is used.

This report is divided in two parts. The first part deals with implementation of ChapterII,
“Theory of sets”, and the second part with chapter III, “Ordered sets, cardinals; integers” of [2]
Each of the six sections of Bourbaki gives a chapter in this report (we use the same titles as in
Bourbaki) but we start with the description of the two files set.v and func.v by Carlos Simpson
(it is a sequence of modules). Their content covers most of Sections 1 and 2 (“Collectivizing
relations” and “Ordered pairs”).

1.3 Introduction to Coq

The proof assistant Coq is a system in which you can define objects, assume some prop-
erties (axioms), and prove some other properties (theorems); there is an interpreter (that
interprets sentences one after the other), and a compiler that checks a whole file and saves
the definitions, axioms, theorems and proofs in a fast loadable binary file. Here is an example
of a definition and a theorem.

Definition union2 (x y : Set) := union (doubleton x y).
Lemma union2_or : forall x y a, inc a (union2 x y) -> inc a x \/ inc a y.
Proof. ... Qed.

In Coq, every object has a type; for instance doubleton is of type Set — Set — Set, which
means that it is a function of two arguments of type Set that returns an object of type Set, and
union is a function of one argument of type Set that returns an object of type Set. Thus, the
expression union (doubleton x y) is well-typed if and only if x and y are of type Set, and this
object is of type Set. We define union2 x y to be this expression. In the definition we may
indicate the type of arguments and return value, or omit them if Coq can deduce it (in most
cases, type annotations are omitted).

The theorem says: for all x, y and a (of type Set) if ae xU y then a € x or a € y. We give
here three proofs of the theorem:

ir. unfold union2 in H. pose (union_exists H).
nin e. xd. pose (doubleton_or H1).

Zhttp://math.unice.fr/ ~carlos/ themes/verif.html
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nin o. rewrite H2 in HO. intuition.
rewrite H2 in HO; intuition.

The second proofis

ir. ufi union2 H. nin (union_exists H). nin HO.
nin (doubleton_or H1) ; [ left | right ] ; wrr H2.

The third proofis

rewrite/union2 => x y a ; rewrite union_rw.
by case => t [ aat td ]; case (doubleton_or td)=> <-; auto.

Let’s define a task as a list of expressions of the form H;...H, - C, where H; is called
the i-th assumption and C the conclusion. A task is said trivial if the conclusion is one of
the assumptions. A proof script is a sequence of transformations that convert a task without
assumption like - C into a list of trivial tasks. In this case, one can say Qed, and Coq considers
C as a theorem.

The following transformations are legal. One may add an axiom or a theorem to the list
of assumptions. If A and A — B are assumptions, then B can be added as an assumption. If
C has the form Vx,C’ or the form A — C’, one may add the variable x or the proposition A to
the list of hypotheses, and replace the conclusion by C’; the converse is possible. There are
rules that govern the logical connectors and and or. For instance, one may replace the task
H+ AAB by the two tasks H- Aand H+ B, or HF Av B by any of the two tasks H- A or H+ B.
If assumption H; is A A B it can be replaced by the two assumptions Hy and Hp asserting A
and B; if assumption H; is A v B, the task can be replaced by the two tasks Hy - C and Hg I C,
where Hy means the list of assumptions H where H; is replaced by A. The connectors and
and or are inductive objects; this means that the rules for A and v described above are not
built-in in Coq, but are deduced from a more general scheme. In particular, there are infinite
objects in Coq, but Bourbaki needs an axiom that says that there is an infinite set.

The mathematical proof is the following: by definition x U y is U{x, y}, so that ae xu y
means a € J{x, y}, so that there is t such that a € t and ¢ € {x, y}. Now ¢ € {x, y} implies ¢ = x
or ¢t = y, from which we deduce a € x or a € y. In all three Coq proofs, you can see how
definitions are unfolded, the doubleton_or theorem is added to the list of assumptions, the
equality t = x or t = y is rewritten, and the logical or connector is handled (either by auto,
intuition or specifying a branch). The first proofis that of Carlos Simpson, the second one is
a slight simplification of it (it avoids introducing two local variables e and o). The last proof
uses the ssreflect style of programming. It is characterized by the following two properties:
each line of the proof is formed of a single sentence (a sequence of semi-colon separated
statements that ends with a period); all local names are given explicitly (x, y, ¢, td) instead of
being computed by Coq (like o, e, H2, etc). Moreover, the code is indented according to the
number of tasks.

Note that all proofs use 4 names for the local variables (x, y, a and t), and respectively 6,
4 and 2 names for the assumptions (by the way, assumption Hy sometimes means a€ xU y
and a € ). In the first proof all these 6 names are used in the proof script, while in the last
proof, only the name tb is reused. The script of the last proof is more robust than the other
ones, and would have been so, even if we allowed ssrcoq to select the 5 other names. The last
proofis slightly longer the the second one (on average, the proofs using the ssreflect style are
longer by 7%).
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1.4 Notations

Choosing tractable notations is a difficult task. We would like to follow the definitions of
Bourbaki as closely as possible. For instance he defines the union of a family (X,)e1(X, € ®).
Classic French typography uses italic lower-case letters, and upright upper-case letters, but
the current math tradition is to use italics for both upper- and lower-case letters for vari-
ables; constants like pr; and Card use upright font. The set of integers is sometimes noted
N; but Bourbaki uses only N. Some characters may have variants (for instance, the previ-
ous formula contains a Fraktur variant of the letter G). In the XML version of this document
we do not use the Unicode character U+1D50A (because not most browsers do not have the
glyph), but a character with variant, so that there is little difference between G, G, G, G, G, &.
In this document we use only one variant of the Greek alphabet (Unicode provides normal,
italic, bold, bold-italic, sans-serif and sans-serif bold italic; as a consequence, the XML ver-
sion shows generally a slanted version of Greek characters, where the Pdf document uses an
upright font).

We can easily replace lower Greek letters by their Latin equivalents (there is little differ-
ence between (X,)e1 and (X;);e1). We can replace these unreadable old German letters by
more significant ones. We must also replace I by something else, because this is a reserved
letter in Coq. In the original version, C. Simpson reserved the letters A, B and E. Thus, a
phrase like: let A and B be two subsets of a set E, and I = A x B, all four identifiers are reserved
letters in Simpson’s framework.

Quantities named R, B, X, Y, and Z by Simpson have been renamed to Ro, Bo, Xo, Yo and
Zo. Quantity A has been removed (it was a prefix version of &). Quantity E has been renamed
Bset then Set: this is the type of a Bourbaki set. It will still be denoted by & here. In our
framework, the reserved single-letter identifiersare I[JLOP Q SV W.

Coq reserves the letter I as a proof of True, the letter O as the integer 0 and the letter S
for the function n — n+ 1 on integers. An ordered pair with values x and y is a term z that
has two projections pr;z = x and pr,z = y. The constructor is called kpairE] in Coq, and the
destructors are called prl and pr2. We shall reserve the letters J for the constructor and P, Q
for the destructors, so that J (P z) (Q z) = z for all pairs z (see sectionfor details).

Bourbaki has a section titled “definition of a function by means of a term”. An example
would be x — (x,x) (x € N). This corresponds to the Coq expression fun x:nat => (x,x). Ac-
cording to the Coq documentation, the expression “defines the abstraction of the variable x,
of type nat, over the term (x,x). It denotes a function of the variable x that evaluates to the ex-
pression (x,x)”. Bourbaki says “a mapping of A into B is a function f whose source is equal to
A and whose target is equal to B”. The distinction between the terms function and mapping
is subtle: there is a section called “sets of mappings of one set into another”; it could have
been: “sets of functions whose source is equal to some given set and whose target is equal
to some other given set”. It is interesting to note that the term ‘function’ is used only once
in the exercises to Chapter III, in a case where ‘mapping’ cannot be used because Bourbaki
does not specify the set B.

In what follows, we shall use the term ‘function’ indifferently for S, or the mapping n —
n+1, or the abstraction n => S n. Given a set A, we can consider the graph g of this mapping
when 7 is restricted to A. This construction is so important that we reserve the letter L for it.
Given a set B, if our mapping sends A to B, we can consider the (formal) function f associated
to the mapping with source A and target B. We shall denote this by BL. These two objects f

3This was called ‘pair’ in Simpson and in version 1 of this report, ‘bpair’ in versions 2 and 3
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and g have the important property that, if n is in A, there is an m denoted by f(n) or g(n)
such that m = n+ 1 (we have the additional property that f(n) is in B). A short notation is
required for the mapping (g, n) — g(n) or (f,n) — f(n). We shall use the letters V.and W
respectively. In this document, we shall use standard notations, for instance pr, and pr, for
P and Q, when they exist, calligraphic letters like 7 or # for some objects like Vand W, and a
slanted font like is_function for the general case. Note that J x y is a Coq expression meaning
the application of ] to both arguments x and y.

There a possibility to change the Coq parser and pretty printer so that (x,y) is read as
pair x y,and { x : A | P }isread as the set of all x in A satisfying the predicate P. We
shall not use this feature here. In fact, these are standard notations in Coq for notions that
are related but not exactly identical to ours.

Note: in what precedes, the term “reserved” has to be understood as “cannot be used
everywhere”. In an expression like Lemmma test: forall V, sub V'V, the variable V is a bound
variable, and can be replaced by any name, except keywords like forall, or other terms that
appear in the formula (like sub); however fest or Lemma are perfect variables names. We
prove such a theorem by saying: if v is any set, then v c v is true by some argument. The im-
port/export mechanism of Coq is so that we can replace v by constants like I, O or S (defined
in some other modules) but not of V, W, inc, or any theorem name of our framework. We can
use J, L, P because these are notations.

1.5 Description of formal mathematics

Terms and relations. A mathematical theory J is a collection of words over a finite alpha-
bet formed of letters, logical signs and specific signs. Logical signs are O, T, Vv, = (the first
two signs are specific to Bourbaki, the other ones, disjunction and negation, have their usual
meaning). Specific signs are =, €, letters are x, y, A, A’, A”, A"/, and “at any place in the text it
is possible to introduce letters other than those which have appeared in previous arguments”
(2} p. 15] (any number of prime signs is allowed; this is not in contradiction with the finite-
ness of the alphabet). An assembly is a sequence of signs and links. Some assemblies are
well-formed according to some grammar rules. In Backus-Naur form they are:

Term :=letter | Tieyer (Relation) | Ssign Term, ... Term,,

Relation := = Relation | v Relation Relation | Rsign Term; ... Term,
Each sign has to be followed by the appropriate number of terms: O takes none, € and = are
followed by two terms, and one can extend Bourbaki to non-standard analysis [6] by intro-
ducing a specific sign ** of weight 1 qualifying the relation that follows to be standard. Each
sign is substantific as O (it yields a term) or relational as = (it yields a relation).

We shall see below that 14(R) has to be interpreted as the expression where all occur-
rences of x in R are replaced by O and linked to the 1. Parentheses are removed. This has one
advantage: there is no x in 1. (R), hence substitution rules become trivial. For instance, the
function x — x + y is constructed by using T, it is identical to the function z — z+ y. If we
want to replace y by z, we get x — x + z, but not z — z + z. In Coq, the variable y appears
freein x — x+ y, and the variable x appears bound in the same expression. Renaming bound
variables is called a-conversion. Two a-convertible terms are considered equal in Cog.

The Appendix to Chapter I of [2] describes an algorithm that decides whether an assem-
bly is a term, a relation, or is ill-formed. It works in two stages. In the first stage, links are
ignored. A classical result in computer science is that there exists a program (called a parser)
that recognizes all significant words (i.e., well-formed assemblies without links). We can as-
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sociate a number to each sign (for instance 262 to ’a), 111 to ’=’) and thus to each assembly
(for instance, 262111262 to 'a=a’). This will be called the Gddel number of the assembly, see
[4] for an example. Two distinct assemblies have distinct Godel numbers. The set of Godel
numbers is a recursively enumerable set. Given assemblies Aj, Ay, As, etc, one can form the
concatenation AjAsAs.... If each assembly is a significant word, there is a unique way to
recover A; from the concatenation, hence from the Godel number of the concatenation.

A demonstrative text for Bourbaki is a sequence of assemblies AjA,...A,, that contains
a proof, which is a sub-sequence A A}, ... A}, of relations, where each A’ can be shown to be
true by application of a basic derivation rule that uses only A’j for j <i. Each A’ is a theorem.
We shall use a variant: a proof-pair is a sequence of relations A| A}, ... A, satisfying the same
conditions as above, and a theorem is the last relation A’ in a proof-pair. If our basic rules
are simple enough, the property of a number g to be the Gédel number of a proof-pair is
primitive recursive. From this, one can deduce the existence of a true statement that has no
proof (this is Gddel’s Theorem).

An assembly A containing links is analyzed by using antecedents, which are assemblies
of the form 1,(R) (where x is some variable) that are identical to A if x is substituted in R
and links are added. The algorithm for deciding that an assembly with links is a term or a
relation is rather complicated. Bourbaki gives three examples of assemblies with links; the
antecedent of the first one is T (x € y) (thereis a single link); the antecedent of the second one
isTy(xe A’ = x € A”) (there are two links); the third one is the empty set, see picture below.
One can replace these links by the De Bruijn indices, so that the empty set would become
1o € 1o € 121, This has two drawbacks: the first one is that 121 could be understood
as one integer or a sequence of three integers, the second is that this notation assumes that
integers are already defined. The remedy to the first problem would be to insert a separator
(for instance a square) and a remedy to the second would be to use a base-one representation
of integers; the empty set would be t——— € 17— € O-0O—-—-0O-. The scope of the second t
is the scope of its operator, thus == € 0OO. This means that the two squares are in the scope
of both T, are are linked to the second and first T respectively. The third square is in the
scope of the first T only, hence is linked to the first 1. Formal mathematics in Bourbaki is so
complicated that the O symbol is, in reality, never used.

[ — 1 |
T——— € 7—— € 000

Denote by (B|x) Athe assembly obtained by replacing x, wherever it occurs in A, by the as-
sembly B. Bourbaki has some criteria of substitutions, CS1, CS2, etc, that are rules about sub-
stitutions. For instance CS3 says that 1,4(4) and 1 (A') are identical if A’ is (x'|x) A provided
that x’ does not appear in A (informally: since x does not appear in T,(A), the name of the
variable x is irrelevant). Formative criteria CF1, CF2, etc., give rules about well-formedness
of assemblies. For instance CF8 says that (T|x) A is a term or a relation whenever A is a term
or arelation, T is a term, xis a letter.

Abbreviations are allowed, so that v— can be replaced by =, and — € can be replaced
by ¢. Abbreviations may take arguments, for instance AAB is the same as v 7A-B. A term
may appear more than once, for instance <= AB is the same as A = AB =— BA, and after
expansion =V 71 v 7AB— v 1BA. The logical connectors =, v and A are written ~, \/, and /\
in Coq (we shall use & instead of A, since it is easier to type). Note that in Coqg, A — B is the
type of a function from A to B but also means A = B. There is no limit on the number of

INRIA
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abbreviations (Bourbaki invented @ as a variant of ). Unicode provides a lot of symbols, but
few of them are available in IIEX or in Web browsers.

Starting with Section 2, Bourbaki switches to infix notation. For instance, whenever A
and B are relations so is V11 v 11A—1BA, by virtue of CF5 and CF9. Using abbreviations, this
relation can be written as = A ABA. The infix version is (A and B) = A. In order to remove
ambiguities, parentheses are required, but Bourbaki says: “Sometimes we shall leave out the
brackets” [2, p. 24], in the example above three pairs of brackets are left out. In some cases
Bourbaki writes AuUB U C. This can be interpreted as (AUB) U C or Au (BuUC). These are
two distinct objects that happen to be equal: formally, the relation (AUB)UC =AU BuUCQC) is
true. Similarly A v B v C is ambiguous, but it happens, according to C24, that (A v B) v C and
Av (BvC) are equivalent (formally: related by <= ). In Coq, we use union2 as prefix notation
for U, so we must chose between U(UAB)C or UA(UBC). Function calls are left-associative,
and brackets are required where indicated. We use \/ as infix notation for v, parentheses
may be omitted, the operator is right associative.

Theorems and proofs. Each relation can be true or false. To say that P is false is the same
as to say that —P is true. To say that P is either true or false is to say that P v =P is true.
A relation is true by assumption or deduction. A relation can be both true and false, case
where the current theory is called contradictory (and useless, since every property is then
true). There may be relations P for which it is impossible to deduce that P is true and it is also
impossible to deduce that P is false (Godel’s theorem). A property can be independent of the
assumptions. This means that it is impossible to deduce P or —P; in other words, adding P
or =P does not make the theory contradictory. An example is the axiom of foundation (see
below), or the continuum hypothesis (every uncountable set contains a subset which has the
power of the continuum).

Some relations are true by assumption; these are called axioms. An axiom scheme is a
rule that produces axioms. The list of axioms and schemes used by Bourbaki are given at the
end of the document. A true relation is called a Theorem (or Proposition, Lemma, Remark,
etc). A conjecture is a relation believed to be true, for which no proof is currently found. As
said above, in Bourbaki, a theorem is a relation with a proof, which consists of a sequence of
true statements, the theorem is one of them, and each statement R in the sequence is either
an axiom, follows by applications of rules (the axiom schemes) to previous statements, or
there are two previous statements S and T before R, where T has the form S — R.

Itis very easy for a computer to check that an annotated proofis correct (provided that we
use a parsable syntax); but a formal proof is in general huge. Examples of formal proofs can
be found in [4]; the theory used there is simpler than Bourbaki’s, but contains arithmetics on
integers. We give here a proofof 1 +1=2:

(1) Va:Vb:(a+Sb)=S(a+b) axiom3
(2) Vb:(S0+Sb)=S(S0+b) specification (SO for a)

(3) (S0+4S0)=S(S0+0) specification (0 for b)
(4) Va:(a+0)=a axiom 2

(5) (S0+0)=S0 specification (S0 for a)
(6) S(S0+40)=SS0 add S

(7)  (S0+S0)=SS0 transitivity (lines 3,6)

The proofis formed of the statements in the second column; the annotations of the third
column are not part of the formal proof. The line numbers can be used in the annotations.
In Coq, the annotations are part of the proof. The principle is: a theorem is a function and
applying the theorem means applying the function. For instance, transitivity of equality is
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a function trans_eq; in line (7) we apply it to two arguments, the statements of lines 3 and
6. The statement of line 6 is obtained by applying f~ equal with argument S to the statement
that precedes (the f_equal theorem states that for every function f and equality a = b we
have f(a) = f(b)). In Coq, a proof is a tree, the advantage is that we do not need to worry
about line numbers.

Bourbaki has over 60 criteria that help proving theorems. The first one says: if A and
A = Bare theorems, then Bis a theorem. This is not a theorem, because it requires the fact
that A and B are relations. On the other hand x = x is a theorem (the first in the book). The
difference is the following: if A and B are letters then A = B is not well-formed. Until the
end of E.IL.5, Bourbaki uses a special font as in A = B to emphasize that A and B are to be
replaced by something else.

Criterion C1 works as follows. If Ry,R»,...,R; and $4,Ss,...,S,; are two proofs, if the first
one contains A, if the second one contains A — B, then

RI’RZ}"'IRYL!SIISZI"'7SmJB

is a proof that contains B. Assume that we have two annotated proofs R; and S j, where A is
R, and A = Bis S,,. Each statement has a line number, and we can change these numbers
so that they are all different (this is a kind of a-conversion). Let N and M be the line numbers
of R, and S,,. We get an annotated proof by choosing a line number for the last statement,
and annotating it by: detachment N M (this is also known as syllogism, or Modus Ponens).

Criterion C6 says the following: assume P — Qand Q = R. From axiom scheme S4,
we get (Q = R) = (P = Q) = (P = R)). Applying Criterion C1 gives (P = Q) —
(P = R). Applying it again gives P — R. If R,R»,...,R; and S1,S,,...,S,, are proofs of
P — Qand Q = Rthen aproof of P— Ris

RI:RZr---»Rn)SIrSZv---,Sm!RI»RZ)“-)RanleZ)---»SmrA4)Dvay-

Here A4 and Dy, are to be replaced by the appropriate relation, or in the case of an annotated
proof, by the appropriate annotation (for instance in the case of A4, we must give the values
of three arguments of the axiom scheme $4, in the case of detachment Dy, we must give the
position of the arguments of the syllogism in the proof tree).

Criterion C8 says A = A. This is a trivial consequence from S2, A = (AVv A) and S1,
(AvA) = A. This is by definition = AV A, and is called the “Law of Excluded Middle”.

There is a converse to Cl1. If we can deduce, from the statement that A is true, a proof
of B, then A = B is true. This is called the method of the auxiliary hypothesis. Almost all
theorems we shall prove in Coq have this form.

Criterion C21 says that v——1v A BA is a theorem, whenever A and B are relations. We
have already seen this assembly and showed that it is a relation. If we could quantify rela-
tions, the criterion could be converted into a theorem that says “(VA)(VB)((A and B) = A)".

If P and Q are propositions, one can show that ==P = P, (P = Q) = P) = P, Pv —P,
- (7PA-Q)=PvQand (P = Q) = (P VvQ) are equivalent. These statements are unprovable
in Coq. They are true in Bourbaki since the last statement is a tautology. In [4], there is
the Double-tilde Rule that says that the string ‘~~’ can be deleted from any theorem, and
can be inserted into any theorem provided that the resulting string is itself well-formed. We
solve this problem by adding the first statement as axiom. Then all theorems of Bourbaki
can be proved in Coq. There are still two difficulties: the first one concerns the status of 1
(see below); the second concerns sets. Bourbaki says in the formalistic interpretation of what
follows, the word “set” is to be considered as strictly synonymous with “term” [2, p. 65]. Recall
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that there are only two kinds of valid assemblies, namely terms and relations. We shall see in
the next chapter how to implement sets in Coq.

In Coq, we can quantify everything so that criterion C21 becomes a theorem, that can be
proved as follows.

Lemma example: forall A B, A /\ B -> A. intros. induction H. exact H. Qed.

There are three steps in the proof. We start with a single task without assumption: + VA, B,
AAB = A, then introduce some names and assumptions in order to get A, B,AAB I A,
then destruct the logical connector: A, B,Ha, Hp - A. This is a trivial task since Hp asserts the
conclusion A. The proof script is converted into a proof tree:

example =
fun (A B : Prop) (H : A /\ B) => and_ind (fun (HO : A) (_ : B) => HO) H
: forall A B : Prop, A /\ B -> A

This has the form “name = proof : value”. The last line is the value of the theorem. The
second line is the proof. As you can see, this is not just a sequence of statements with their
justification, but function calls. It applies and_ind to f, and H where f; is a function of two
arguments that returns the first one, and ignores the second (the proof of B). We show here
the function:

and_ind =
fun A B P : Prop => and_rect (A:=A) (B:=B) (P:=P)

: forall ABP : Prop, (A ->B ->P) > A /\B —>P
Arguments A, B, P are implicit

According to this definition, and_ind takes three implicit arguments, named A, B and B, its
value is a function that takes two arguments, a function f, and a proof of AA B. Here f> is a
function that maps A and B to P. The result is a proof of P. Arguments A, B and P are deduced
from f, and need not be given (on the second line you see expressions of the form (A:=4),
this is because and_rect has three implicit arguments, that must be explicitly given). With our
function f5, P is the first argument hence A. We show here the proof tree of the last variant of
union2_or. As you can see, proofs in Coq are often hard to read. The important point is that
Coq is a proof assistant: it is a system in which inventing a proof is easy. Here in an example.

union2_or =
fun x y a : Set =>
eq_ind_r
(fun _pattern_value_ : Prop => _pattern_value_ -> inc a x \/ inc a y)
(fun _top_assumption_ : exists yO : Set, inc a yO & inc yO (doubleton x y) =>
match _top_assumption_ with
| ex_intro t (conj aat td) =>
match doubleton_or td with
| or_introl _top_assumption_1 =>
eq_ind t
(fun _pattern_value_ : Set => inc a _pattern_value_ \/ inc a y)
(or_introl (inc a y) aat) x _top_assumption_1
| or_intror _top_assumption_1 =>
eq_ind t
(fun _pattern_value_ : Set => inc a x \/ inc a _pattern_value_)
(or_intror (inc a x) aat) y _top_assumption_1
end
end) (union_rw a (doubleton x y))
: forall x y a : Set, inc a (union2 x y) -> inc a x \/ inc a y
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Quantified theories As mentioned above, Bourbaki defines 1,(R) as the construction ob-
tained by replacing all x in R by 0, adding 7 in front, and drawing a line between 1 and this
square. An example is T € T € OOO. It corresponds to T (7771 € Ty(m71 € yx)x). The
positions of the parentheses is fixed by the structure, but not the names (without the links
the expression is ambiguous). If we admit that the double negation of P is P and use infix
notation, the previous term is equivalent to T,(T,(y € x) ¢ x). This is the empty set.

Denote by (T|x) R the expression R where all free occurrences of the letter x have been
replaced by the term T. Paragraph 2.4.1 of [1] explains that this is a natural operation in Cogq;
the right amount of a-conversions are done so that free occurrences of variables in T are
still free in all copies of T. For instance, if R is (3z)(z = x), if we replace x by z, the result
becomes (Jw)(w = z). These conversions are not needed in Bourbaki: there is no x in t4(R)
and no z in (3z)(z = x). Of course, if we want to simplify (z|x) (3z)(z = x), we can replace it by
(z]x) (Jw)(w = x) (thanks to rule CS8) then by (Jw)((z|x) (w = x)) (thanks to rule CS9), then
simplify as Qw)(w = z).

Bourbaki defines (Vx)Ras “not ((3x) not R)”, whereas forall x:T, Ris a Coq primitive, whose
meaning is (generally) obvious; instead of T, any type can be given, it may be omitted if it is
deducible via type inference. The expression (Vrx)R is defined in Bourbaki, similar to the
Coq expression, but not used later on; we shall not use it here. The dual expression exists x:1,
Ris equivalent in Coq to ex(fun x:T=>R). Here, ex is an inductive object. If P is the argument,
and if for some witness x, P(x) is true, then ex P is defined. From this, we deduce that for
some Xx, P(x) is true. Assume that f : A — B is a surjective function. This means that for each
y in B there is an x in A that f maps to y. This does not mean that there is a g such that for
all y, f(g(y) = y. The existence of g is related to the “axiom of choice”.

Bourbaki defines (3x)R as (tx(R)|x)R. Write y instead of 1,(R). Our expression is (y|x)R.
It does not contain the variable x, since x is not in y. If (3x) R is true, then Ris true for at least
one object, namely y. This object is explicit: we do not need to introduce a specific axiom of
choice. Axiom scheme S5 states the converse: if for some T, (T|x) Ris true, then (3x) Ris true.

Let’s give an example of a non-trivial rule. As noted in [4], it is possible to show, for each
integer n, that 0+ n = n (where addition is defined by n+0 = n and n+Sm = S(n+ m)), but
it is impossible to prove Vn,0+ n = n. The following induction principle is thus introduced:
“Suppose u is a variable, and X{u} is a well-formed formula in which u occurs free. If both
Yu: X{u} >X{Su/u}) and X{0/u} are theorems, then Vu : X{u} is also a theorem.”

Criterion C61 [2] p. 168] is the following: Let Rin} be a relation in a theory 9~ (where n is
not a constant of 97). Suppose that the relation

Ri0f and (Vn)((n is an integer and Rinf) = Rin+1%)
is a theorem of . Under these conditions the relation
(Vn)((nis an integer) = Rini).

is a theorem of 9.

The syntax is different, but the meaning is the same. This criterion is a consequence
of the fact that a non-empty set of integers is well-ordered. In Coq, a consequence of the
definition of integers is the following induction principle:

nat_ind =
fun P : nat -> Prop => nat_rect P
: forall P : nat -> Prop,
PO -> (forall n : nat, Pn -> P (S n)) -> forall n : nat, Pn
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Equality In Bourbaki, equality is defined by the two axioms schemes S6 and S7, as well as
axiom Al (see section[9.1]for details). The first scheme says that if P is a property depending
on a variable z, if x = y, then P(x) and P(y) are equivalent. The second scheme says that if Q
and R are two properties depending on a variable z, if Q(z) and R(z) are equivalent for all z,
then 1,(Q) = 1,(R). The axiom says that if x € A is equivalent to x € B then A = B (the converse
being true by S6).

Let R(z) be a relation. If R(x) and R(y) implies x = y, then R is said single-valued. If
moreover there exists x such that R(x) is true, then R is said functional. In this case R(x)
is equivalent to x = 1;(R). Proof. The relation (3z)R is the same as R(1;(R)). Since this is
true, R(x) implies x = 1,(R), since R is single-valued. Conversely, if x = 1,(R) then R(x) is
equivalent to R(t;(R)) which is true.

Let Q(z) and R(z) be two functional relations, x and y denote 1,(Q), and 1(R) respec-
tively. By S7, If, for all z, Q(z) and R(z) are equivalent then x = y, and in this case, the converse
is true (if for some z, Q(z) is true, we have z = x, thus z = 1,(R) and R(z) is true). Example.
If y > 0 is an integer, there exists a unique x such that y = x + 1. Denote by p(y) the quantity
Tx(y = x+1). We have then the conclusion: y = x+1ifand onlyif x = p(y). Thus p(y1) = p(y2)
if and only if y; = y». From now on, we can forget that p is defined via T and equality is de-
fined by S7.

Let Q(x) and R(x) be two relations, and P(z) the following relation (Vx)(x € z <= Q(x)).
It is single-valued by the axiom of extent. Assume that it is functionaﬂ applying T, to it gives
a set denoted by {x,Q(x)}; assume that R shares the same property. The previous argument
says {x, Q(x)} = {x,R(x)} if and only if (Vx)(Q(x) < R(x)). For instance {a, b} = {b, a}. More-
over {a} = {b} is equivalent to a = b.

Consider now an equivalence relation P(x, y): we assume that P(x, y) implies P(y, x), and
that P(x, y) and P(y, z) imply P(x, z). Let x be 1,(P(a, 2)), and y be 1,(P(b, z)). We have that
P(a,z) < P(b,z) is equivalent to P(a, b), so that S7 says that P(a, b) implies x = y. Con-
versely, assume a and b in the domain of P; this means that for some z, P(a, z) is true, it
implies that P(a, x) is true; we also assume P(b, y) true. Then from S6 we get: if x = y then
P(a, y) is true, thus P(a,b). Thus: x = y if and only if P(a, b) is true. Example: Let P be the
property that a = («,f) and b = (o,p’) are pairs of integers such that a +p’ = o +p. This
is an equivalence relation, and the domain is the set of pairs of integers. Define f — « as
.P((o, B), 2). If « and P are integers, this is a pair of integers and p —a = p’ — o’ if and only if
a+p’ =o' +p. We can from now on forget that this quantity is defined via T.

Consider an equivalence relation whose domain is a set E. Let C(a) be the equivalence
class of a, namely the set of all z € E such that P(q, z) is true. Then P(a, z) is equivalent to
zeC(a),and x = 1,(z € C(a)). Denote by r (X) the quantity 1,(z € X), so that x = r(C(a)). Now,
P(a, b) implies C(a) = C(b) thus x = y and scheme S7 is not required. Conversely, if a € E and
x =r(C(a)) then x € C(a) and P(a, x). If follows, as before, that if b € E and y = r(C(b)) and
x = y then P(a, b) is true. The quantity r(X) will be called the representative of the set X; it
satisfies r (X) € X whenever X is non-empty. Whenever possible we shall use r rather than t;
There are two exceptions: for defining cardinals and ordinals.

Finally, we may have 1,(Q) = 1,(R) even when Q and R are non-equivalent. For instance
consider two distinct elements a, b, the three sets {x}, {y} and {x, y}, denoted by X, Y and Z.
The quantites r(X), r(Y) and r(Z) take the values a and b, thus cannot be distinct. We have
r(X) = aand r(Y) = b. Thus one of r(X) = r(Z) and r(Y) = r(Z) must be true, but which one is
undecidable.

4For instance, if Q is x ¢ x then P is not functional
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In our framework, few objects are defined via 1, and Axiom Scheme S7 is rarely used. For
instance {1 + 1} = {2} is a trivial consequence of 1 + 1 = 2, and Criterion C44. Let’s prove this
criterion and the first three theorems of Bourbaki.

Theorem 1 is x = x. Bourbaki uses an auxiliary theory in which x is not a constant, so that
(Vx)(R < R) istrue, whatever the relation R. Note that x is a letter, thus a term, and it could
denote the set of real numbers R, case where quantification over x makes no sense, while R
is just a notation. Scheme S7 gives 1x(R) = 1,(R). This can be rewritten as (txR|x)(x = x).
Let S denote x = x and R denote —S. By definition of the universal quantifier, the previous
relation is (VY x)(S), from which follows (Vx)(x = x). It follows that, whatever x (even if x is
a constant) we have x = x.

Theorem 2 says (x = y) <= (y = x). Let’s show one implication. Assume x = y. We apply
S6 to y = x, considered as a function of y. It says x = x <= y = x, the conclusion follows by
Theorem 1.

Theorem 3 says (x = y A y = z) = x = z. The same argument as above says that if x = y,
then x = z < y = z, making the theorem obvious.

The same argument shows that if T= U, and if V is a term (depending on a parameter z),
then ViTi = ViUi. This is Criterion C44, and is known in Coq as eq_ind, while Scheme S6 is
eq_rec. Theorem 1 is the definition refl_equal, other theorems are sym_eq and trans_eq.

There is no equivalent of Scheme S7 in Coq. The Leibniz equality says that two objects x
and y are equal iff every property which is true of x is also true of y. We shall later on define
special terms called sets. They satisfy x = y if x € y and y < x. This makes equality weaker. In
fact, if x # y, the middle excluded law implies that there exists some a such that either a € x
andnota € yorae yandnot a € x. Thus, assuming that 0 and 1 are sets, one of the following
statements is true: there exists a such that a € 1 and a € 0, or there exists b such that b€ 0
and b ¢ 1, or 0 = 1 (with our definition of integers as cardinals, the first assumption is true,
but nothing can be said of a). In Bourbaki all terms are sets. In our work, we shall consider
objects that are not sets. For instance, neither 1 nor 2 (considered as natural numbers) are
sets. The relations 1+ 1 =2 and 1 # 2 are the consequence of the fact that these objects have
the same (or different) normal forms (modulo a-conversion).

We shall add an axiom that says that two propositions are equal if they are equivalent.
This is not possible in Bourbaki (since equality applies only to Sets). Let I and I be two
theories with and without this axiom. If T is a theorem of 9, consider T', the same object
where P = Q has been replaced by P <= Q. If we have a proof of T, and substitute = by <=
whenever needed, we get of proof of T in J’, because Coq uses only Theorems 1, 2 and 3,
Scheme S6, Criterion C44, which are true for equivalence.

We shall add an axiom that says if f and g are two functions, of type A — B, and if f(x) =
g(x) whenever x is of type A, then f = g. In particular, if f and g are propositional functions,
if f(x) is equivalent to g(x) for all x, the previous axiom says f(x) = g(x), thus f = g. We
deduce T f = 1,g, which is axiom scheme S7. As explained above, it is only used to defined
cardinals and ordinals. Carlos Simpson introduced the following two axioms; the first one is
an extension of the previous axiom; the second one says that if x and y are two proofs of the
same theorem, they are equal.

€
Axiom prod_extensionality :
forall (x : Type) (y : x -> Type) (u v : forall a : x, y a),
(forall a : x, ua=va) —>u-="vV.
Axiom proof_irrelevance : forall (P : Prop) (qp : P), p = q.
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*)

We are sometimes faced to the following problem: given a proposition P, two sets a and b,
we want to select a if P is true, and b otherwise. Bourbaki uses t((x = a AP) or (x = b A P)).
Assume that can find two functions A(p) and B(g) whose values are a and b, whenever p is
a proof of P and g a proof of —=P. Consider the relation R: for any p and g as above, we have
¥ =A(p) and y = B(g), and let’s apply T,. If P is true, it has proofa p and y = A(p) = a; if P
is false, then =P is true and has a proof g so that y = B(q) = b. The trick is the following; the
expression Ty (R) is in general undefined, since there are undecidable propositions (there are
also true propositions without proofs). However, we consider 1y, (R) only in the case where
we know a proof of P or a proof of =P. The proof irrelevance axiom says that if p and p’
are two proofs of P, then p = p/, which implies A(p) = A(p’), and makes some proofs easier.
Example. Let I be a non-empty set, X; a family of set indexed by i € X; we may define the
intersection by {y € X;,Vj €1, y € X;}. This definition depends on i, assumed to satisfy i € I; it
exists because I is non-empty. Assume now that we have two proofs that I is non-empty; this
give two possible indices i, and we must show that our definition is independent of i (which
is obvious here).

In Coq, there is a data type bool that contains two values true and false (say T and F), and
it is easy to define a function whose value is a if P = T and b otherwise (if P = F). Thus one
can say one can say (if 1<=2 then 3 else 4). (we assume here that we use the ssrnat library
where < is of type bool rather than Prop). We do not use the bool datatype, thus cannot use
the if-then-else construction.

Notes. A reference of the form E.I1.4.2 refers to [2], Theory of Sets, Chapter 2, section 4,
subsection 2 (properties of union and intersection).

The document gives no proofs, except for the exercises. In order to show how difficult
some theorems are, the numbers of lines of the proof is sometimes indicated in a comment.

Some statistics: there are 171 lemmas in jset, 98 in jfunc, 424 in set2 (correspondences),
364 in set3 and set31 (union; intersection, products) and 257 in set4 (equivalence relations).

In version 2, files jset and jfunc have been merged into setl, files set3 and set31 have also
been merged. The number of theorems in these four files is now 279, 431, 375 and 257.

In Version 3, many trivial theorems have been removed, so that these numbers are re-
spectively 202, 397, 338 and 242.

In Version 4, these numbers are respectively 241, 406, 322 and 241.
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Chapter 2

Sets

This chapter describes the content of the file set1.v, that is an adaptation of the work of
C. Simpson. It is formed of several modules, that will be commented one after the other. It
implements the basis of the theory of sets; this is a logical theory (as described in the previous
chapter) that contains a specific sign € and some rules about its usage; we must define the
Coq equivalent inc and the associated rules.

2.1 Module Axioms

Types. In Coq, each object has a type, for instance 0 is of type nat, and the type of nat is
Set; the type of a boolean like True is Prop; the type of Set or Propis Type. Our sets will be of
type Selﬂ For instance nat is a set, but neither 0, nor True, nor the abstraction x — x + 1 nor
arecord containing setsﬂ The definition given here is not used anymore.

Definition Bset:=Set.

Is element of. The last axiom of Bourbaki states that there exists an infinite set. It is equiv-
alent to the existence of the set of natural numbers and will be discussed in the second part
of this report. The other axioms, as well as axiom scheme S8, use the symbols €, c or Coll,R,
that are not defined in Coq. The notation x c y is a short-hand for:

(V2)(zex) = (z€y)).
If x are y are two distinct letters, and R a relation that does not depend on y, the relation
G (Vx)((xey) < R

is denoted by CollxR, and read as: the relation R is collectivizing in x. The first axiom (axiom
of extent) in Bourbaki says:

VX)(Vy)((xcy)and (yc x)) = (x=1y).

We can restate it as: if x and y are two sets, then x = y if and only if z € x is equivalent to z € y.
As a consequence, if R(x) is collectivizing in x, there exists a unique set y such that x € y if
and only if R(x) is true. It is denoted by {x, R(x)}, or {x|R(x)} or &x(R(x)).

11n the original version of C. Simpson, it was Type, so that True was a set; as a consequence there exists an
element x that is in True but not in False, or vice-versa. This is not needed.
2In a previous version, a function was such a record, and we could not consider sets of functions
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Some relations are not collectivizing, for instance x ¢ x. In fact, if we assume that this is
equivalent to x € y, replacing x by y gives: y ¢ yis equivalent to y € y, which is absurd. Almost
all sets defined by Bourbaki are obtained by application of Axiom A3 (the relation “x = a or
x = b” is collectivizing), Axiom A4 (the relation x c y is collectivizing) or Scheme S8 (Scheme
of Selection and Union); a notable exception is the set of integers, for which a special axiom
is required. Scheme S8 is a bit complicated. In [5], it is replaced by the axiom

(Vx)3y)(Vz)(zey) < ((F)(texand z€ 1))

that asserts the existence of the union of sets, and the following scheme (Scheme of Replace-
ment):

IfE is arelation that depends on x, y, ay, ..., ak, then for all x, xp, ..., x, if we de-
note by R(x, y) the relation E(x, y, x1, ... X5), the assumption (Vx)(Vy)(Vy') R(x, y) =
R(x,y') = y =y implies that, for all ¢, the relation (Ju) (u € ¢ and R(u, v)) is col-
lectivizing in v.

The conclusion is the same as in S8. This scheme is more powerful than S8; for instance, it
implies the axiom of the set of two elements A2. In fact we can deduce the existence of the
empty set ¢ from this scheme (or from S8). Applying A4 to the empty set asserts the existence
of a set that has a single element which is @, applying A4 again asserts the existence of a set
t with two elements ¢ and {@}. If a and b are any elements, and R(u, v) is “u=@g and v=a
or u = {@¢} and v = b”, we get as conclusion: there exists a set formed solely of a and b. The
assumption is clear: for fixed u, there is a unique v such that R(u, v). Question: can we apply
S8 to this case? the answer is yes, provided that there exists a set X, such that a € X, and a set
Xp such that b € X,. Such sets exist by virtue of Axiom A2. Hence A2 is required in Bourbaki,
a conclusion of other axioms in [5]. The rules introduced below are closer to a Scheme of
Replacement than to a Scheme of Selection and Union.

In the previous chapter, we have given a proof with seven lines that says 1 +1 = 2. The
analogue proof is trivial in Coq (both objects have the same normal form SSO). We have also
seen that the induction principle for integers in Bourbaki is the same as that of integers in
Cogq; as a consequence, if we can identify the Coq integers with the integers of Bourbaki,
then a lot of theorems will become trivial (i.e., are already proved by someone else). For this
reason, all types, such as nat, will be a set. The Coq notation O:nat says that O is of type nat,
we want it to be the same as z € N where z stands for 0 and N for nat. In Bourbaki, z € N,
N € z and N € N are legal statements; the first one is true, the other ones are false. In order to
avoid paradoxes, people sometimes use a hierarchy of sets: if x € y and x is at level n, then
y must be at level n + 1. Thus x € x is illegal or false. The axiom of foundation states that if
X is not empty, there exists y € x such that the intersection of x and y is empty; it forbids the
existence of a sequence of sets with x; € x;;; and x, € xy. This axiom is independent of all
other ones. We shall not use it. However, in Coq there is a type hierarchy, so that there isno a
whose type is itself, and no pairs a and b such that a is of type b and b of type a. In [5] there
is a theorem that says: if the axiom of foundation is true, then X is an ordinal if and only if
for all # and v in X we have u € v or u = v or v € u and for all u € X we have u c X. Such a
statement becomes impossible in the case of a set hierarchy.

We have the property that O:nat is the same as z € N if we chose N to be nat and z a
function of 0, say 220. We postulate the existence of such a function; note that the type of 0 is
nat while the type of 20 is Set, i.e. the same as (in fact, compatible with) the type of nat. Let’s
define N, as the set of even numbers; we have N, c N, and z € N,. Let 0, be zero in the type
even. We have z = 20 = £0,. This relation will be a consequence of the definition of 0,. We
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want Z0 # %1, since otherwise this mechanism is useless. Thus we introduce a parameter
and an axiom. Later orﬂwe shall define 20 and £1; we shall prove that the axiom is satisfied
in this case.

Parameter Ro : forall x : Set, x —-> Set.
Axiom R_inj : forall (x : Set) (ab : x), Roa=Rob ->a=h.

We define ‘x € y’ to be: there is an object a of type y such that Za = x. Inclusion x c y is
defined as in Bourbaki. These two operations are called In or Included in Ensembles, but inc
or sub in our framework.

Definition inc (x y : Set) := exists a : y, Ro a = x.
Definition sub (a b : Set) forall x : E, inc x a -> inc x b.

Extensionality. The axiom of extent is the same as in Bourbaki: if x ¢ y and y c x then
x = y. We add another one for functions; if two functions take the same values everywhere
we declare them equal.

Axiom extensionality : forall a b : Set, sub a b -> sub b a -> a = b.
Axiom arrow_extensionality :
forall (xy : Type) (uv : x > y), (forall a : x, ua=va ->u=v.

Given a type ¢ or a set x, it will be declared nonempty if there is a witness, i.e., an instance
of t or an element of x.

Inductive nonemptyT (t : Type) : Prop :=
nonemptyT_intro : t -> nonemptyT t.
Inductive nonempty (x : Set) : Prop :=
nonempty_intro : forall y : Set, inc y x -> nonempty x.

The axiom of choice. We assert the existence of a function 6t of two parameters p and ¢,
depending on a type ¢, that satisfies the following property: if there exists an object x of type
t such that p(x) is true, then ¢ = €t (p, q) is an object of type ¢ such that p(c) is true. Note. If
we take for p the constant function True, we get: if there exists an element of type ¢, then ¢,
is of type . But, by construction, ¢, is of type ¢. From this, one could deduce that every type
is non-empty. Our definition requires that g be of type , so that we get: if g is of type ¢, then
cq is of type ; which sounds better. We emphasize that our choice function depends both on
p and q. This is the equivalent of Bourbaki’s T.

Parameter chooseT : forall (t : Type) (p : t -> Prop)(q:nonemptyT t), t.

Axiom chooseT_pr :
forall (t : Type) (p : t -> Prop) (ne : nonemptyT t),
ex p —> p (chooseT p ne).

Images. The scheme of selection and union is the following: Given a relation R(x, y); as-
sume that for fixed y, we have a set Ej such that R(x, y) implies x € E,. Then, for every Y,
there is a set Zy containing all x for which there is an y € Y such that R(x, y). A simple case is
when R is independent of y. Another simple case is when R has the form x = f(y). It is called

30nly in version 1 of the software
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the axiom of replacement. The axiom of the set of two elements (shown later) says that we
can select Ej, = {f(y)}. As a consequence the image of a set by a function is a set. We define
here a parameter IM, and the corresponding axioms.

Parameter IM : forall x : Set, (x -> Set) -> Set.

Axiom IM_exists :
forall (x : Set) (f : x -> Set) (y : Set),
inc y (IM f) -> exists a : x, f a = y.
Axiom IM_inc :
forall (x : Set) (f : x -> Set) (y : Set),
(exists a : x, f a=1y) -> inc y (IM £).

Double negation axiom. A property is either true or false. Thus two sets are equal or not.

Axiom excluded_middle : forall P : Prop, ~ ~ P -> P.

Lemma excluded_middle’: forall A B:Prop, (~ B->A)->(~A->B).
Lemma p_or_not_p : forall P : Prop, P \/ ~ P.

Lemma equal_or_not: forall x y:Set, x=y \/ x<> y.

Lemma inc_or_not: forall x y:Set, inc x y \/ ~ (inc x y).

We already explained that P = Q is the same as P <= Q for propositions; the idea is that
we can use the rewrite and autorewrite tactics.

Axiom iff_eq : forall P Q : Prop, (P -> Q) -> (Q ->P) > P =Q.

2.2 Module constructions

The definition that follows says that p is a predicate, satisfied by a unique object of type
t. This will be extended later to objects of different types, for instance functions.

Definition exists_unique t (p : t->Prop) :=
(ex p) & (forall xy : t, px ->py —>x=y).

This defines x C y.
Definition strict_sub (a b : Set) := (a <> b) & (sub a b).

These lemmas say that x c x, and if x © y and y c z, then x c z; if one c is replaced by C
in the assumption, then the same holds in the conclusion.

Lemma sub_refl : forall x, sub x x.
Lemma sub_trans : forall a b c, sub a b -> sub b ¢ -> sub a c.
Lemma strict_sub_transl

forall a b ¢, strict_sub a b -> sub b ¢ -> strict_sub a c.
Lemma strict_sub_trans2 :

forall a b c, sub a b -> strict_sub b ¢ -> strict_sub a c.
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Empty sets and types. We say that a set is empty if it has no element; by extensionality, it is
unique. Bourbaki proves existence of the empty set by noting that for every set y, and every
property P, there is a set containing all elements of y with the property P. In particular, we
can define the complement of x in y; taking x = y gives the empty set. In Coq, the situation
is simpler: we define @ as a type without constructor, hence there is no a € x, since there is
no b: x. In version 3, the empty set is also Empty_set.

Definition empty (x : Set) := forall y : Set, ~ inc y x.
Inductive emptyset : Set :=.

Given a set x, we have b € x if b = Za for some a : x. As a consequence, if a : x then
Za € x. In particular, x is not empty. On the other hand, if b € x there is an a with a: x.

Lemma R_inc : forall (x : Set) (a : x), inc (Ro a) x.

Lemma nonemptyT_not_empty : forall x : E, nonemptyT x -> ~ empty x.
Lemma nonemptyT_not_emptyO : forall x:Set, nonemptyT x = nonempty x.
Lemma inc_nonempty : forall x y, inc x y -> nonemptyT y.

Lemma emptyset_sub_any: forall x, sub emptyset x.

Aninverse for Z. We define a function 28 that takes 3 arguments, x, y and H, two sets and a
proof of x € y. The first two arguments are implicit: they are deduced from the type of H. We
shall sometimes write 28(H : x € y). The function uses the axiom of choice 61 (p, g) to select
an object a of type y such that p(a), namely Za = x. Assumption H says that such an object
exists, and as a consequence it implies ¢, a proof that the type y is inhabited. Thus p(28) is
true, i.e.,

R(BMH:xey))=x.

If we replace x by %z, we get Z(%(H)) = Zz, hence, by injectivity
PBH:Rzey) =z.

Definition Bo (x y : Set) (hyp : inc x y) :=
chooseT (fun a : y => Ro a = x) (inc_nonempty hyp).

Lemma B_eq : forall x y (hyp : inc x y), Ro (Bo hyp) = x.
Lemma B_back : forall (x:Set) (y:x) (hyp : inc (Ro y) x), Bo hyp = y.

IfHis aproofof y € x, then 98 H is of type x; in particular the type x cannot be empty, and
x cannot be the empty set. The proof of the next lemma uses the excluded-middle axiom in
order to replace =V y—P by 3y P, where P is y € x. Finally, we have a lemma that says that a
set is either empty or nonempty.

Lemma not_empty_nonemptyT : forall x, ~ empty x -> nonemptyT x.

Lemma emptyset_pr: forall x, ~ inc x emptyset .

Lemma is_emptyset: forall x, (forall y, ~ (inc y x)) -> x = emptyset.
Lemma emptyset_dichot : forall x, (x = emptyset \/ nonempty x).

Lemma not_nonempty_empty: nonempty emptyset -> False.

Reasoning by cases. Let T be a type, P a proposition, a a function that maps a proof of P
into T and b a function that maps a proof of =P into T. Since P is true or false, there is a proof
p of P or a proof g of its negation, thus a(p) or b(g) is an object of type T; as a consequence
the type T is non-empty. We use the axiom of choice to construct x = 6¢(a, b), an object of
type T, such that for every proof p of P we have a(p) = x and for every proof g of =P we have
b(g) = x.
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Definition by_cases_pr (T : Type) (P : Prop) (a : P -> T)
b :~P->T) (x:T) :=
(forall p : P, ap =x) & (forallq : ~P, b q=x).

Lemma by_cases_nonempty :
forall (T : Type) (P : Prop) (a : P > T) (b : ~ P -> T), nonemptyT T.
Definition by_cases (T : Type) (P : Prop) (a : P >T) (b : ~P ->T) :=
chooseT (fun x : T => by_cases_pr a b x) (by_cases_nonempty a b).

Let HT be the assumption that a(p) is independent of the proof p of P and HF the as-
sumption that b(g) is independent of the proof of =P. The object 6 (a, b) is well-defined
(thus satisfies our claim) only if both assumptions HT and HF are true. However, if P is true,
then HF is trivial, since there is no proof of —P.

Lemma by_cases_if :
forall (T : Type) (P : Prop) (@ : P >T) (b: ~P ->T) (p: P),
(forall pl p2: P, a pl = a p2) —>
by_cases a b = a p.
Lemma by_cases_if_not :
forall (T : Type) (P : Prop) (@ : P >T) (b: ~P ->T) (q: ~P),
(forall pl p2: ~P, b pl = b p2) —->
by_cases a b = b q.

Choosing a representative or the empty set. We simplified a bit the original code (see sec-
tion[9.3). We construct € (p), that behaves like T (P): if there is an x with p(x), then p(€(p))
is true; we add the condition that € (p) = @, if there is no such x.

Definition choose (p:Set -> Prop) :=
chooseT (fun x => (ex p -> p x) & ~(ex p) -> x = emptyset)
(nonemptyT_intro emptyset).

Lemma choose_pr : forall p, ex p -> p (choose p).
Lemma choose_not : forall p, ~(ex p) -> choose p

emptyset.

The axiom of choice is used in essentially three cases. Example of the first case: let E be
an ordered set, and F a subset of E. We define infg F via the axiom of choice for a certain
property p(x,F), for which p(x,F) and p(y,F) imply x = y. In this case, the value €(p) is
irrelevant, all we need if that it satisfies p whenever p is satisfied at all. In the second case,
the axiom of choice is equivalent to Zermelo’s theorem, namely that there exists a function
r(X) defined for any set X, depending only on X such that r(X) € X whenever X is non-empty.
In fact, Zermelo’s theorem says that any set E can be well-ordered. If X is a nonempty subset
of E, then infg X € X and this gives a choice function on X. Now infi E € E if E is non-empty,
and this gives a global choice function.

Finally, let R(x, y) be an equivalence relation, and let D(x) be the class of all objects equiv-
alent to x; let f(x) be f(x) = 1y(R(x,y)). Then R(x, y) if and only if f(x) = f(y). Assume first
that D(x) is a set. In this case, R(x, ) is the same as D(x) = D(y), and we can define f by
applying the choice function to the set D(x). In some cases, D(x) is not a set (for instance, the
case of cardinals). Our definition makes sense provided that € (p) = €(q) if p(x) and g(x)
are equivalent whatever x. We have an axiom that says p = g. This axiom is rarely used, the
important point here is that it can be used to prove axiom scheme S7 (see section|9.1).

Lemma arrow_EP_exten: forall (p q: Set -> Prop),
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(forall x, px <-> q x) > p =q.
Lemma choose_equiv: forall (p q: Set -> Prop),
(forall x, p x <-> q x) -> choose p = choose q.

We consider a variant, én(p), where x € N; if no element satisfies p then én(p) = 0.

Definition choosenat p :=
chooseT (fun u => (ex p > p u) & ~(ex p) -> u = 0) (nonemptyT_intro 0).
Lemma choosenat_pr : forall p, ex p -> p (choosenat p).

Representatives of nonempty sets. Fix z. Let p(x) be the property x € z. If z is not empty,
there is an y such that p(y), hence € (p) satisfies p, this is an element of z. This will be
denoted by rep z.

Definition rep (x : Set) := choose (fun y : Set => inc y x).

Lemma nonempty_rep : forall x, nonempty x -> inc (rep x) X.

The first of these lemmas is obvious; the second has already been used; it relies on the
excluded-middle axiom.

Lemma not_exists_pr : forall p : Set -> Prop, (~ ex p) = (forall x : Set, ~ p x).
Lemma exists_proof : forall p : Set -> Prop, ~ (forall x : Set, ~ p x) -> ex p.

Defining a term depending on aboolean value. This defines a function % (B, x, y) via 6c(f, g).
Here P is a property, f the function that returns x for every proof of P and g the function that
returns y for every proof of =P. As a consequence % (P, x, ) is x if P is true and y otherwise.

Definition Yo : Prop -> Set -> Set -> Set :=
fun P x y => by_cases (fun _ : P => x) (fun _ : ~ P => y).

Lemma Y_if : forall (P : Prop) (hyp : P) x yz, x =z >YoPxy=z.
Lemma Y_if _not : forall (P : Prop) (hyp : ~P) xyz, y=2z ->YoPxz-=y.

Lemma Y_if_rw : forall (P:Prop) (hyp :P) x y, Yo P x y = x.
Lemma Y_if_not_rw : forall (P:Prop) (hyp : ~P) x y, YoP x y = y.

A Varian where the arguments are of type A instead of being a set.

Definition Yt (A:Type): Prop -> (A->A->A):=
fun P x y => by_cases (fun _ : P => x) (fun _ : ~ P => y).

Lemma Yt_if_rw : forall (A:Type) (P : Prop) (hyp : P) (x:4) vy,

Yt P x y = x.
Lemma Yt_if_not_rw : forall (A:Type) (P : Prop) (hyp : ~ P) x (y:A),
Yt Pxy=y.

We replace the two axioms describing IM by a single one.

Lemma IM_rw: forall (x : Set) (f : x -> Set) (y : Set),
inc y (IM f) = exists a : x, f a = y.

4New in version 3
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Set of elements such that . In Bourbaki, the “Scheme of selection and union” is the follow-
ing : we have four distinct variables x, y, X and Y, and a relation R that depends on x and y,
but not on X, Y. The assumption is Yy,3X,Vx,R = x € X. The conclusion is that for everyY,
the relation 3y, y € Y AR is collectivizing in x. Said otherwise, for everyY, there is a set Z such
that x € Z is equivalent to the existence of y € Y such that R. A simple case is when R does not
depend on y. Then, the assumption Vx,R(x) = x € X implies the existence of Z such that
x € Zis equivalent to R(x). In particular, if Q(x) is any relation, there is a set Z such that x € Z
is equivalent to x € Y A Q(x). Here is the Coq implementation

(*
Record Zorec (x : Set) (f : x -> Prop) : Set :=
{Zohead : x; Zotail : f Zohead}.
Definition Zo := fun (x:Set) (p:Set -> Prop)
=> let P := Zorec (fun a : x => p (Ro a)) in IM (fun t : P => Ro (Zohead t)).
*)

In version 3, we changed a bit the definition; it is now:

Inductive Zorec (x : Set) (f : x -> Prop) : Set :=
Zorec_c : forall a: x, f a -> Zorec f.
Definition Zo (x:Set) (p:Set -> Prop) :=
let f:= fun a : x => p (Ro a) in
IM (fun (z : Zorec f) => let (a, _) := z in Ro a).

The object Z (x, p) is the image of some function g. This means that y € Z (x, p) if and
only if there is a ¢ such that y = g(¢). If ¢ is the record defined by g, it holds a of type x and
p(Za). The function g(t) is then Za. Thus y = g(¢) says y € x; itimplies p(y). The reverse is
true.

The set is denoted in Bourbaki by (P and x € A). In the French version, it is denoted by
{x | P and x € A}; Bourbaki notes that this may be abbreviated as {x € A | P}.

Lemma Z_inc : forall x py, incy x -> py -> inc y (Zo x p).
Lemma Z_sub : forall x p, sub (Zo x p) x.

Lemma Z_all : forall x py, incy (Zo x p) -> (inc y x) & (p y).
Lemma Z_rw: forall x py, incy (Zo x p) = (dnc y x & p y).

This defines an auxiliary function Yy, with arguments f and x. It depends on a property
P. If p is a proof of P, the function returns f(p), and if P is false, it returns xﬂ

Definition Yy : forall P : Prop, (P -> Set) -> Set -> Set :=
fun P f x => by_cases f (fun _ : ~ P => x).

Lemma Yy_if :
forall (P : Prop) (hyp : P) (f : P -> Set) x z,
(forall pl p2: P, f pl = f p2) —>
f hyp=2z -> Yy f x = z.
Lemma Yy_if_not :
forall (P : Prop) (hyp : ~P) (f : P > Set) xz, x =2z > Yy f x = z.

5In the original version, the type of f was x — &. This is no more possible, since a proposition is not a set.
6In version 3, we added the requirement that f(p) be independent of p.
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We define here X (f, y) as Yy(g, ®). Given a proof H of y € x, %8H is of type x; we assume
that f is defined for such objects, and pose g(H) = f(2%H). This is Z (f, y) by definition. If
y = %z, where z is of type x, we know %8H = z. Said otherwise: & (f) is some function F,
defined for every y, whose value is @ if y ¢ x, and F(%z) = f(z) if z: x.

Definition Xo (x : Set) (f : x -> Set) (y : Set) :=
Yy (fun hyp : inc y x => f (Bo hyp)) emptyset.

Lemma X_eq :
forall (x : Set) (f : x -> Set) (y z : Set),
(exists a : x, (Roa=y) & (fa=2) >X fy=2z.

Lemma X_rewrite : forall (x : Set) (f : x -=> Set) (a : x), Xo f (Ro a) = f a.

2.3 Module Little

It is trivial to construct an object fwo_points with two constructors. This gives a set with
two distinct elements. We call this the canonical doubleton, the elements will be TPa and
TPb.

Inductive two_points : Set := | two_points_a | two_points_b.

Definition TPa := Ro two_points_a.
Definition TPb := Ro two_points_b.

Lemma two_points_pr: forall x,

inc x two_points = (x= TPa \/ x = TPDb).
Lemma two_points_distinct: TPa <> TPb.
Lemma two_points_distinctb: TPb <> TPa.
Lemma inc_TPa_two_points: inc TPa two_points.
Lemma inc_TPb_two_points: inc TPb two_points.

Given two elements x and y, we construct a set, a doubleton, denoted by {x, y}, satisfying
z€e{x,y} < z=xVz=y, asthe image of the canonical doubleton. In Bourbaki, Axiom A2
says that such a set exists. By extensionality, fwo_pointsis a doubleton.

Definition doubleton (x y : Set) :=
IM (fun t => two_points_rect (fun _ : two_points => Set) x y t).

Lemma doubleton_first : forall x y, inc x (doubleton x y).
Lemma doubleton_second : forall x y, inc y (doubleton x y).
Lemma doubleton_or : forall x y z, inc z (doubleton x y) -> z =x \/ z = y.
Lemma doubleton_rw : forall x y z : Set,
inc z (doubleton x y) = (z =x \/ z = y).
Lemma two_points_pr2: doubleton TPa TPb = two_points.

Lemma doubleton_inj : forall xy z w : Set,
doubleton x y = doubleton zw > (x=z&y=w) \/ (x=w&y=2z).

Lemma doubleton_singleton : forall x, doubleton x x = singleton x.

We originally defined a singleton as the image of a set with one element. We now proceed
as in Bourbaki, namely to define it as doubleton x x. We denote this as {x}. By construction
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z € {x} < z = x. From this one can deduce that a singleton is nonempty, and we have an
extensionality property.

€
Inductive one_point : Set := one_point_intro : one_point.
Definition singleton (x : Set) := IM (fun p : one_point => x).
*)
Definition singleton x := doubleton x x.

Lemma doubleton_singleton : forall x, doubleton x x = singleton x.
Lemma singleton_inc : forall x, inc x (singleton x).
Lemma singleton_eq : forall x y, inc y (singleton x) -> y = x.
Lemma singleton_inj : forall x y, singleton x = singleton y -> x = y.
Lemma singleton_rw: forall x y, inc y (singleton x) = (y = x).
Lemma nonempty_singleton: forall x, nonempty (singleton x).
Lemma sub_singleton: forall x y, inc x y -> sub (singleton x) y.
Lemma is_singleton_pr: forall y x,

( (inc x y) & (forall z, inc z y -> z = x)) -> y = singleton x.

If x € zand y € z then {x, y} € z. A doubleton is nonempty. We have {x, y} = {y, x}.

Lemma nonempty_doubleton: forall x y, nonempty (doubleton x y).
Lemma sub_doubleton: forall x y z,

inc x z -> inc y z -> sub (doubleton x y) z.
Lemma doubleton_symm: forall a b,

doubleton a b = doubleton b a.

2.4 Module Complement

The complement in a of b, denoted a \ b or sometimes a — b, is the subset of a formed of
elements not in b; it is the set of all elements in a but notin b. If x is in a but notin a\ b, then
itisin b. If a\ b is empty, then a c b.

Definition complement (a b : Set) := Zo a (fun x : Set => ~ inc x b).

Lemma complement_rw :
forall a b x, inc x (complement a b) = (inc x a & ~ inc x b).
Lemma use_complement
forall a b x, inc x a -> ~ inc x (complement a b) -> inc x b.

These lemmas are obvious. fAcEthenE— (E—A)=A. WehaveE-E=¢ and E— @ =E.
IfAcXand BcX, thenX\AcX\Bifand onlyif BcA.

Lemma sub_complement: forall a b, sub (complement a b) a.
Lemma strict_sub_nonempty_complement : forall x y,
strict_sub x y -> nonempty (complement y x).

Lemma double_complement: forall a x,

sub a x -> complement x (complement x a) = a.
Lemma complement_itself : forall x, complement x x = emptyset.
Lemma complement_emptyset : forall x, complement x emptyset = x.
Lemma empty_complement: forall a b,
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complement a b = emptyset -> sub a b.
Lemma not_inc_complement_singleton: forall a b,
~ (inc b (complement a (singleton b))).
Lemma complement_monotone : forall a b x,
sub a x -> sub b x => (sub a b = sub (complement x b) (complement x a)).

2.5 Module Image

This module contained initially 8 lemmas, and only 2 of them will be used in what follows.
If f is amapping, x a set, we denote the image of x by f as f(x).

Definition fun_image (x : Set) (f : Set -> Set) := IM (fun a : x => f (Ro a)).

Lemma inc_fun_image : forall x f a, inc a x -> inc (f a) (fun_image x f).
Lemma fun_image_rw : forall £ x y,
inc y (fun_image x f) = exists z, (inc zx & f z = y).

2.6 Module Powerset

Bourbaki introduces an axiom that says that for every set x, there is a set y, the powerset
of x, denoted J3(x) containing the subsets of x. C. Simpson considered the set of cuts (see
page[194). We changed the definition as follows. Consider a set X with two elements A and
B, and all functions with f values in X; then f —1(A), the set of all elements z € x such that
f(z) =A, is a subset of x and every subset of x has this form.

(*x Definition powerset (x : Set) := IM (fun p : x -> Prop => cut p). *)
Definition powerset (x : Set) :=
IM (fun p : x -> two_points =>
Zo x (fun y : Set => forall hyp : inc y x, p (Bo hyp) = two_points_a)).

The characteristic property is that y c x if and only if y € P (x).

Lemma powerset_inc : forall x y, sub x y -> inc x (powerset y).
Lemma powerset_sub : forall x y, inc x (powerset y) -> sub x y.
Lemma powerset_inc_rw : forall x y, inc x (powerset y) = sub x y.
Lemma inc_x_powerset_x: forall x, inc x (powerset x).

Lemma powerset_monotone: forall a b,

sub a b -> sub (powerset a) (powerset b).
Lemma powerset_emptyset :

powerset emptyset = singleton emptyset.

2.7 Module Union

Bourbaki defines the union L_JXl of a family of sets. This means that we have a setI and a
el
mapping | — X, defined for i € I. If the mapping is the identity, which is the case considered

here, we get the union of a set of sets, denoted by UX. The union exists as a direct conse-
quence of S8 (Scheme of Selection and Union). The assumption is (Vi)(3Z)(Vx)(i e Iand x €
X;) = x € Z (take Z =X;). The conclusion is the existence of a set containing all elements
satisfying (3i) (i e I and x € X;). Instead of an axiom, we use the following construction:

RR n° 6999



28 José Grimm

Record Union_integral (x : Set) : Set :=

{Union_param : x; Union_elt : Ro Union_param}.
Definition union (x : Set) :=

IM (fun i : Union_integral x => Ro (Union_elt (x:=x) 1i)).

A Union_integral record contains two fields, say p and e. Let g = Zp. Since p is type x,
we have g € x. An object y is in the union if y = Ze for some integral record. Since e is of type
g, this means y € q. The next two lemmas are then obvious; the third one is easy. Bourbaki
considers the union of subsets of x; according to the last lemma, this is a subset of x.

Lemma union_inc : forall x y a, inc x y -> inc y a -> inc x (union a).
Lemma union_exists : forall x a,

inc x (union a) -> exists y, inc x y & inc y a.
Lemma union_rw: forall x a,

inc x (union a)= (exists y, inc x y & inc y a).

Lemma union_sub: forall x y, inc x y -> sub x (union y).
Lemma sub_union : forall x z,

(forall y, inc y z -> sub y x)-> sub (union z) x.

The union a family of two sets X and Y denoted by XUY. An element is in the union if and
only if it is in one of the sets. We have Ac AuBand Bc AUB.

Definition union2 (x y : Set) := union (doubleton x y).

Lemma union2_or : forall x y a, inc a (union2 x y) -> inc a x \/ inc a y.
Lemma union2_first : forall x y a, inc a x -> inc a (union2 x y).
Lemma union2_second : forall x y a, inc a y -> inc a (union2 x y).
Lemma union2_rw : forall a b x,
inc x (union2 a b) = (inc x a \/ inc x b).
Lemma union2sub_first: forall a b, sub a (union2 a b).
Lemma union2sub_second: forall a b, sub b (union2 a b).
Lemma union2idem: forall x, union2 x x = X.
Lemma union2comm: forall x y, union2 x y = union2 y x.
Lemma union2_sub: forall x y, sub x y = (union2 x y = y).

In some cases (induction on finite sets), one needs to consider the union of a set and a
singleton.

Definition tack_on x y := union2 x (singleton y).

Lemma tack_on_or : forall x y z : Set, inc z (tack_on x y) ->
(inc zx \/ z =y).

Lemma tack_on_rw: forall x y z,
(inc z (tack_on x y) ) = (inc z x \/ z = y).

Lemma inc_tack_on_x: forall a b, inc a (tack_on b a).
Lemma inc_tack_on_sub: forall a b, sub b (tack_on b a).
Lemma inc_tack_on_y: forall a b y, inc y b -> inc y (tack_on b a).

Lemma tack_on_when_inc: forall x y, inc y x -> tack_on x y = x.
Lemma tack_on_sub: forall x y z, sub x z -> inc y z -> sub (tack_on x y) z.
Lemma tack_on_complement: forall x y, inc y x —>

x = tack_on (complement x (singleton y)) y.
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2.8 Module Intersection

Bourbaki defines the intersection of a family of sets (X,).e1 as the dual of union. We have

x € ()X, ifand only if x is in every element of the family. We consider here the case (denoted
el

by NX) where the mapping 1 — X, is the identity of X, the general case will be studied in the
next Chapter. We have then

(1X={x€EVa,acX = xea}

where E is any adequate set. If the family is empty, then Bourbaki defines the intersection to
be E. We do not like this definition, since it depends on the context. C. Simpson has chosen
rep X, this makes the intersection of an empty family undefined. There is in fact a better
solution: it suffices to take for E the union of the family. This defines the intersection of an
empty family to be empty.

Definition intersection (x : Set) :=
Zo (union x) (fun y : Set => forall z : Set, inc z x -> inc y z).

Lemma union_empty: union emptyset = emptyset.
Lemma intersection_empty: intersection emptyset = emptyset.
Lemma intersection_forall :
forall x a y, inc a (intersection x) -> inc y x -> inc a y.
Lemma intersection_sub : forall x y, inc y x -> sub (intersection x) y.

Intersection of two sets is denoted X NY, the properties listed here are obvious.

Definition intersection2 (x y : Set) := intersection (doubleton x y).

Lemma intersection2_inc : forall x y a,

inc a x -> inc a y -> inc a (intersection2 x y).
Lemma intersection2_first : forall x y a,

inc a (intersection2 x y) -> inc a x.
Lemma intersection2_second : forall x y a,

inc a (intersection2 x y) -> inc a y.
Lemma intersection2_both: forall x y a,

inc a (intersection2 x y) -> (inc a x & inc a y).
Lemma intersection2_rw: forall x y a,

inc a (intersection2 x y) = (inc a x & inc a y).

Lemma intersection2sub_first: forall a b, sub (intersection2 a b) a.
Lemma intersection2sub_second: forall a b, sub (intersection2 a b) b.
Lemma intersection2idem: forall x, intersection2 x x = X.
Lemma intersection2comm: forall x y, intersection2 x y = intersection2 y x.
Lemma intersection2_sub: forall x y,

sub x y = (intersection2 x y = x).

Lemma union_singleton: forall x,
union (singleton x) = x.

Lemma intersection_singleton: forall x,
intersection (singleton x) = x.
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2.9 Module Pair

This module has been changed more than once. We shall explain a bit the different vari-
ants. We define here an operator J and two projectors P and Q (these are notations for some
Coq functions whose names are irrelevant here). The quantity J x y is denoted by (x, y), while
P zand Q z are denoted pr; and pr,z. The operator satisfies: if (x, y) = (x’, ') then x = x’ and
y=y'. We say that z is a pair if there exists x and y such that z = (x, ). In this case x = pr; z
and y =pr,z.

Implementation 1. We follow the 1956 Edition of Bourbaki (Translated as [2]), define ] via
an axiom, P and Q via the axiom of choice (if z is a pair, we select the unique x such that there
isa y such that z = (x, ).

(*
Parameter J : Set -> Set -> Set.
Axiom axiom_of_pair : forall x y x’ y’ : Set,
Uxy=Jxy) > x=x>&y=y").
*)

We define a pair and state the two properties.

Definition is_pair (u : Set) := exists x, exists y, u=1J x y.
Lemma prl_def: forall abcd, Jab=Jcd->a-=c.
Lemma pr2_def: forall abcd, Jab Jcd->b=d.

This is how we can define P and Q.

(*
Definition P (u : Set) :=

choose (fun x : Set => ex (fun y : Set => u=J x y)).
Definition Q (u : Set) :=
choose (fun y : Set => ex (fun x : Set =>u =J x y)).

*)
Implementation 2. We define a pair to be {{x}, {®, {y}}}

(*
Definition pair_first (x y:Set):= singleton x.
Definition pair_second (x y:Set):= doubleton emptyset (singleton y).

Definition pair (x y : Set) :=
doubleton (pair_first x y) (pair_second x y).

Lemma pair_distincta:forall x y z w,
pair_first x y <> pair_second z w.

Lemma pair_distinct:forall x y,
pair_second x y <> pair_first x y.

Lemma prl_injective : forall
pair x y = pair z w -> x =
Lemma pr2_injective : forall
pair x y = pair z w —> y =

*)

2 M ON M
S
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The definition above was used by C. Simpson. It has the particularity that the pair (x, y) is
a doubleton {a, b} with a = {x} and b = {®, {y}}. Note that a has one element while b has two
elements, so that (x, y) is a set with two distinct elements. This property was used in Version
1. One can replace a by a = {{x}}. With a and b exchanged, this gives the definition used by
Wiener in 1914. It has the advantage, in the case of a hierarchy of sets, that if x and y are at
the same level, then so are a and b.

One can use a = {x} and b = {x, y}, so that a pair is {{x}, {x, y}}. This definition was in-
troduced by Kuratowski in 1923, and used in [3]. This satisfies the same properties as above
(initially called pri_injective, but renamed to prl_def since the projector is not injective).

Implementation 3 is as follows.

Definition kpair x y := doubleton (singleton x) (doubleton x y).
Definition kprl x := union (intersection x).

Definition kpr2 x := let a := complement (union x) (intersection x) in
Yo (a = emptyset) (kprl x) (union a).

Notation J := kpair.

Notation P := kprl.

Notation Q := kpr2.

Before version 4, union and intersection were defined after pairs; thus we has to re-order
the modules. We define (x, y) as the doubleton {a, b} with a = {x} and b = {x, y} as proposed
by Kuratowski. We note that au b = b while an b = a, so that a and b can be deduced from
the unordered pair {a, b}. The union of the elements of a is x, so that the first projection is
well defined. Let ¢ be the complement of a in b. If ¢ is empty, then y = x, otherwise ¢ = {y},
so that the second projector is well-defined.

Lemma kprO_pair: forall x y, intersection (J x y) = singleton x.
Lemma prl_pair: forall xy, P (J x y) = x.
Lemma pr2_pair: forall x y, Q (Jxy) =y.

The following properties are independent of the variants used.

Lemma pair_recov : forall u, is_pair u -> J (P w) (Q w) = u.
Lemma pair_is_pair : forall x y, is_pair (J x y).

Lemma is_pair_rw : forall x, is_pair x = (x = J (P x) (Q x)).
Lemma prl_pair : forall xy, P (J x y) = x.

Lemma pr2_pair : forall xy, Q (Jxy) =y.

Lemma pair_extensionality : forall a b,
is_pair a -> is_pair b ->P a=Pb ->Qa=Qb ->a=>b.

A set of pairs is sometimes called a graph (or arelation in the original work of C. Simpson).
We denote by 7 (x, g) an element y, if it exists, such (x, y) is in the graph g. If there is an y
such that (x, y) is in the graph, then (x,7 (x, g)) is in the graph. Otherwise, 7 (x, g) = @. Later
on, we shall define the domain as the set of all x for which there a y; a graph is said functional
(on its domain E) if for every x (in the set E) there is a unique y such that (x, y) is in the graph.

Definition V (x f : Set) := choose (fun y : Set => inc (J x y) f).
Lemma V_inc : forall x z f,

(exists y, inc (Jxy) £f) >z =V x f -> inc (J x z) f.
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Lemma V_or : forall x f,
(inc J x (V. x £)) £) \/
((forall z, ~(inc (J x z) £)) & (V x £ = emptyset)).

2.10 Module Cartesian

Note: Implementation has changed in Version 3, for the old definition, see section

The cartesian product A x B of two sets A and B is the set of all pairs z such that pr;z € A
and pr,z € B. It is the union (for x € A) of the sets B, of all (x, y) for y € B.

Definition product (A B : Set) :=
union (fun_image A (fun x => (fun_image B (fun y => J x y)))).

Lemma product_inc_rw : forall x y z,

inc x (product y z) = (is_pair x & inc (P x) y & inc (Q x) z).
Lemma product_pr : forall a b u,

inc u (product a b) -> (is_pair u & inc (P u) a & inc (Q uw) b).

Lemma product_inc : forall a b u,

is_pair u -> inc (P uw) a -> inc (Q w) b -> inc u (product a b).
Lemma product_pair_pr : forall a b x vy,

inc (J x y) (product a b) -> (inc x a & inc y b).
Lemma product_pair_inc : forall a b x vy,

inc x a -> inc y b -> inc (J x y) (product a b).
Lemma pair_in_product: forall a b c, inc a (product b c) -> is_pair a.
Lemma product_pair_rw : forall a b x y : Set,

inc (J x y) (product a b) = (inc x a & inc y b).

A product is empty if and only one factor is empty. This is Proposition 2 [2, p. 75].

Lemma empty_productl: forall y, product emptyset y = emptyset.
Lemma empty_product2: forall x, product x emptyset = emptyset.
Lemma empty_product_pr: forall x y,

product x y = emptyset -> (x = emptyset \/ y= emptyset).

The product A x B is increasing in A and B, strictly if the other argument is non empty.
This is Proposition 1 [2] p. 74].

Lemma product_monotone_left: forall x x’ vy,
sub x x’ -> sub (product x y) (product x’ y).
Lemma product_monotone_right: forall xy y’,
sub y y’ -> sub (product x y) (product x y’).
Lemma product_monotone: forall x x’ y y’,
sub x x’ -> sub y y’ -> sub (product x y) (product x’ y’).
Lemma product_monotone_left2: forall x x’ y, nonempty y ->
sub (product x y) (product x’ y) -> sub x x’.
Lemma product_monotone_right2: forall x y y’, nonempty x —>
sub (product x y) (product x y’) -> sub y y’.
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Chapter 3

Functions

We describe in this Chapter some basic properties of functions and functional graphs
(part of the file func.v by Carlos Simpson, without definitions that seemed useless for the
Bourbaki project). The module defining equivalence relations will be described in Chapter
6. In version 4, we renamed some lemmas from ‘function’ to ‘fgraph’.

3.1 Module Function

A graph is a set of pairs. The domain and range are the images of the first and second
projection. A set f satisfies the fgraph property if it is a graph and if the first projection is
injective. This means that if (a, b) € f and (a, V) € f then b = b’ (claim that will be proved in
the next Chapter).

Definition is_graph r := forall y, inc y r -> is_pair y.
Definition domain f := fun_image f P.
Definition range f := fun_image f Q.
Definition fgraph f :=

is_graph f & (forall x y, inc x f > incyf >Px =Py ->x =y).

The domain and range are characterized by the following two lemmas.

Lemma domain0O_rw: forall r x, inc x (domain r) = exists y, inc y r & P y =x
Lemma rangeO_rw: forall r x, inc x (range r) = exists y, inc y r & Q y =x

Some properties of a functional graph.
Lemma fgraph_is_graph : forall f, fgraph f -> is_graph f.
Lemma fgraph_pr: forall f xy y’,
fgraph £ > inc (Jxy) £ -> inc (Jxy’) £ >y =y’.
The domain and range are characterized by the following two lemmas.
Lemma domain_rw: forall r x,
is_graph r -> inc x (domain r) = (exists y, inc (J x y) r).
Lemma range_rw: forall r y,

is_graph r -> inc y (range r) = (exists x, inc (J x y) r).

These lemmas are obvious from the definitions.
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Lemma inc_prl_domain : forall f x,
inc x f -> inc (P x) (domain f).

Lemma inc_pr2_range : forall f x,
inc x £ -> inc (Q x) (range f).

The first lemma says that if x is in the graph, then x is a pair whose second component is
¥ (pr; x, f). The second lemma says that y is in the range if and only if it is ¥ (x, f) for some x
in the domain. If x is in the domain, then (x, 7 (x, f)) is in the graph.

Lemma in_graph_V : forall f x,
fgraph £ > inc x f > x=J (P x) (V (P x) £).

Lemma frange_inc_rw : forall f y,

fgraph f -> inc y (range f) = (exists x, inc x (domain f) & y = V x £).
Lemma fdomain_prl : forall f x,

fgraph £ -> inc x (domain f) -> inc (J x (V x £)) f£.

Lemma pr2_V : forall f x,
fgraph £ -> inc x £ > Q x =V (P x) f.

Lemma inc_V_range: forall f x,
fgraph £ -> inc x (domain f) -> inc (V x f) (range f).

Assume that g is a functional graph, and f < g. Then f is a functional graph, its domain
and range are subsets of the domain and range of g; its evaluation function is the same. There
is a converse: if we have two functional graphs, if the domain of f is a part of the domain of
g, and if the evaluation function is the same on the domain of f, then f is a subset of g. From
this we deduce an extensionality property.

Lemma sub_graph_fgraph : forall f g, fgraph g -> sub £ g -> fgraph f.
Lemma sub_graph_domain : forall f g, sub f g -> sub (domain f) (domain g).
Lemma sub_graph_range : forall f g, sub f g -> sub (range f) (range g).
Lemma sub_graph_ev: forall f g x,

fgraph g -> sub f g -> inc x (domain f) > Vx f =V x g.
Lemma fgraph_sub : forall f g,

fgraph f -> fgraph g ->

sub (domain f) (domain g) —->

(forall x, inc x (domain f) -> Vx f =V x g) -> sub f g.
Lemma fgraph_exten: forall f g,

fgraph f -> fgraph g -> domain f = domain g ->

(forall x, inc x (domain f) > Vx f=Vzxg) ->f=g.

Given two sets A and B, the range of the union is the union of the ranges. The same holds
for the domain. If the sets are functional graphs, the union is a functional graph, provided
that the intersection of the domains is empty.

Lemma range_union2: forall a b,
range (union2 a b) = union2 (range a) (range b).
Lemma domain_union2: forall a b,
domain (union2 a b) = union2 (domain a) (domain b).
Lemma fgraph_union2: forall a b, fgraph a -> fgraph b ->
intersection2 (domain a) (domain b) = emptyset ->
fgraph (union2 a b).

-1
¢ Inverse image of a set a by a graph f, denoted f (a) or simply f~!(a). This is a part of the

domain, characterized by the property that x € f~!(a) if and only if ¥ (x, f) € a.
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Definition inverse_image (a f : Set) :=
Zo (domain f) (fun x => inc (V x f) a).

Lemma inverse_image_sub : forall a f,
sub (inverse_image a f) (domain f).

Lemma inverse_image_rw : forall a f x,
inc x (inverse_image a f)= ( inc x (domain f) & inc (V x f) a).
Lemma inverse_image_inc : forall a f x,

inc x (domain f) -> inc (V x f) a -> inc x (inverse_image a f).
Lemma inverse_image_pr : forall a f x,
inc x (inverse_image a f) -> inc (V x £f) a.

Consider now a function f, and a set x. The set of all pairs (a, f(a)) for a € x will be
denoted by %, f. This is a functional graph; its domain is x, and its evaluation function is f.

Definition fgraph_create (x : Set) (p : Set) :=
fun_image x (fun y => J y (p y)).
Notation L := function_create.

Lemma L_inc_rw: forall x p vy,

inc y (L x p) = exists z, inczx & J z (p z) = y.
Lemma L_fgraph : forall p x, fgraph (L x p).
Lemma L_domain : forall x p, domain (L x p) = x.
Lemma L_V_rw : forall xpy,

incyx >Vy Lxp) =py.

The range of %, f is the image f(x) (according to Section[2.5} on page[42|we shall define
g(x) where g is a graph). There are some other useful properties.

If v is a graph with domain x and evaluation function f, then v = £, f. We have %, f =
Zygifx=y,and f and g agree on x.

Lemma L_range : forall p x,
range (L x p) = fun_image x p.
Lemma L_create : forall a f,
La (funx=>Vx (Laf))=Laft.
Lemma L_range_rw: forall sf f a,
inc a (range (L sf f)) = exists b, inc b sf & £ b = a.
Lemma L_V_out : forall x f vy,
~inc y x > Vy (L x f) = emptyset.
Lemma L_recovers : forall f,
fgraph f -> L (domain f) (fun x : Set => V x f) = f.
Lemma L_extenl : forall a b f g,
a=Db-> (forall x, incxa > f x =g x) —>
Laf=LDbg.

{ We denote by go f the composition of the two functions. It maps x to g(f(x)). In the case of
graphs, the evaluation function is 7 (¥ (x, f), g); note that the order is reversed. The domain is
the set of all x in the domain of f that are mapped to the domain of g, it is the inverse image
of the domain of g by f. We do not like this definition, thus introduce an alternate one, that
agrees if functions are composable. Note that the last lemma makes no assumptions on f and
g. The easy case is when the two objects are composable (in particular, they are functions).
In this case the domain of go f is the domain of f.
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Definition fcomposable (f g : Set) :=
fgraph f & fgraph g & sub (range g) (domain f).

Definition fcompose (f g : Set) :=
L (inverse_image (domain f) g) (fun y =>V (Vy g) £).
Definition gcompose g f := L(domain f) (fun y =>V (Vy £f) g).

Lemma fcompose_fgraph : forall f g, fgraph (fcompose f g).
Lemma fcompose_domain : forall f g,

domain (fcompose f g) = inverse_image (domain f) g.
Lemma fcompose_range: forall f g, fgraph f ->

sub (range (fcompose f g)) (range f).
Lemma fcomposable_domain : forall f g,

fcomposable f g -> domain (fcompose f g) = domain g.
Lemma alternate_compose: forall g f,

fcomposable g £ -> gcompose g f = fcompose g f.
Lemma fcompose_ev : forall x f g,

inc x (domain (fcompose f g)) -> V x (fcompose f g) =V (Vx g) f.

An interesting function is the identity function: it maps everything on itself. We consider
here the graph of this function. More properties will be given later.

Definition identity_g (x : Set) :=L x (fun y : Set => y).

Lemma identity_fgraph : forall x, fgraph (identity_g x).

Lemma identity_domain : forall x, domain (identity_g x) = x.
Lemma identity_range: forall x, range (identity_g x) = x.

Lemma identity_ev : forall x a, inc x a -> V x (identity_g a) = x.

Given two sets f and x, one can consider the set of all y € f satisfying pr;y € x. This
makes sense if f is a graph, it is called the restriction of f to x. In fact, since this is a subset
of f, itis a functional graph whenever f is. Its domain is the intersection of f and x. On the
restriction domain the function takes the same value as the restriction.

Definition restr f x :=
Zo f (fun y=> inc (P y) x).

Lemma restr_inc_rw : forall f x y,
inc y (restr f x) = (inc y £ & inc (P y) x).
Lemma restr_sub : forall f x,
sub (restr f x) f.
Lemma restr_fgraph : forall f x,
fgraph f -> fgraph (restr f x).
Lemma restr_graph: forall x r,
is_graph r -> is_graph (restr r x).
Lemma restr_domain : forall f x,
fgraph f -> domain (restr f x) = intersection2 (domain f) x.
Lemma restr_domainl : forall f x,
fgraph f -> sub x (domain f) -> domain (restr f x) = x.
Lemma restr_ev : forall f u x,
fgraph £ -> sub u (domain f) -> inc x u ->
V x (restr f uw) =V x f.
Lemma restr_evl : forall f u x,
fgraph f -> inc x (domain f) -> inc x u ->
V x (restr f u) =V x f.
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Lemma fgraph_sub_eq : forall r s,

fgraph r -> fgraph s -> sub r s —>

sub (domain s) (domain r) -> r = s.

Lemma fgraph_sub_V : forall f g x,

fgraph g -> inc x (domain f) -> sub f g -> Vx f =Vzxg.
Lemma restr_to_domain : forall f g,

fgraph £ -> fgraph g -> sub f g -> restr g (domain f)
Lemma restr_to_domain2 : forall x f,

fgraph f -> sub x (domain f) -> L x (fun i =>V i f)
Lemma double_restr: forall f a b, fgraph f ->

sub a b -> sub b (domain f) ->

(restr (restr f b) a) = (restr f a).

f.

restr f x.

The union of functional graphs is a graph, provided that some compatibility condition
holds. The domain is the union of the domains. The range is the union of the ranges. We
consider the special case of a union of a graph and the singleton {(x, y)}.

Lemma domain_union : forall z, domain (union z) =
union (fun_image z domain).

Lemma tack_on_domain : forall f x y,
domain (tack_on f (J x y)) = tack_on (domain f) x.

Lemma range_union : forall z, range (union z) =
union (fun_image z range).

Lemma tack_on_range : forall f x y,
range (tack_on f (J x y)) = tack_on (range f) y.

Lemma tack_on_fgraph : forall f x y,
fgraph f -> ~inc x (domain f) ->
fgraph (tack_on f (J x y)).

Given a function that takes an argument of type x, we know how to convert it to a function
defined on the set x. We can then take its graph.

Definition tcreate (x:Set) (f:x->Set) :=
Lx (fun y => (Yy (fun (hyp : inc y x) => £ (Bo hyp)) emptyset)).

Lemma tcreate_value_type : forall x (f:x->Set) vy,
V (Ro y) (tcreate f) = f y.

Lemma tcreate_value_inc : forall x (f:x->Set) y (hyp : inc y x),

V y (tcreate f) = £ (Bo hyp).
Lemma tcreate_domain : forall x (f:x->Set), domain (tcreate f) = x.
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Chapter 4

Correspondences

From now on, we follow Bourbaki as closely as possible. The series “Elements of mathe-
matics” is divided in 9 books, the first one is called “Theory of sets”. This book is divided into
four chapters, the second one is “Theory of sets”. This chapter is divided into 6 sections; we
implement here section 3 “Correspondences”. When we talk about Proposition 1, this is to
be understood as Proposition 1 of [2] of the current section (i.e., the current Chapter of this
report).

We consider here some properties of sections 1 (Collectivizing relations) and 2 (Ordered
pairs) not implemented by Carlos Simpson in [2].

A property P(y) is collectivizing if there is a set x such that P(y) is equivalent to y € x.
There are properties that are not collectivizing, for instance y ¢ y. The second lemma says
that there is a set containing no set but there is no set containing all sets.

Lemma not_collectivizing_notin:
~ (exists z, forall y, inc y z = not (inc y y)).
Lemma collectivizing_special :
(exists x, forall y, ~ (inc y x)) & ~ (exists x, forall y, inc y x).

Additional properties of the empty set. We have ¢ c x for every x, but the converse is true
only if x is the empty set. Since x € @ is absurd, everything can be deduced from it.

Lemma emptyset_pr: forall x, inc x emptyset -> False.
Lemma emptyset_pra: forall x (p: EP), inc x emptyset -> (p x).
Lemma sub_emptyset : forall x, sub x emptyset = (x = emptyset).

4.1 Graphs and correspondences

A graph r is a set of pairs; if the pair (x, y) is an element of r we say that x and y are related
by r. This will be used essentially when r is the graph of a relation.

Definition related r x y := inc (pair x y) r.

The next theorem is Proposition 1 in [2} p. 76]; it claims existence and uniqueness of
two sets denoted by pr, (r) and pr,(r). The notation pr, (r) is defined in section it is the
domain of r.
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Theorem range_domain_exists: forall r,
is_graph r ->
(exists_unique (fun a=> (forall x, inc x a = (exists y, inc (J x y) r))) &
exists_unique (fun b=> (forall y, inc y b = (exists x, inc (J x y) r)))).

A graph is a subset of the product of the domain by the range. A graph is empty if and
only if its domain or range is empty. A functional graph is a graph.

Lemma sub_graph_prod: forall r, is_graph r ->
sub r (product (domain r) (range r)).
Lemma empty_graphl: forall r, is_graph r ->
(domain r = emptyset) = (r = emptyset).
Lemma empty_graph2: forall r, is_graph r —>
(range r = emptyset) = (r = emptyset).
Lemma graph_fgraph : forall f, fgraph f -> is_graph f.

The emptyset is a functional graph, with empty range and domain.

Lemma emptyset_graph: is_graph (emptyset).

Lemma emptyset_range: range emptyset = emptyset.
Lemma emptyset_domain: domain emptyset = emptyset.
Lemma emptyset_fgraph: fgraph emptyset.

A product x x y is a graph. The domain is x, the range is y. Note that, if one set is empty,
then the product is empty, see above. It is a functional graph if the range is a singleton.

Lemma product_is_graph: forall x y,
is_graph (product x y).
Lemma product_related: forall x y a b,
related (product x y) a b = (inc a x & inc b y).
Lemma product_domain: forall x y,
nonempty y-> domain (product x y)
Lemma product_range: forall x y,
nonempty x -> range (product x y) = y.
Lemma constant_function_pl: forall x vy,
fgraph (product x (singleton y)).

X.

The diagonal of x, denoted Ay, is the set of all pairs (a, a), with a € x. This is the graph of
the identity function on x, domain and range being x. In what follows, we shall use identity_g,
but keep the word ‘diagonal’ in some theorem names.

Definition diagonal x := Zo (product x x)(fun y=> P y = Q y).

Lemma diagonal_is_identity: forall x, diagonal x = identity_g x.
Lemma inc_diagonal_rw: forall x u,

inc u (identity_g x) = (is_pair u & inc (P u) x & Pu = Q w.
Lemma inc_pair_diagonal: forall x u v,

inc (J u v) (identity_g x) = (inc u x & u = v).
Lemma identity_graph: forall x, is_graph (identity_g x).

For Bourbaki, a correspondence between A and Bis a triple I' = (G, A, B) where the domain
of G is a subset of A and the range is a subset of B. The three conditions “G is a graph whose
domain is a subset of A and whose range is a subset of B”, G < A x B, and G € ‘[3(A x B) are
equivalent.

INRIA



Bourbaki: Theory of sets in Coq I (v4) 41

Definition corr_propb s t g:= sub g (product s t).
Lemma corr_propa: forall x y z,
corr_propb x y z = inc z (powerset (product x y)).
Lemma corr_propcc: forall s t g,
sub g (product s t) = (is_graph g & sub (domain g) s & sub (range g) t).

Here we use a triple, with the condition G< A x B.

Definition is_triple £ is_pair f & is_pair (Q £).

Definition source x := P (Q x).
Definition target x := Q (Q x).
Definition graph x := P x.

Definition corresp st g :=J g (J s t).

Definition is_correspondence f :=
is_triple f i & sub (graph f) (product (source f) (target f)).

The important property here is that, if f is a triple, if we extract the source, target and
graph, and construct a correspondence, we get f (this is the analogous of pair_recov for a
triple).

Lemma is_triple_corr: forall s t g, is_triple (corresp s t g).
Lemma corresp_source: forall s t g, source (corresp s t g)
Lemma corresp_target: forall s t g, target (corresp s t g)
Lemma corresp_graph: forall s t g, graph (corresp s t g) = g.
Lemma corresp_recov: forall f, is_triple f ->
corresp(source f) (target f) (graph f) = f.
Lemma corresp_recovl: forall f, is_correspondence f —>
corresp (source f) (target f) (graph f) = f.

]
ct 0

We list here the basic properties of correspondences.

Lemma corr_propc: forall f, let g := graph f in
is_correspondence f ->
(is_graph g & sub (domain g) (source f) & sub (range g) (target f)).

Lemma corresp_create: forall s t g,

sub g (product s t) -> is_correspondence (corresp s t g).
Lemma corresp_is_graph: forall g,

is_correspondence g -> is_graph (graph g).
Lemma corresp_sub_range: forall g,

is_correspondence g -> sub (range (graph g)) (target g).
Lemma corresp_sub_domain: forall g,

is_correspondence g -> sub (domain (graph g)) (source g).

A triple (G, A, B) is a correspondence if and only if G € 3(A x B), but Bourbaki defines the
powerset only later. From this, we deduce that the set of all correspondences between A and
B is P(A x B) x {A} x {B}.

Definition set_of_correspondences (x y:Set) :=
product (powerset (product x y))
(product (singleton x) (singleton y)).

Lemma set_of_correspondences_rw: forall x y z,
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inc z (set_of_correspondences x y) =
(is_correspondence z & source z = x & target z = y).
Lemma set_of_correspondences_propa: forall f,
is_correspondence f ->
inc f (set_of_correspondences (source f) (target f)).
Lemma sof_value_pra: forall x y z,
let f:= sof_value x y z in
inc z (set_of_correspondences x y) ->
(is_correspondence f & source f = x & target f =y & f = z).

Given a function f: a — b, we construct Z f, the associated correspondence.

Definition gacreate (a b:Set) (f:a->b)
Definition acreate (a b:Set) (f:a->b)

IM (fun y:a => J (Ro y) (Ro (f y))).
corresp a b (gacreate f).

Lemma acreate_corresp: forall (a b:Set) (f:a->b),

is_correspondence (acreate f).
Lemma source_acreate : forall (a b :Set)(f:a->b), source (acreate f)
Lemma target_acreate : forall (a b:Set) (f:a->b), target (acreate f)

non
T o

¢ Direct image of a set by a functional object. This will be denoted by f(x). In the first
definition f is a graph, and we consider all elements y for which there is a z € x such that
(z,y) € f. In the second definition, f is a correspondence, and we consider the image by its
graph. In the last definition, f is a correspondence, and we take the image of the source (the
case where f is a mapping has been considered in Section[2.5).

Definition image_by_graph f u:=
Zo (range f) (fun y=>exists x, inc x u & inc (J x y) £f).

Definition image_by_fun f u :=
image_by_graph (graph f) u.

Definition image_of_fun f :=
image_by_graph (graph f) (source f).

We give now some basic properties. The image is a part of the range; it is the full range if
we consider the full domain. The image of a subset x of the domain is empty if and only if x
is empty. Proposition 2 in 2] p. 77] says that the image functor is increasing (we use here the
term “functor” rather than function, since it is a mapping without graph)E]

Lemma image_by_graph_rw: forall u r vy,
inc y (image_by_graph r u) = exists x, (inc x u & inc (J x y) ).
Lemma sub_image_by_graph: forall u r,
sub (image_by_graph r u) (range r).
Lemma image_by_graph_domain: forall r, is_graph r ->
image_by_graph r (domain r) = range r.
Lemma image_by_emptyset: forall r,
image_by_graph r emptyset = emptyset.
Lemma image_by_nonemptyset: forall u r,
is_graph r -> nonempty u -> sub u (domain r)
-> nonempty (image_by_graph r u).
Theorem image_by_increasing: forall u u’ r,

11n the initial version of the theorem, we assume r to be a graph
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sub u u’ -> sub (image_by_graph r u) (image_by_graph r u’).
Lemma image_of_large: forall u r, is_graph r ->
sub (domain r) u -> image_by_graph r u = range r.

Given a graph r and an element x, the set of all y in r whose first projection is x is called
the cut. Thisis r{{x}). If f is a correspondence, the notation G(f){{x}) is sometimes simplified
to f{{x}) or f(x) (this last notation is ambiguous, since it denotes also the value of f at x).

Definition im_singleton r x := image_by_graph r (singleton x).

Lemma im_singleton_pr: forall r x vy,
inc y (im_singleton r x) = inc (J x y) r.

Lemma im_singleton_inclusion: forall r r’, is_graph r -> is_graph r’ ->
(forall x, sub (im_singleton r x) (im_singleton r’ x)) = sub r r’.

4.2 Inverse of a correspondence

The inverse graph of G, denoted by G1 ,or Gl is the set of all pairs (x, y) such that (y, x) €
G. We follow the definition of Bourbaki; he says that this set exists when G is a graph, because
it is a subset of the product of the range and domain. We can also consider the image of the
mapping (x, y) — (3, x). Both definitions agree if G is a graph.

Definition inverse_graph r :=
Zo (product(range r)(domain r))
(fun y=> inc (J (Q y) (P y)) 1).

Lemma inverse_graph_alt: forall r, is_graph r ->
inverse_graph r = fun_image r (fun z => J(Q z) (P z)).

Some trivialities to start with.

Lemma inverse_graph_is_graph: forall r, is_graph (inverse_graph r).
Lemma inverse_graph_rw: forall r y, is_graph r —>

inc y (inverse_graph r) = (is_pair y & inc (J (Q y)(P y)) ).
Lemma inverse_graph_pair: forall r x vy,

inc (J x y) (inverse_graph r) = inc (J y x) r.
Lemma inverse_graph_pr2: forall r x y,

related (inverse_graph r) y x = related r x y.

R

Taking the inverse swaps range and domain. Taking twice the inverse gives the same
graph. The inverse of a product is the product in reverse order. The inverse of the empty set
or identity is itself.

Lemma inverse_graph_involutive: forall r, is_graph r ->
inverse_graph (inverse_graph r) = r.
Lemma range_inverse: forall r, is_graph r ->
range (inverse_graph r) = domain r.
Lemma domain_inverse: forall r, is_graph r ->
domain (inverse_graph r) = range r.
Lemma inverse_graph_emptyset:
inverse_graph (emptyset) = emptyset.
Lemma inverse_product: forall x y,
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inverse_graph (product x y) = product y x.
Lemma inverse_identity_g: forall x,
inverse_graph (identity_g x) = identity_g x.

-1 -1
The inverse of the correspondence I' = (G, A, B) is (G, B, A). It is denoted by TI'. It satisfies
some trivial properties.

Definition inverse_fun m :=
corresp(target m) (source m) (inverse_graph (graph m)).

Lemma inverse_source: forall f, source (inverse_fun f) = target f.
Lemma inverse_target: forall f, target (inverse_fun f) source f.
Lemma inverse_correspondence: forall m,

is_correspondence m -> is_correspondence (inverse_fun m).
Lemma graph_inverse: forall m: correspondenceC,

graph(inverse_fun m) = inverse_graph(graph m).
Lemma inverse_fun_involutive: forall m,

is_correspondence m -> inverse_fun (inverse_fun m) = m.

The inverse image by a graph (or correspondence or a function) is the direct image of its
inverse. It is denoted by g~ (x).

Definition inv_image_by_graph r x :=
image_by_graph (inverse_graph r) x.

Definition inv_image_by_fun r x:=
inv_image_by_graph(graph r) x.

Lemma inv_image_by_fun_pr: forall r x,

inv_image_by_fun r x = image_by_fun (inverse_fun r) x.
Lemma inv_image_graph_rw: forall x r vy,

(inc y (inv_image_by_graph r x)) = (exists u, inc u x & inc (J y u) r)).
Lemma inv_image_fun_rw: forall x r y,

(inc y (inv_image_by_fun r x)) = (exists u, inc u x & inc (J y u) (graph r)).

4.3 Composition of two correspondences

The composition of two graphs G,0G; is the set of all (x, z) for which there is an y such that
(x,y) is in the first graph and (y, z) is in the second. (this agrees with the previous definition
in good cases). It is a subset of the product of the domain of the first graph and the range of
the second. Note: the first graph is G, it is the second argument of compose_graph. These
properties are obviousE]

Definition compose_graph r’ r :=
Zo(product (domain r) (range r’)) (fun w => exists y,
(inc J Pw) y) r&inc Jy (Qw) r’)).

Lemma composition_is_graph: forall r r’,
is_graph (compose_graph r r’).

Lemma inc_compose: forall r r’ x,
inc x (compose_graph r’ r) =

2In a previous version, we assumed in some lemmas that r or 7/ are graphs
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(is_pair x &( exists y, inc (J (P x) y) r& inc (Jy (Q x)) r’)).
Lemma compose_related:forall r r’ x z,

(related (compose_graph r’ r) x z=

exists y, related r x y & related r’ y z).
Lemma compose_domainl: forall r r’,

sub (domain (compose_graph r’ r)) (domain r).
Lemma compose_rangel:forall r r’,

sub (range (compose_graph r’ r)) (range r’).

Proposition 3 in [Z, p. 79] says (G'oG)"! =G 1o (G) L.

Theorem inverse_compose:forall r r’,
inverse_graph (compose_graph r’ r) =
compose_graph (inverse_graph r) (inverse_graph r’).

Proposition 4 [2} p. 79] says that graph composition is associative.

Theorem composition_associative:forall r r’ r’’,
is_graph r -> is_graph r’ -> is_graph r’’ ->
compose_graph r’’ (compose_graph r’ r) =
compose_graph (compose_graph r’’ r’) r.

Proposition 5 [2, p. 79] says (G’ o G)(A) = G'(G(A)). We have a characterization of the
domain and range of the composition as direct or inverse image of the domain or range. We
have an interesting formula A G H(G(AY).

Theorem image_composition: forall r r’ x,
image_by_graph(compose_graph r’ r) x = image_by_graph r’ (image_by_graph r x).

Lemma compose_domain:forall r r’,
is_graph r’ ->
domain (compose_graph r’ r) = inv_image_by_graph r (domain r’).

Lemma compose_range: forall r r’,
is_graph r ->
range (compose_graph r’ r) = image_by_graph r’ (range r).

Lemma inverse_direct_image: forall r x,
is_graph r -> sub x (domain r) ->
sub x (inv_image_by_graph r (image_by_graph r x)).

Lemma composition_increasing: forall r r’ s s’,
sub r s -> sub r’ s’ -> sub (compose_graph r’ r) (compose_graph s’ s).

The property that f and f’ are two correspondences where the target of f is the source of
f" will be called composableC. We can write them as f = (G,A,B) and f' = (G/,B,C). We define
the composition f'o f = (G' oG, A, C); this is a correspondence, with source A, target C, and
graph G’ o G. Proposition 5 implies (f' o f)(A) = f'(f(A)), and Proposition 3 gives (f'o f)~! =
f~Yo f'71, provided both correspondences are composable; two lemmas are needed; the first
one says f 1o f'~! is defined, the other one says that it is the LHS.

Definition composableC r’ r :=
is_correspondence r & is_correspondence r’ & source r’ = target r.
Definition compose r’ r :=
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corresp (source r) (target r’) (compose_graph (graph r’)(graph r)).
Lemma compose_correspondence: forall r’ r,

is_correspondence r -> is_correspondence r’ ->

is_correspondence (compose r’ r).
Lemma compose_of_sets: forall r’ r x,

image_by_fun(compose r’ r) x = image_by_fun r’ (image_by_fun r x).
Lemma inverse_compose_cor: forall r r’,

inverse_fun (compose r’ r) = compose (inverse_fun r) (inverse_fun r’).

Denote by Ax the diagonal of A and by I the identity correspondence defined by (Aa, A, A).

Definition identity x := corresp x x (identity_g x).

Lemma identity_corresp: forall x,
is_correspondence (identity_fun x).

If f is a correspondence between A and B then fols and Igo f are equal to f. In particular
IA o IA = IA.

Lemma identity_source: forall x, source (identity x) = x.
Lemma identity_target: forall x, target (identity x)
Lemma compose_identity_left: forall m,
is_correspondence m -> compose (identity (target m)) m = m.
Lemma compose_identity_right: forall m,
is_correspondence m -> compose m (identity (source m)) = m.
Lemma compose_identity_identity: forall x,

X.

compose (identity x) (identity x) = (identity x).
Lemma identity_self_inverse: forall x,
inverse_fun (identity x) = (identity x).

4.4 Functions

We say that r is functional if each x is related to at most one y. We show that this def-
inition is equivalent to the one given in Section that says that if z and z’ are in r, then
pr; z = pr, 2’ implies z = z’. Remember that 7, x denotes the object v (if it exists) such that x
is related to v.

Definition functional_graph r :=
forall x y y’, related r x y -> related r x y’ —> y=y’.

Lemma is_functional: forall r,
(is_graph r & functional_graph r) = (fgraph r).

A function is a correspondence f = (G, A,B) with a functional graph G, where A is the
domain of G. This means that every x in A is related to unique y. This is denoted in Bour-
baki by f(x) or G(x). Here we use either 7Gx or 7//fx. Note: since source is only defined for
correspondences, by type inference the expression is_function f implies that f is a corre-
spondence. Note: Bourbaki says [2} p. 82] “we shall often use the word ‘function’ in place of
‘functional graph’ .

Definition is_function f :=
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is_correspondence f & fgraph (graph f) & source f = domain (graph f).

Lemma function_fgraph: forall f ,
is_function f -> fgraph (graph f).
Lemma function_graph: forall f,
is_function f -> is_graph (graph f).
Lemma is_function_pr: forall s t g,
fgraph g -> sub (range g) t -> s = domain g ->
is_function (corresp s t g).
Lemma f_domain_graph: forall f, is_function f -> domain (graph f) = source f.

Lemma f_range_graph: forall f, is_function f -> sub (range (graph f)) (target f).
Lemma image_by_fun_source: forall f, is_function f ->

image_by_fun f (source f) = range (graph f).
Lemma related_inc_source: forall f x vy,

is_function f -> related (graph f) x y -> inc x (source f).

Lemma is_function_functional: forall f, is_correspondence f ->
is_function f = (forall x, inc x (source f) ->
exists_unique (fun y => related (graph f) x y)).

All properties of 7 give a corresponding one for #'. All lemmas listed here are trivial.
Let f = (G,A,B) be a function. If x € A then (x,#x) € G, #yx € range(G) and #yx € B. If
y e range(G), there exists x such that y = Wex. If ze Gthen z = (pr; 2, Wfprlz), pryz= Wfprlz,
and pryz € A. If (x,y) € Gthen y = #fx, x € Aand y € B. Finally, if X © A then y € f(X) if and
only if there is x € X such that y = #7x.

Definition W x £ := V x (graph f).

Lemma W_pr3: forall f x,
is_function f-> inc x (source f) -> inc (J x (W x £)) (graph f).
Lemma inc_W_range_graph:forall f x, is_function f -> inc x (source f)
-> inc (W x f) (range (graph f)).
Lemma inc_W_target: forall f x, is_function f -> inc x (source f)
-> inc (W x f) (target f).
Lemma range_inc_rw: forall f y, is_function f ->
inc y (range (graph f)) = exists x:E, (inc x (source f) & y = W x f).
Lemma in_graph_W: forall f x,
is_function f -> inc x (graph f) > x = (J (P x) (W (P x) £)).
Lemma W_pr2: forall f x, is_function f ->
inc x (graph f) > Q x =W (P x) f.
Lemma inc_prlgraph_sourcel:forall f x, is_function f ->
inc x (graph f) -> inc (P x) (source f).
Lemma W_pr: forall f x y, is_function f —>
inc (J x y) (graph f) > W x f = y.
Lemma inc_pr2graph_target: forall f x y, is_function f —->
inc (J x y) (graph f) -> inc y (target f).
Lemma inc_pr2graph_targetl:forall f x, is_function f ->
inc x (graph f) -> inc (Q x) (target f).
Lemma inc_prlgraph_sourcel:forall f x, is_function f ->
inc x (graph f) -> inc (P x) (source f).
Lemma W_image: forall f x y, is_function f -> sub x (source f) ->
(inc y (image_by_fun f x) = exists u, incux & Wu f = y).
Lemma image_of_fun_pr: forall f, image_of_fun f = image_by_fun f (source f).
Lemma sub_image_target:
forall f, is_function f -> sub (image_of_fun f) (target f).
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Lemma sub_image_targetl: forall g x, is_function g —>
sub (image_by_fun g x) (target g).

Two functions having same source, same target and same evaluation function are the
same. Two functions having same graph and target are the same.

Lemma function_exten3: forall f g,
is_function f -> is_function g -> graph f = graph g ->
target f = target g -> source f = source g ->
f=g.

Lemma function_exten: forall f g,
is_function f -> is_function g -> source f = source g —>
target f = target g -> (forall x, inc x (source f) > Wx f =W x g)
> f=g.

Lemma function_extenl: forall f g,
is_function f -> is_function g -> graph f = graph g ->
target £ = target g —>
f=g.

The first lemma says f({x}) = {f(x)}. Remember that the LHS is the set of all y related to
x by the function; we claim that there is exactly one such element, and is chosen by the W
function. We have f_1 (B\X) =A\ f‘1 (X) if it is a function from A to B.

Lemma image_singleton: forall f x,
is_function f -> inc x (source f) ->
image_by_fun f (singleton x) = singleton (W x f).

Lemma inv_image_complement: forall g x,
is_function g —>
inv_image_by_fun g (complement (target g) x) =
complement (source g) (inv_image_by_fun g x).

¢ Let h be a mapping (for instance x — x + 1) and A a set (for instance the set of odd inte-
gers). We can associate a graph, namely £ h. If Bis another set, we can consider the function
Zaph from A to B whose graph is £ah, provided that x € A implies i(x) € B (in the example,
B must contain the even integers); this condition will be denoted by transf_axiom (see Sec-
tion[4.6). Assume now that f maps type A into type B, its composition & with 2 is a mapping
that satisfies: x € A implies h(x) € B. The quantity Z£a.gh will be denoted by Z f. In the Coq
source, this is acreate. We shall see in a moment that f can be obtained from g = £ f by the
formula f = .#x.pg. Lemma W_acreate says that the following diagram (left part) commutes.

=M. M.

A S g B A A8 B (a/b create)
W-2f _ —2f .

E—————=FE R_inc ————— W_mapping

Lemma prop_acreate: forall (A B:Set) (f:A->B) x,

inc x (graph (acreate f)) = exists u:A, J(Ro w)(Ro (f w)) = x.
Lemma acreate_function : forall (A B:Set) (f:A->B), is_function(acreate f).
Lemma acreate_W : forall (A B:Set) (f:A->B) (x:4),

W (Ro x) (acreate f) = Ro (f x).
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Given a function g, with source A and target B, we can use the inverse function 28 of % to
getamap f from type A to type B. We shall denote it by .4 g or .#x.z5g. We have Z f = g. The
notation ./ g is a shorthand for .#source(g);target(g)§- If A = source(g) and B = target(g) but if
equality is not identity then .# g and .#s,pg are objects of different type, and are not equal
in Coq. In particular, if & is a mapping of type A — B, and if g = £h, then .# g is a function
A’ — B/, where A’ is source(g) and not A, so that .# £ h is not equal to h.

We create here ./ f. The expression R_inc x is a proof of x € source(f). The expression
inc_W._target shows w € B, where B is the target of f and w the value of f. Evaluating %
yields an object of type B, whose evaluation £ is w. This is summarized by the first lemma.
The second one says Z.#4 f = f. Remember that in order to use .4 f one needs a proof H
that f is a function, and f is implicit, since it can be deduced from H.

Definition bcreatel f (H:is_function f) :=
fun x:source f => Bo (inc_W_target H (R_inc x)).

Lemma prop_bcreatel: forall f (H:is_function f) (x:source f),
Ro(bcreatel H x) = W (Ro x) f.

Lemma bcreate_invil: forall f (H:is_function f),
acreate (bcreatel H) = f.

We create here .4, g. It depends on three assumptions, g is a function, a is the source
and b is the target. See diagram (a/b create) above, right part. If x : g, and y = Zx, the
assertion R_inc x says y € a, and applying 28 to the assertion gives y. Let w = #gx. The
W_mapping lemma says (because of our three assumptions) that w € b. If we apply 28, we
get some element of type b, which is ./, g(x).

We have £ #apg = g and M L f = f. Note: the proof of the lemma is very short. It
uses the arrow_extensionality axiom, so that we show in fact f’(a) = f(a) for all a of type A. Tt
uses the R_inj axiom, so that we prove Z f'(a) = Z f (a). Using prop_back2 the lhs is the value
on Za of £ f, which is the rhs thanks to W_acreate. The last lemma says that 4 f = x5 f
for some obvious A and B.

Lemma W_mapping: forall f A B (Ha:source f =A) (Hb:target f =B) x,
is_function f -> inc x A -> inc (W x f) B.

Lemma acreate_source: forall (A B:Set) (f:A->B), source (acreate f)= A.

Lemma acreate_target: forall (A B:Set) (f:A->B), target (acreate f)= B.

Definition bcreate £ A B
(H:is_function f)(Ha:source f =A) (Hb:target f =B):=
fun x:A => Bo (W_mapping Ha Hb H (R_inc x)).

Lemma prop_bcreate2: forall f A B
(H:is_function f) (Ha:source f =A) (Hb:target f=B) (x:4),
Ro(bcreate H Ha Hb x) = W (Ro x) f.

Lemma bcreate_inv2: forall f A B

(H:is_function f) (Ha:source f=A) (Hb:target f=B),
acreate (bcreate H Ha Hb) = f.

Lemma bcreate_inv3: forall (A B:Set) (f:A->B),
bcreate (acreate_function f) (acreate_source f)(acreate_target f) = f.
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Lemma bcreate_eq: forall f (H:is_function f),
bcreatel H = bcreate H (refl_equal (source f)) (refl_equal (target f)).

Let’s consider some examples of functions. The empty function is the only function from
the empty set to itself; its graph is empty. Note that if the graph is empty, so is the sourceE]

Definition empty_functionC : emptyset -> emptyset := fun x => x.
Definition empty_function:= acreate empty_functionC.

Lemma empty_function_function: is_function empty_function.

Lemma empty_function_graph: graph empty_function = emptyset.

Lemma special_empty_function: forall f, is_function f ->
graph f = emptyset -> source f = emptyset.

Lemma empty_function_prop:
bcreate empty_function_function (acreate_source empty_functionC)
(acreate_target empty_functionC)
= empty_functionC.

¢ We have already met the identity function. The properties shown here are trivial.

Lemma identity_function: forall x,
is_function (identity x).

Lemma identity_W: forall x y,
inc y x -> W y (identity x) = y.

We define identityC a to be the identity on a as a Coq function. By default, the argument
a is implicit; we make it explicit.

Definition identityC (a:Set): a->a := fun x => x.
Implicit Arguments identityC [].

Lemma w_identity: forall a x, identityC a x = x.

Lemma identity_prop: forall a, acreate (identityC a) = identity a.

Lemma identity_prop2: forall a,
bcreate (identity_function a) (identity_source a) (identity_target a) =
identityC a.

§ Ifae xand b € x imply a = b, we say that x is a small set. It is either empty or has a single
element. We say that a function is constant if it takes at most one value; in other words that
the range is a small set (if the source is not empty, the range is nonempty).

The constant function Cy,a maps b of type x to a of type y; for this reason, arguments
x and y are implicit. The Bourbaki function I' = (x x {a}, x, y) needs the assumption a € y.
Hence a and y are implicit. We make all parameters explicit.

Definition small_set x :=
forall u v, inc u x -> inc v x -> u = v.

Definition is_constant_function f :=
(is_function f ) &

3Some trivial results, such as: “the source of the empty function is the empty set”, have been removed in V3
since they are consequence of the simpl tactic. These lemmas can be found in the last chapter. In version 4, this
cannot be applied any more, since the source of a function is now pr; opr,
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(forall x x’, inc x (source f) -> inc x’ (source f) > Wx f =W x’ f).

Definition constant_functionC x y (a:y) := fun _:x => a.

Implicit Arguments constant_functionC [].

Definition constant_function (x y a:Set) (H:inc a y) :=
acreate (constant_functionC x y (Bo H)).

Implicit Arguments constant_function [].

These are the basic properties of constant functions.

Lemma constant_source: forall x y a (H:inc a y),
source (constant_function x y a H) = x.
Lemma constant_target: forall x y a (H:inc a y),
target (constant_function x y a H) = y.
Lemma constant_graph: forall x y a (H:inc a y),
graph (constant_function x y a H) = product x (singleton a).
Lemma constant_function_fun: forall x y a (H: inc a y),
is_function(constant_function x y a H).
Lemma constant_W: forall x y a (H:inc a y) b,
inc b x -> W b (constant_function x y a H) = a.
Lemma w_constant_functionC: forall x y (a:y) (z:x),
constant_functionC x y a z = a.

We give now the link between constant functions, and the property of being constant.
Every constant function is of the form Cya for some a if x is not empty. In the case of a
Bourbaki function, instead of saying “there exists a € y” we say “there exists a of type y” from
which we deduce an element and the proof thatitisin y.

Lemma constant_function_pr: forall f,
is_function f -> (is_constant_function f =
small_set (range (graph f))).
Lemma constant_constant_fun: forall x y a (H: inc a y),
is_constant_function(constant_function x y a H).
Lemma constant_fun_constantC: forall x y a,
is_constant_functionC (constant_functionC x y a).
Lemma constant_function_prop2: forall (x y:Set) (a:y),
bcreate (constant_function_fun x (R_inc a)) (constant_source x (R_inc a))
(constant_target x (R_inc a)) = constant_functionC x y a.
Lemma constant_fun_prC: forall x y (f:x->y)(b:x), is_constant_functionC f ->
exists a:y, f= constant_functionC x y a.
Lemma nonempty_target: forall f,
nonempty(graph f) -> inc (rep (target f)) (target f).
Lemma constant_fun_pr: forall f (H:nonempty(graph f)),
is_constant_function f ->
exists a: target f,
f= constant_function (source f) (target f) (Ro a) (R_inc a).

4.5 Restrictions and extensions of functions

The restriction of a function f to a set x can be defined in different ways, for instance as
the composition with the inclusion map from x to the source of f. This is the definition we
shall use for Coq functions. In Bourbaki, composition is defined for correspondences, and
the case of functions is studied later, in Section 4.7
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We define here the composition of two Coq functions; associativity is trivial, it suffices to
unfold the definitions. Identity is a unit; this relies on the fact that f is equal to the function
that maps u to f(u).

Definition composeC a b ¢ (g:b->c) (f: a->b):= fun x:a => g (f x).

Lemma compositionC_associative: forall a b ¢ d (f: ¢c->d)(g:b->c) (h:a->b),
composeC (composeC f g) h = composeC f (composeC g h).

Lemma compose_id_leftC: forall (a b:Set) (f:a->b),
composeC (identityC b) f = f.

Lemma compose_id_rightC: forall (a b:Set) (f:a->b),
composeC f (identityC a) =

IX;J’ . .
X——->sY (inclusion)

= _ o]

R_inc —= H _sub

We now define the inclusion I,. See diagram (inclusion) which is an instance of (a/b
create). If x and y are two sets, H is the assumption x c y, if u is of type x, then R_inc u says
that Zu € x. Applying H gives Zu € y, denoted by H_sub on the diagram, and using 98 yields
an object of type y. The important property is Za = %(Ixy(a)). From the injectivity of %
we deduce Iy = Iy and Iy, oIy, = I, (Where sub_refl says x c x and sub_trans expresses the
transitivity of inclusion, in other words, it says that if I,,; oIy, is defined so is I;;).

Definition inclusionC x y (H: sub x y):=
fun u:x => Bo (H (Ro u) (R_inc u)).

Lemma inclusionC_pr: forall x y (H: sub x y) (a:x),
Ro(inclusionC H a) = Ro a.

Lemma inclusionC_identity: forall x,
inclusionC (sub_refl (x:=x)) = identityC x.

Lemma inclusionC_compose: forall x y z (Ha:sub x y) (Hb: sub y 2z),
composeC (inclusionC Hb) (inclusionC Ha) = inclusionC (sub_trans Ha Hb).

We say that two functions agree on a set x if this set is a subset of the sources, and if the
functions take the same value on x. Consider two functions (G,A, B) and (G',A’,B). If A=A’
and G = G/, the functions agree on A. Conversely, the property “A < A’ and the functions
agree on A” is the same as G < G'. Thus if A = A’ we have G = G'. If moreover B = B, the
functions are the same.

(restriction/agree)

—

—

V \
“\Afﬂ/

In the case of Coq functions, f:A— B and f': A" — B’ agree on X if the diagram (restric-
tion/agree) commutes.
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Definition agrees_on x f f’
(sub x (source f)) & (sub x (source f’)) &
(forall a, incax >Waf=Wa f’).

Definition restrictionC (x a b:Set) (f:a->b) (H:

composeC f (inclusionC H).
Definition agreeC (x a a’ b b’:Set) (f:a->b) (f’:a’-> b’)
(Ha: sub x a)(Hb: sub x a’) :=

forall u:x, Ro(restrictionC f Ha u) = Ro(restrictionC f’ Hb u).

Lemma same_graph_agrees: forall f f’,
is_function f -> is_function f’ -> graph f
agrees_on (source f) f f’.

Lemma function_exten2: forall f f’,
is_function f -> is_function f’ ->

(f =f’)= ((source f =source f’) & (target f

(agrees_on (source f) f f’)).

Lemma sub_function: forall f g,
is_function f -> is_function g ->
(sub (graph f) (graph g)) = (agrees_on (source f) f g).

sub x a) :=

graph f’ ->

target f’) &

¥ We consider here the restriction of a function to a subset of its domain. We need some
lemmas in order to define it. We have two possibilities: the target of the new function can be
either the target of the old function, or the range.

Definition restriction f x :=

corresp x (target f) (restr (graph f) x).
Definition restrictionl f x :=

corresp x (image_by_fun f x) (restr (graph f) x).

Lemma restr_domain2: forall f x,
is_function f-> sub x (source f) ->
domain (restr (graph f) x) = x.
Lemma restr_range: forall f x,
is_function f-> sub x (source f) ->
sub (range (restr (graph f) x)) (target f).

Lemma restriction_function: forall f x,

is_function f -> sub x (source f) ->
is_function (restriction f x).

Lemma restrictionl_function: forall f x,
is_function f -> sub x (source f) ->
is_function (restrictionl f x).

Lemma restriction_W: forall f x a,
is_function f -> sub x (source f) ->

inc a x >

W a (restriction f x) =W a f.

Lemma restrictionl W: forall f x a,
is_function f -> sub x (source f) ->

inc a x ->

W a (restrictionl f x) =W a f.

We say that g = (G, C,D) extends f = (EA,B) if Fc G and B < D. This implies A c C. Both
functions agree on A. In the case of Coq functions, there is no notion of graph, hence: for
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every f and g such that the source of f is a subset of the source of g, we say that g extends f
if the target of f is a subset of the target of g, and if the functions agree on the source of f.

Definition extends g f :=
(is_function f) & (is_function g) & (sub (graph f) (graph g))
& (sub (target f) (target g)).

Definition extendsC (a b a’ b’:Set) (g:a’->b’) (f:a->b)(H: sub a a’) :=
sub b b’ & agreeC g £ H (sub_refl (x:=a)).

Lemma source_extends: forall f g,
extends g £ -> sub (source f) (source g).

Lemma W_extends: forall f g x,
extends g f -> inc x (source f) > Wx f =W x g.

Lemma extendsC_pr : forall (a b a’ b’:Set) (g:a’->b’)(f:a->b)(H: sub a a’),
extendsC g £ H -> forall x:a, Ro (f x) = Ro(g (inclusionC H x)).

If f is a function, X a subset of its source, then f extends its restriction to X. If f and
g are two functions with the same target, that agree on X, their restrictions to X are equal.
The same is true for Coq functions. Bourbaki notes that the graph of the restriction is the
intersection with the product of X and the target (but he cannot prove this statement, since
intersection is not yet defined).

Lemma function_extends_restr: forall f x,
is_function f -> sub x (source f) ->
extends f (restriction f x).
Lemma function_extends_restC: forall (x a b:Set) (f:a->b)(H:sub x a),
extendsC f (restrictionC f H) H.
Lemma agrees_samel: forall f g x, agrees_on x f g -> sub x (source f).
Lemma agrees_same2: forall f g x, agrees_on x f g -> sub x (source g).
Lemma agrees_same_restriction: forall f g x,
is_function f -> is_function g -> agrees_on x f g ->
target £ = target g —>
restriction f x = restriction g x.
Lemma agrees_same_restrictionC: forall (a a’ b x:Set) (f:a->b)(g:a’->b)
(Ha: sub x a)(Hb: sub x a’),
agreeC f g Ha Hb -> restrictionC f Ha = restrictionC g Hb.
Lemma restriction_graphl: forall f x,
is_function f -> sub x (source f) ->
graph (restriction_function f x) =
intersection2 (graph f) (product x (target f)).
Lemma restriction_recobvers: forall f x,
is_function f -> sub x (source f) ->
restriction_function f x = create x (target f)
(intersection2 (graph f) (product x (target £))).

¢ Given a function f = (G, A, B) and two sets X and Y, we can consider (Gn (X x B),X,Y). This
is a function if X € A, Y < B and the image of X by f is a subset of Y (a name is given to this
condition). The function agrees with f on X. If f is the extension of some function g, then g
is the restriction of f to its source and target.

Definition restriction2 f x y :=
corresp x y (intersection2 (graph f) (product x (target f))).
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Definition restriction2_axioms f x y :=
is_function f &
sub x (source f) & sub y (target f) & sub (image_by_fun f x) y.

Lemma restriction2_graph: forall f x y,
sub (graph (restriction2 f x y)) (graph f).
Lemma inc_graph_restriction2: forall f x y a b,
(inc (J a b) (graph (restriction2 f x y))) =
(inc (J a b) (graph f) & inc a x & inc b (target £f)).
Lemma restriction2_props: forall f x vy,
restriction2_axioms f x y —>
domain (intersection2 (graph f) (product x (target f))) = x.
Lemma restriction2_function: forall £ x vy,
restriction2_axioms f x y —>
is_function (restriction2 f x y). (x 19 x)
Lemma restriction2_W: forall f x y a,
restriction2_axioms f x y ->
inc a x -> W a (restriction2 f x y) =W a f.
Lemma function_rest_of_prolongation: forall f g,
extends g £ -> f = restriction2 g (source f) (target f).

(restriction2C)

—
=
U

i

In the case of Coq functions, we start with a function f : a — b, with the assumptions c c a
and d c b. The restriction R4 f is the one that makes diagram (restriction2C) commute. In
order for it to exist, each y in the image of the lhs must be convertible to type d, i.e. Zy € d.

Definition restriction2C (a a’ b b’:Set) (f:a->b)(Ha:sub a’ a)
(H: forall u:a’, inc (Ro (f (inclusionC Ha u))) b’) :=
fun u=> Bo (H u).
Lemma restriction2C_pr: forall (a a’ b b’:Set) (f:a->b)(Ha:sub a’ a)
(H: forall u:a’, inc (Ro (f (inclusionC Ha u))) b’) (x:a’),
Ro (restriction2C f Ha H x) = W (Ro x) (acreate f).
Lemma restriction2C_prl: forall (a a’ b b’:Set) (f:a->b)
(Ha:sub a’ a) (Hb:sub b’ b)
(H: forall u:a’, inc (Ro (f (inclusionC Ha u))) b’),
composeC f (inclusionC Ha) = composeC (inclusionC Hb) (restriction2C f Ha H).

4.6 Definition of a function by means of a term

In Bourbaki [2, p. 83], Criterion C54 says that if A and T are two terms, x and y are two
distinct letters, xis not in 4, y is neither in T nor in A4, then the relation x€ Aand y = T admits
a graph F, which is functional, and F(x) = T. If Cis a set which contains the set B of objects
of the form T for x € A (where y does not appear in C), the function (F, A4, C) is also denoted
by the notation x — T (x € A, T € C), where the terms in parentheses may be omitted. It can
also be written as (T)xeca. In what follows, we shall use x — T to denote the function that
associates T to x, and x — T to mean a function from the set (or type) x to the set (or type) T.
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The non-trivial point is the existence of the set B, since F is then a subset of A x B. The
range of F is B, so that (F, A, C) is a function when B c C. In these definitions, y is just an
auxiliary letter (because it neither appears in A, B, T nor F). On the other hand, x may appear
in T, it does not appear in A, B, nor F.

If we have an object f : E — E, and consider T = f(x) then F = £ f. The second claim of
the criterion, namely F(x) = T, is just ¥ (x, Za f) = f(x) (see Section[3.I). The function (E A, C)
will be denoted by BL fA C, or Za.cf. The following lemmas are obvious from the definitions
of £ and Za.c. In version 4, the prefix af has been replaced by bl .

Definition BL f a b :=
corresp a b (L a f).

Lemma bl_source : forall f a b, source (BL f a b)
Lemma bl_target : forall f a b, target (BL f a b)
Lemma bl_graphl: forall f a b c,

inc ¢ (graph (BL f a b)) -> c =J (P c) (f (P c)).
Lemma bl_graph2: forall f a b c,

inc ¢ a -> inc (J ¢ (f c¢)) (graph (BL f a b)).
Lemma bl_graph3: forall f a b c,

inc ¢ (graph (BL f a b)) -> inc (P c¢) a.
Lemma bl_graph4: forall f a b c,

inc ¢ (graph (BL f a b)) > f (P c) = (Q ¢).

(]
T

The expression Za;pf is a function if f maps A into B. If x € A, the value at x is f(x).
By extensionality, if f is a function with source A, target B, and evaluation function #%, then
LapWr=f.

Definition transf_axioms f a b :=
forall ¢, inc ¢ a -> inc (f c) b.

Lemma bl _function: forall f a b,
transf_axioms f a b -> is_function (BL f a b).

Lemma bl _W: forall f a b c,
transf_axioms f a b ->
inc ca->Wec (BL f ab) =f c.
Lemma bl_recovers: forall f,
is_function f -> BL (fun z => W z f) (source f) (target f) = f.

We consider here an example of a function defined by a term, the first and second pro-
jection, denoted pr; and pr,, on the range and targetﬂ

Definition first_proj g := BL P g (domain g).
Definition second_proj g := BL Q g (range g).

Lemma first_proj_W: forall g x,
inc x g -> W x (first_proj g) = P x.
Lemma second_proj_W: forall g x,
inc x g -> W x (second_proj g) = Q x.
Lemma first_proj_function:forall g, is_function (first_proj g).
Lemma second_proj_function :forall g, is_function (second_proj g).

“4In Version 3, we assumed g to be a graph, this is not needed
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4.7 Composition of two functions. Inverse function
a%’(gof)
/"—\ .
A Z7 B 73 C (composition)
E \f:f’/> E
gof

We say that f = (EA,B) and g = (G, B, C) are composable if they are functions and if they
are composable as correspondences. Their graphs are fcomposable. Proposition 6 [2} p. 84]
says that the composition is a function. The evaluation function is the composition of the
evaluation functions. We have Z(go f) = (£g) o (Z f). In other words, the two definitions of

composition (for Bourbaki and Coq functions) are really the same.

Definition composable g f :=
is_function g & is_function f & source g = target f.

Lemma composable_pr: forall f g, composable g £ ->
fcomposable (graph g) (graph f).
Lemma composable_prl: forall f g, composable g f ->
graph (compose g f) = fcompose (graph g) (graph f).
Lemma compose_domain:forall g f,
composable g f->
domain (graph(compose g f)) = domain (graph f).

Lemma compose_source: forall f g, source (compose g f) = source f.
target g.

Lemma compose_target: forall f g, target (compose g f)

Theorem compose_function: forall g f, composable g f
-> is_function (compose g f).

Lemma compose_W: forall g f x, composable g £ —>
inc x (source f) -> W x (compose g f) =W (W x f) g.

Lemma composable_acreate:forall (a b c:Set) (f: a-> b)(g: b->c),

composable (acreate g) (acreate f).
Lemma compose_acreate:forall (a b c:Set) (g: b->c)(f: a-> b),
compose (acreate g) (acreate f) = acreate(composeC g f).

Composition is associative, and identity is a unit.

Lemma compose_assoc: forall f g h,

composable f g -> composable g h —>

compose (compose f g) h = compose f (compose g h).
Lemma compose_id_left: forall m,

is_function m-> compose (identity (target m)) m = m.
Lemma compose_id_right: forall m,

is_function m-> compose m (identity (source m)) = m.

We say that f is injectiveif it is a function such that f(x) = f(y) implies x = y. We say that
f is surjective if the range of its graph is the target. The phrase “ f is a mapping of A onto B” is
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sometimes used by Bourbaki as a shorthand of “f is surjective, its source is A, and its target is
B”. We say that f is bijective if it satisfies both properties. We list here some trivial properties.
Note that two surjective functions with the same source and evaluation functions have the
same graph, thus the same target, thus are equal.

Definition injective f:=
is_function f &
(forall (x y), inc x (source f) -> inc y (source f) ->
Wxf=Wyf->x=y).

Definition surjective f :=
is_function f & image_of_fun f = target f.

Definition bijective f :=
injective f & surjective f.

Definition equipotent x y :=

exists z, bijective z & source z = x & target z = y.

Lemma inj_is_function: forall f, injective f -> is_function f.
Lemma surj_is_function: forall f, surjective f-> is_function f.
Lemma bij_is_function: forall f, bijective f-> is_function f.

Lemma injective_pr: forall f x x’ vy,

injective f -> related (graph f) x y -> related (graph f) x’ y -> x = x’
Lemma injective_pr3: forall f x x’ vy,
injective f -> inc (J x y) (graph f) -> inc (J x’ y) (graph f) -> x = x’

Lemma injective_pr_bis: forall f,
is_function f ->
(forall x x’ y, related (graph f) x y -> related (graph f) x’ y -> x = x’)
-> injective f.
Lemma surjective_pr: forall f y,
surjective £ -> inc y (target f) ->
exists x, inc x (source f) & related (graph f) x y .
Lemma surjective_pr2: forall f y,
surjective f -> inc y (target f) -> exists x, inc x (source f) & Wx f = y.
Lemma surjective_pr3: forall f,
surjective f -> range (graph f) = target f.
Lemma surjective_pré4: forall f,
is_function f-> range (graph f) = target f -> surjective f.
Lemma surjective_prb: forall f,
is_function f -> (forall y, inc y (target f) ->
exists x, inc x (source f) & related (graph f) x y) -> surjective f.
Lemma surjective_pr6: forall f,
is_function f-> (forall y, inc y (target f) ->
exists x, inc x (source f) & W x f = y) -> surjective f.
Lemma bl_injective: forall f a b, transf_axioms f a b ->
(forall uv, incua>incva->fu=fv->u=v) —>
injective (BL f a b).
Lemma bl_surjective: forall f a b, transf_axioms f a b ->
(forall y, inc y b -> exists x, inc x a & £ x = y) —>
surjective (BL f a b).
Lemma bl_bijective: forall f a b, transf_axioms f a b ->
(forall u v, incua->incva->fu=fv->u=v) —>
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(forall y, inc y b -> exists x, inc x a & £ x = y) —>
bijective (BL f a b).
Lemma bijective_pr: forall f y,
bijective f -> inc y (target f) ->
exists_unique (fun x=> inc x (source f) & Wx f = y).

Lemma function_exten4: forall f g, source f = source g ->
surjective f -> surjective g —>
(forall x, inc x (source f) > Wx f=Wxg) ->f =g.

Let’s consider the case of Coq functions. We do not need as many lemmas, because they
are trivialities. Functors acreate and bcreate map bijections to bijections. We say that two
sets are equipotent if there is a bijection between them. Which definition of bijection used is
irrelevant.

Definition injectiveC (a b:Set) (f:a->b) := forallu v, fu=1£f v -> u =v.
Definition surjectiveC (a b:Set) (f:a->b) := forall u, exists v, f v = u.
Definition bijectiveC (a b:Set) (f:a->b) := injectiveC f & surjectiveC f.

Lemma bijectiveC_pr: forall (a b:Set) (f:a->b) (y:b),
bijectiveC f -> exists_unique (fun x:a=> f x = y).

Lemma bcreate_injective: forall f a b
(H:is_function f) (Ha:source f =a)(Hb:target f =b),
injective f -> injectiveC (bcreate H Ha Hb).

Lemma bcreate_surjective: forall f a b
(H:is_function f) (Ha:source f =a)(Hb:target f =b),
surjective f -> surjectiveC (bcreate H Ha Hb).

Lemma bcreate_bijective: forall f a b
(H:is_function f)(Ha:source f =a) (Hb:target f =b),
bijective f -> bijectiveC (bcreate H Ha Hb).

Lemma bcreatel_injective: forall f (H:is_function f),
injective f -> injectiveC (bcreatel H).

Lemma bcreatel_surjective: forall f (H:is_function f),
surjective f -> surjectiveC (bcreatel H).

Lemma bcreatel_bijective: forall f (H:is_function f),
bijective f -> bijectiveC (bcreatel H).

Lemma acreate_injective: forall (a b:Set) (f:a->b),
injectiveC f -> injective (acreate f).
Lemma acreate_surjective: forall (a b:Set) (f:a->b),
surjectiveC f -> surjective (acreate f).
Lemma acreate_bijective: forall (a b:Set) (f:a->b),
bijectiveC f -> bijective (acreate f).
Lemma equipotentC: forall x y, equipotent x y = exists f:x->y, bijectiveC f.

The identity function is bijective; the restriction of a function f to X and Y is injective if
f is injective; it is surjective if for instance X is the source and Y the range. It is surjective if
Y = f(X).

Lemma identity_bijective: forall x,
bijective (identity x).
Lemma identityC_bijective: forall x,
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bijectiveC (identityC x).

Lemma restriction2_injective: forall f x y,
injective f -> restriction2_axioms f x y
-> injective (restriction2 f x y).

Lemma restriction2_surjective: forall f x y,
restriction2_axioms f x y —>
source f = x -> image_of_fun f =y ->
surjective (restriction2 f x y).

Lemma restrictionl_surjective: forall f x,
is_function f -> sub x (source f) ->
surjective (restrictionl f x).

Lemma restrictionl_bijective: forall f x,
injective f -> sub x (source f) ->
bijective (restrictionl f x).

{ Given a correspondence f and a pair (x, y), we can extend [ as f’ by imposing f'(x) = y;
this is a correspondence, it is a function if x is not in the source of f. This extension is unique
if we merely add x to the source, y to the target and (x, y) to the graph. The extension is a

surjective function if f is surjective.

Definition tack_on_f f x y:=
corresp (tack_on (source f) x)

(tack_on (target f) y) (tack_on (graph f) (J x y)).

Lemma tack_on_corresp: forall £ x y,

is_correspondence f -> is_correspondence (tack_on_f f x y).

Lemma tack_on_function: forall £ x y,

is_function f -> ~(inc x (source f)) -> is_function (tack_on_f f x y).

Lemma tack_on_W_in: forall f x y u,

is_function f -> ~(inc x (source f)) -> inc u (source f) —->

Wu (tack_on_f f x y) = Wu f.
Lemma tack_on_W_out: forall £ x y,

is_function f -> ~(inc x (source f)) -> W x (tack_on_f f x y) = y.

Lemma tack_on_V_out: forall £ x y,
fgraph £ -> ~ (inc x (domain f)) ->
V x (tack_on £ (J xy)) =y.

Lemma tack_on_V_in: forall f x y u,

fgraph £ -> ~ (inc x (domain f)) -> inc u (domain f) ->

Vu (tack_on f (Jxy)) =Vuf.

Lemma tack_on_surjective: forall f x y,

surjective f -> ~(inc x (source f)) -> surjective (tack_on_f f x y).

Lemma tack_on_f_injective: forall x f g a b,
is_function f -> is_function g -> target f

Lemma tack_on_g_injective: forall x f g a b,
fgraph f -> fgraph g ->

domain f = domain g -> ~ (inc x (domain f)) ->
(tack_on f (J x a) = tack_.on g (Jx b)) ->f =g.

Lemma restr_tack_on: forall f x a,
fgraph £ -> ~ (inc x (domain f)) ->

target g ->
source f = source g -> ~ (inc x (source f)) ->
(tack_on_f f x a = tack_on_f gx b) ->f =g.
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restr (tack_on f (J x a)) (domain f) = f.

Lemma tack_on_restr: forall f x E, fgraph f -> ~ (inc x E) —->
domain f = tack_on E x->
tack_on (restr f E) (J x (Vx f)) = f.

¢ The canonical injection of A into B is the identity of B restricted to A. In other terms, if Ac B
it is the function with source A, target B, whose evaluation function is x — x. It is injective
with range A. Its Coq equivalent has been introduced page[52]

Definition canonical_injection a b :=
corresp a b (identity_g a).
Lemma ci_function: forall a b, sub a b ->
is_function (canonical_injection a b).
Lemma ci_W: forall a b x,
sub a b -> inc x a -> W x (canonical_injection a b) = x.
Lemma ci_injective: forall a b,
sub a b -> injective (canonical_injection a b).
Lemma ci_range: forall a b, sub a b ->
range (graph (canonical_injection a b)) = a.

¢ The diagonal application is the function from X to X x X that maps x to (x,x). Itis an
injection into the diagonal of X.

Definition diagonal_application a :=

BL (fun x=> J x x) a (product a a).
Lemma graph_diag_app: forall a x,

inc x (graph (diagonal_application a)) =

(is_pair x & inc (P x) a & Q x=J (P x) (P x)).
Lemma diag_app_function: forall a, is_function (diagonal_application a).
Lemma diag_app_injective: forall a, injective (diagonal_application a).
Lemma diag_app_W:forall a x,

inc x a -> W x (diagonal_application a) = J x x.
Lemma diag_app_range: forall a,

range (graph (diagonal_application a)) = diagonal a.

¢ Both projections pr; and pr, are surjective by construction (note that g is not required to
be a graph).

The first projection on G is injective if only if G is a functional graph.

Lemma second_proj_surjective: forall g,
surjective (second_proj g).
Lemma first_proj_surjective: forall g ,
surjective (first_proj g).
Lemma injective_first_proj: forall g,
is_graph g -> (injective (first_proj g) = functional_graph g).

¢ If G is a graph, the map (x, y) — (y,x) maps G onto G~! (as noted when we defined the
inverse graph). From this, we get a bijective function. Bourbaki considers the following func-
tion: we fix a, and map x to (x, a). This is a bijection between X and the product X x {b}. This
could be restated as: X is equipotent to X x Y when Y is a singleton.

Definition inv_graph_canon g :=
BL (fun x=> J (Q x) (P x)) g (inverse_graph g).
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Lemma inv_graph_canon_W: forall g x,

is_graph g ->inc x g -> W x (inv_graph_canon g) = J (Q x) (P x).
Lemma inv_graph_canon_function: forall g,

is_graph g -> is_function (inv_graph_canon g).
Lemma inv_graph_canon_bijective: forall g,

is_graph g -> bijective (inv_graph_canon g).

Lemma bourbaki_exb_17: forall a b,
bijective ( BL (fun x=> J x b) a (product a (singleton b))).

Lemma equipotent_aux: forall f a b,
bijective (BL f a b) -> equipotent a b.
Lemma equipotent_prod_singleton:
forall a b, equipotent a (product a (singleton b)).
Lemma restrictionl_pr: forall f,
is_function f -> restriction2 f (source f) (image_by_fun f (source f)) =
restrictionl f (source f).

Proposition 7 [2} p. 85] states that if f is a bijection, then the inverse correspondence f~!
is a function. It also says that if f and f~! are functions then f is a bijection.

Theorem bijective_inv_function: forall f£,
bijective f -> is_function (inverse_fun f).
Theorem inv_function_bijective: forall f,
is_function f -> is_function (inverse_fun f) -> bijective f.

In the case of a Coq function f, its inverse is defined by f‘1 = ./%b;a((xf)_l). We need a
bunch of trivial lemmas in order to use .#. This function satisfies Z(f~!) = (£ f) .

We have f~!(f(x)) = x. By injectivity of %, it suffices to show that Zf~!(f(x)) = Zx.
Using bcreate, it suffices to show that 7//];_1 (Zf(x)) = Zx. Denoting y = Zx and g = f, we
have to show that #,-1(#4(y)) = y. This is a consequence of g 'og =1, relation to be shown
later. But since we know that g and g™! are functions, we can restate this as follows: the pair
(#g(y), y) is in the inverse graph of g, which is the same as: the pair (y, #¢(y)) is in the graph
of g, which is true. From this we deduce f(f~!(f(x))) = f(x), and the surjectivity of f gives

fof™=1

Lemma bijective_inv_aux: forall (a b:Set) (f:a->b),
bijectiveC f -> is_function (inverse_fun (acreate f)).

Lemma bijective_source_aux: forall (a b:Set) (f:a->b),
source (inverse_fun (acreate f)) = b.

Lemma bijective_target_aux: forall (a b:Set) (f:a->b),
target (inverse_fun (acreate f)) = a.

Definition inverseC a b (f:a->b) (H:bijectiveC f): b->a :=
bcreate(bijective_inv_aux H) (bijective_source_aux f)
(bijective_target_aux f).

Lemma inverseC_pra: forall (a b:Set) (f:a->b)(H:bijectiveC f) (x:a),
(inverseC H) (f x) = x.

Lemma inverseC_prb: forall (a b:Set) (f:a->b)(H:bijectiveC f) (x:Db),
f ((inverseC H) x) = x.

Lemma inverseC_prc: forall (a b:Set) (f:a-> b) (H:bijectiveC f),
inverse_fun(acreate f) = acreate(inverseC H).
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Lemma bij_left_inverseC: forall (a b:Set) (f:a->b)(H:bijectiveC f) ,
composeC (inverseC H) f = identityC a.

Lemma bij_right_inverseC: forall (a b:Set) (f:a->b) (H:bijectiveC f) ,
composeC f (inverseC H) = identityC b.

If a function has a left and right inverse, the function is bijective, and its inverse is equal
to these inverses. In fact, if f(g(x)) = x for all x, then f is surjective, since every x is the image
of g(x). If g'(f(y)) = y, applying g’ to f(y) = f(y) gives y = ¥/, hence proves injectivity. Now,
g'(f(g(x) = g'(x) = g(x), this shows that g = g’. We have g’(x) = f~!(x), since x = f(g(x)),
and, by definition, the rhs is g(x). We have already seen that the lhs is this quantity.

We deduce from this that the inverse function of a bijection is a bijection.

Lemma bijective_double_inverseC: forall (a b:Set) (f:a->b) g g’,
composeC g f = identityC a -> composeC f g’ = identityC b ->
bijectiveC f.

Lemma bijective_double_inverseCl: forall (a b:Set) (f:a->b) g g’

(Ha: composeC g f = identityC a)(Hb: composeC f g’ = identityC b),
g = inverseC(bijective_double_inverseC Ha Hb)
& g’ = inverseC(bijective_double_inverseC Ha Hb).

Lemma bijective_inverseC: forall (a b:Set) (f:a->b)(H:bijectiveC f),
bijectiveC (inverseC H).

Lemma inverse_fun_involutiveC:forall (a b:Set) (f:a->b) (H: bijectiveC f),
f = inverseC(bijective_inverseC H).

If f is a bijective, then f~! is also a bijective. The composition in any order is the identity
function. The proofs of these three lemmas are similar: let g = .4, f; then f = £Lg, f~! =
L@, fof=2Lgog™.

Lemma inverse_bij_is_bij:forall f,
bijective f -> bijective (inverse_fun f).

Lemma composable_f_inv:forall f,

bijective f -> composable f (inverse_fun f).
Lemma composable_inv_f: forall f,

bijective f -> composable (inverse_fun f) f.
Lemma bij_right_inverse:forall f,

bijective f -> compose f (inverse_fun f)
Lemma bij_left_inverse:forall f,

bijective f -> compose (inverse_fun f) f

identity (target f).

identity (source f).

Lemma W_inverse: forall f x y,
bijective f -> inc x (target f) ->
(y = W x (inverse_fun f)) -> (x =W y £).
Lemma W_inverse2: forall f x y,
bijective f -> inc y (source f) ->
(x =Wy f)-> (y =W x (inverse_fun f)).
Lemma W_inverse3: forall f x,
bijective f -> inc x (target f) -> inc (W x (inverse_fun f)) (source f).

We apply the results of Coq functions to Bourbaki functions. Note that Bourbaki shows
that the inverse h = f~! is a bijection by noting that its inverse is f, hence is a function and
Proposition 7 [2} p. 85] applies. The relation x = #}y is equivalent to y = #-1x if either x is
in the target of f or y in the source.
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Lemma bijective_inv_aux: forall a b (f:a->b),
bijectiveC f -> is_function (inverse_fun (acreate f)).
Lemma bijective_source_aux: forall a b (f:a->b),
source (inverse_fun (acreate f)) = b.
Lemma bijective_target_aux: forall a b (f:a->b),
target (inverse_fun (acreate f)) = a.

Let f be a function from A to B. We have shown before that x f‘1 (f(x)) if x c A (this s
true for any correspondence). Equality holds if f is injective. We have f(f~1(y)) c yif y c B.
Equality holds if f is surjective.

Lemma sub_inv_im_source:forall f y,
is_function f -> sub y (target f) ->
sub (inv_image_by_graph (graph f) y) (source f).

Lemma direct_inv_im: forall f y,
is_function f -> sub y (target f) ->
sub (image_by_fun f (image_by_fun (inverse_fun f) y)) y.

Lemma direct_inv_im_surjective: forall f y,
surjective f -> sub y (target f) —>
(image_by_fun f (image_by_fun (inverse_fun f) y)) = y.

Lemma inverse_direct_image:forall f x,

is_function f -> sub x (source f) ->

sub x (image_by_fun (inverse_fun f) (image_by_fun f x)).
Qed.

Lemma inverse_direct_image_inj:forall f x,

injective f -> sub x (source f) ->
x = (image_by_fun (inverse_fun f) (image_by_fun f x)).

4.8 Retractions and sections

A *f> B——=A B——>A *f> B (retraction/section)
V \M/
IA IB

A retraction r of f is a right inverse; a section s is a left inverse. This means that r o f and
fosare the identity functions. Assume f is a function from A to B. The definition of r implies
the existence of ro f, i.e. the source of r is B. A consequence is that the target is A. In the same
way, the definition of s implies the existence of f o s, i.e. the target of s is A. A consequence
is that the source is B. In the case of Coq functions, if f has type a — b, its inverse r or s has
type b — a (there is a unique type for r compatible with the relation r o f =1,).

Definition is_left_inverse r f :=
composable r f & compose r f = identity (source f).

Definition is_right_inverse s f :=
composable f s & compose f s = identity (target f).

Definition is_left_inverseC (a b:Set) r (f:a->b) := composeC r f = identityC a.
Definition is_right_inverseC (a b:Set) s (f:a->b):= composeC f s = identityC b.
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Lemma target_left_inverse: forall r f,
is_left_inverse r f -> target r = source f.
Lemma source_right_inverse: forall s f,
is_right_inverse s f -> source s = target f.
Lemma W_right_inverse: forall s f x,
is_right_inverse s f -> inc x (target f) -> W (W x s) f = x.
Lemma W_left_inverse: forall r f x,
is_left_inverse r f -> inc x (source f) > W (W x f) r = x.
Lemma w_right_inverse: forall (a b:Set) s (f:a->b) (x:b),
is_right_inverseC s £ -> f (s x) = x.
Lemma w_left_inverse: forall (a b:Set) r (f:a->b) (x:a),
is_left_inverseC r f -> r (f x) = x.

Proposition 8 [2] p. 86] expresses the next four theorems. Assume that f is a function from
A to B. If for some function s, f o s =Ig then f is surjective; if for some function r, ro f =1
then f is injective. The converse holds; one has to take care that if A = @, every function is
injective, and there is in general no function from B to A (unless B is empty). Hence for the
retraction r to exist, we assume A # @. We start with the easy case.

Lemma inj_if_exists_left_invC: forall (a b:Set) (f:a-> b),
(exists r, is_left_inverseC r f) -> injectiveC f.

Lemma surj_if_exists_right_invC: forall (a b:Set) (f:a->b),
(exists s, is_right_inverseC s f) -> surjectiveC f.

Theorem inj_if_exists_left_inv: forall f,

(exists r, is_left_inverse r f) -> injective f.
Theorem surj_if_exists_right_inv: forall f,

(exists s, is_right_inverse s f) -> surjective f.

¢ Consider a function f: a — b. For x : b we consider “f(y) = x or x is not in the image
of f”, and apply the axiom of choice to select an element y, call it g(x). If x = f(z), sucha y
exists, hence f(g(f(2))) = f(z). If f is injective, we have g(f(z)) = z, and g is a left inverse of
f- Assume f surjective, so that there exists y such that f(y) = x. We use the axiom of choice;
call this h(x). We have f(h(x)) = x, so that h is a right inverse. In order to apply the axiom
of choice, we have to ensure that the type a is non-empty; this is an assumption for the left
inverse, and dynamically checked for the right inverse (for any x, if its type allows it to be an
argument of £, then b is non-empty, and by surjectivity a is non-empty and h(x) exists).

The original code used some auxiliary lemmas, it is shown in section(9.3

Definition left_inverseC (a b:Set) (f: a->b) (H:nonemptyT a)
(v:b) := (chooseT (fun u:a => (~ (exists x:a, £ x=v)) \/ (£ u=v)) H.

Lemma left_inverseC_pr:forall (a b:Set) (f: a->b) (H:nonemptyT a) (u:a),
f(left_inverseC f H (f u)) = f u.

Lemma left_inverse_comp_id: forall (a b:Set) (f:a->b) (H:nonemptyT a),
injectiveC f -> composeC (left_inverseC f H) f = identityC a.

Lemma exists_left_inv_from_injC: forall (a b:Set) (f:a->b),nonemptyT a ->
injectiveC f -> exists r, is_left_inverseC r f.

Definition right_inverseC (a b:Set) (f: a->b) (H:surjectiveC f) (v:b) :=
(chooseT (fun k:a => f k = v)
match H v with | ex_intro x _ => nonemptyT_intro x end).
Lemma right_inverse_pr: forall (a b:Set) (f: a->b) (H:surjectiveC f) (x:b),
f(right_inverseC H x) = x.
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Lemma right_inverse_pr: forall (a b:Set) (f: a->b) (H:surjectiveC f) (x:b),
f(right_inverseC H x) = x.

Lemma right_inverse_comp_id: forall (a b:Set) (f:a-> b) (H:surjectiveC f),
composeC f (right_inverseC H) = identityC b.

Lemma exists_right_inv_from_surjC: forall (a b:Set) (f:a-> b) (H:surjectiveC f),
exists s, is_right_inverseC s f.

Bourbaki shows existence of a left inverse of the function f : A — B by considering the
subset of B x A formed of all pairs (x, y) such that ye Aand y = f(x) or y=eand x e B\ f(A),
where e € A (such an element exists when A is nonempty). This set is a functional graph, and
the function with this graph is an answer to the question.

Theorem exists_left_inv_from_inj: forall f,
injective f ->nonempty (source f) -> exists r:E, is_left_inverse r f.
Theorem exists_right_inv_from_surj: forall f,
surjective f -> exists s:E, is_right_inverse s f.
Theorem exists_left_inv_from_inj_alt: forall f,
injective f -> nonempty (source f) -> exists r, is_left_inverse r f. (* 41 %)
Theorem exists_right_inv_from_surj_alt: forall f,
surjective f -> exists s, is_right_inverse s f. (* 17 *)

¢ Some consequences. If r is a left inverse of f, then f is a right inverse of r, and vice versa.
A left inverse is surjective, a right inverse is injective. If g is both a left inverse and a right
inverse of f, then g is bijective as well as f.

Lemma bijective_from_compose: forall g f,
composable g f -> composable f g -> compose g f = identity (source f)
-> compose f g = identity (source g)
->(bijective f & bijective g & g = inverse_fun f). (* 20 *)

Lemma right_inverse_from_leftC: forall (a b:Set) (r:b->a)(f:a->b),
is_left_inverseC r f -> is_right_inverseC f r.

Lemma left_inverse_from_rightC: forall (a b:Set) (s:b->a)(f:a->b),
is_right_inverseC s f -> is_left_inverseC f s.

Lemma left_inverse_surjectiveC: forall (a b:Set) (r:b->a)(f:a->b),
is_left_inverseC r f -> surjectiveC r.

Lemma right_inverse_injectiveC: forall (a b:Set) (s:b->a)(f:a->b),
is_right_inverseC s f -> injectiveC s.

Lemma section_uniqueC: forall (a b:Set) (f:a->b)(s:b->a)(s’:b->a),
is_right_inverseC s f -> is_right_inverseC s’ f ->
(forall x:a, (exists u:b, x = s u) = (exists u’:b, x =8’ u’)) ->
s =s8’.

Lemma right_inverse_from_left: forall r f,
is_left_inverse r f -> is_right_inverse f r.

Lemma left_inverse_from_right: forall s f,
is_right_inverse s f -> is_left_inverse f s.

Lemma left_inverse_surjective: forall f r,
is_left_inverse r f -> surjective r.

Lemma right_inverse_injective: forall f s,
is_right_inverse s f -> injective s.

Lemma section_unique: forall f s s’,
is_right_inverse s f -> is_right_inverse s’ f ->
range (graph s) = range (graph s’) ->s = s’.
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Theorem 1 in Bourbaki [2} p. 87] comes next. We assume that f and f’ are two compos-
able functions and f” = f'o f. If f and f’ are injective so is f”, if f and f’ are surjective, so
is f”. Hence, if f and f' are bijections, so is f”. If f and f’ have a left inverse, so has f” (it is
the composition of the inverses in reverse order). The same holds for right inverses.

If f” has a left inverse r” then r” o f’ is a right inverse of f, and for” is a left inverse of
f' provided that f is surjective (in which case f is invertible). If f” has a right inverse s” then
fos"is aright inverse of f’ and s” o f’ is a left inverse of f, provided that f’ is injective, in
which case f’ is a bijection.

If /" is injective then f is injective, and for f’ to be injective it suffices that f is surjective;
if f” is surjective then f’ is surjective; and for f to be surjective it suffices that f” is injective.

Lemma composeC_inj: forall (a b c:Set) (f:a->b)(f’:b->c),
injectiveC f-> injectiveC f’ -> injectiveC (composeC £’ f).
Lemma composeC_surj: forall (a b c:Set) (f:a->b) (£’:b->c),
surjectiveC f-> surjectiveC f’ -> surjectiveC (composeC f’ f).
Lemma left_inverse_composeC: forall (a b c:Set)
(f:a->b) (f’:b->c)(r:b->a)(xr’:c->b),
is_left_inverseC r’ f’ -> is_left_inverseC r f ->
is_left_inverseC (composeC r r’) (composeC f’ f).
Lemma right_inverse_composeC: forall (a b c:Set)
(f:a->b) (f’:b->c)(s:b->a)(s’:c->b),
is_right_inverseC s’ f’ -> is_right_inverseC s f ->
is_right_inverseC (composeC s s’) (composeC f’ f).
Lemma inj_right_composeC: forall (a b c:Set) (f:a->b) (f’:b->c),
injectiveC (composeC f’ f) -> injectiveC f.
Lemma surj_left_composeC: forall (a b c:Set) (f:a->b) (£f’:b->c),
surjectiveC (composeC f’ f) -> surjectiveC f’.
Lemma surj_left_compose2C: forall (a b c:Set) (f:a->b) (f’:b->c),
surjectiveC (composeC f’ f) -> injectiveC f’ -> surjectiveC f.
Lemma inj_left_compose2C: forall (a b c :Set)(f:a->b) (£’:b->c),
injectiveC (composeC f’ f) -> surjectiveC f -> injectiveC f’.
Lemma left_inv_compose_rfC: forall (a b c:Set) (f:a->b) (£f’:b->c)(r’’: c->a),
is_left_inverseC r’’ (composeC f’ f) ->
is_left_inverseC (composeC r’’ f’) f.
Lemma right_inv_compose_rfC : forall (a b c:Set) (f:a->b) (f’:b->c)(s’’: c->a),
is_right_inverseC s’’ (composeC f’ f) ->
is_right_inverseC (composeC f s’’) f°’.
Lemma left_inv_compose_rf2C: forall (a b c:Set) (f:a->b) (f’:b->c)(r’’: c->a),
is_left_inverseC r’’ (composeC f’ f) -> surjectiveC f ->
is_left_inverseC (composeC f r’’) f’.
Lemma right_inv_compose_rf2C : forall (a b c:Set) (f:a->b) (£’:b->c)(s’’: c->a),
is_right_inverseC s’’ (composeC f’ f) -> injectiveC f’->
is_right_inverseC (composeC s’’ £’) f.

Now the same results, in Bourbaki notations.

Theorem compose_injective: forall f f°’,
injective f-> injective f’ -> composable f’ f ->
injective (compose f’ f).

Theorem compose_surjective: forall f f’,
surjective f-> surjective f’ -> composable f’ f ->
surjective (compose f’ f).

Lemma compose_bijective: forall f f’,
bijective f-> bijective f’ -> composable f’ f ->
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bijective (compose f’ f).
Lemma left_inverse_composable: forall f f’ r r’, composable f’ f ->
is_left_inverse r’ f’ -> is_left_inverse r f -> composable r r’.
Lemma right_inverse_composable: forall f f’ s s’, composable £’ f ->
is_right_inverse s’ f’ -> is_right_inverse s f -> composable s s’.
Theorem left_inverse_compose: forall f f’ r r’, composable £’ f ->
is_left_inverse r’ f’ -> is_left_inverse r f ->
is_left_inverse (compose r r’) (compose f’ f).
Theorem right_inverse_compose: forall f f’ s s’, composable f’ f ->
is_right_inverse s’ f’ -> is_right_inverse s f ->
is_right_inverse (compose s s’) (compose f’ f).
Theorem inj_right_compose: forall f f’,
composable f’ f-> injective (compose f’ f) -> injective f.
Theorem surj_left_compose: forall f f’,
composable f’ f-> surjective (compose f’ f) -> surjective f’.
Theorem left_inv_compose_rf: forall f f’ r’’,
composable f’ f-> is_left_inverse r’’ (compose f’ f) ->
is_left_inverse (compose r’’ f’) f.
Theorem right_inv_compose_rf : forall f f’ s’’,
composable f’ f-> is_right_inverse s’’ (compose f’ f) ->
is_right_inverse (compose f s’’) f’.
Theorem surj_left_compose2: forall f f’,
composable f’ f-> surjective (compose f’ f) -> injective f’ -> surjective f.
Theorem inj_left_compose2: forall f f’,
composable f’ f-> injective (compose f’ f) -> surjective f -> injective f’.
Theorem left_inv_compose_rf2: forall f f’ r’’,
composable f’ f-> is_left_inverse r’’ (compose f’ f) -> surjective f ->
is_left_inverse (compose f r’’) f’. (* 23 %)
Theorem right_inv_compose_rf2 : forall f f’ s’’,
composable f’ f-> is_right_inverse s’’ (compose f’ f) -> injective f’->
is_right_inverse (compose s’’ f’) f. (x 27 %)

If f o g is a bijection, one of f or g is a bijection, so is the other.

Lemma bij_right_compose: forall f f’,

composable f’ f-> bijective (compose f’ f) -> bijective f’ ->bijective f.
Lemma bij_left_compose: forall f f’,

composable f’ f-> bijective (compose f’ f) -> bijective f ->bijective f’.

Next three lemmas show that equipotency is an equivalence relation.

Lemma equipotent_reflexive: forall x, equipotent x x.
Lemma equipotent_symmetric: forall a b,

equipotent a b -> equipotent b a.
Lemma equipotent_transitive: forall a b c,

equipotent a b -> equipotent b ¢ -> equipotent a c.

E E (decomposition, Prop 9)
MX f/’ [N
8is Ty 38
y/ \
F T> G G T> F

Proposition 9 [2, p. 88] is implemented in the next lemmas. If f and g have the same
source and if g is surjective, then the condition g(x) = g(y) = f(x) = f(y) is a necessary
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and sufficient condition for the existence of h with f = ho g. Such a mapping is then unique
and is f o, for any right inverse of g.

Lemma exists_left_composableC: forall (a b c:Set) (f:a->b)(g:a->c),
surjectiveC g —>
(exists h, composeC h g = f) =
(forall (x y:a), gx=gy >fx=1£fy).
Theorem exists_left_composable: forall f g,
is_function f -> surjective g -> source f = source g —>
(exists h:E, composable h g & compose h g = f) =
(forall (x y:E), inc x (source g) -> inc y (source g) —->
Wxg=Wyg-—>Wxf=Wyf). (13 %)

Lemma exists_left_composable_auxC: forall (a b c:Set) (f:a->b) (g:a-> c) s h,
surjectiveC g -> is_right_inverseC s g —>
composeC h g = f -> h = composeC f s.
Theorem exists_left_composable_aux: forall f g s h ,
is_function f -> surjective g -> source f = source g ->
is_right_inverse s g —>
composable h g -> compose h g = f -> h = compose f s.

Lemma exists_unique_left_composableC: forall (a b c:Set) (f:a->b)(g:a->c) h h’,
surjectiveC g -> composeC h g = £ -> composeC h’ g = £ ->
h="h.

Theorem exists_unique_left_composable: forall £ g h h’,
is_function f -> surjective g -> source f = source g ->
composable h g -> compose h g = £ ->
composable h’ g -> compose h’ g=f ->h

h’.

Lemma left_composable_valueC: forall (a b c:Set) (f:a->b)(g:a->c) s h,
surjectiveC g -> (forall (x y:a), gx=gy > fx=1£fy) >
is_right_inverseC s g -> h = composeC f s ->
composeC h g = f.

Theorem left_composable_value: forall f g s h,
is_function f -> surjective g -> source f = source g ->
(forall (x y:E), inc x (source g) -> inc y (source g) ->

Wxg=Wyg->Wxf=Wyif) >
is_right_inverse s g -> h = compose f s-> compose h g = f.

Second part of Proposition 9. We assume that f and g have the same target, g is injective;
the condition range(f) c range(g) is a necessary and sufficient condition for the existence of
hwith f = go h, such a mapping is then unique and is r o f, for any left inverse of g.

Lemma exists_right_composable_auxC: forall (a b c:Set) (f:a->b) (g:c->b) h r,
injectiveC g -> is_left_inverseC r g -> composeC g h = f
-> h = composeC r f.
Theorem exists_right_composable_aux: forall f g h r,
is_function f -> injective g -> target f = target g ->
is_left_inverse r g -> composable g h -> compose g h = £
-> h = compose r f.

Lemma exists_right_composable_uniqueC: forall (a b c:Set) (f:a->b)(g:c->b) h h’,
injectiveC g -> composeC g h = £ -> composeC g h’ = f -> h = h’.

Theorem exists_right_composable_unique: forall f g h h’,
is_function f -> injective g -> target f = target g —>
composable g h -> compose g h = f ->
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composable g h’ -> compose g h’ = f -> h =h’.

Lemma exists_right_composableC: forall (a b c:Set) (f:a->b) (g:c->b),
injectiveC g ->
(exists h, composeC g h = £f) = (forall u, exists v, gv =1f u).
Theorem exists_right_composable: forall f g,
is_function f -> injective g -> target f = target g ->
(exists h, composable g h & compose g h = f) =
(sub (range (graph f)) (range (graph g))). (x 44 %)

Lemma right_composable_valueC: forall (a b c:Set) (f:a->b) (g:c->b) r h,
injectiveC g -> is_left_inverseC r g -> (forall u, exists v, g v = f u) ->
h = composeC r £ -> composeC g h = f. (x 17 *)
Theorem right_composable_value: forall f g r h,
is_function f -> injective g -> target g = target f ->
is_left_inverse r g —>
(sub (range (graph f)) (range (graph g))) ->
h = compose r f ->,
compose g h = f.

4.9 Functions of two arguments

By definition, all functions take one argument. Consider for example addition of integers.
Its type is nat — nat — nat, so that addition is a function that takes an argument a, and
returns a function that takes an argument b and returns the sum a + b. An other example is
the pair constructor of type A — B — A * B. We can consider the function of type nat* nat —
nat, that associates to a pair (a, b) the sum a + b. This may also be called a function of two
arguments. Switching between these two points of view is called currying or uncurrying.

An operator of type A — B — C will be called a function of two arguments; for instance the
union of two sets (where all three types are Set), or composition of function (where the types
are correspondenceC). When we consider functions in the Bourbaki sense (with a source, a
target and a graph), the second point of view will be used. More precisely, we interpret A — B
to mean that the source is A and the target is B. A function of two arguments of type A*B —
C, is thus a function whose source is A x B and its target is C. For each element of A we
get a function B — C. Similarly, for each element of B we get a function A — C. These two
definitions of a function of two arguments are equivalent, it will be formalized in Chapter 6.

Definition partial_fun2 f y :=
BL(fun x=> W (J x y) f) (im_singleton(inverse_graph (source f)) y) (target f).

Definition partial_funl f x :=
BL(fun y=> W (J x y) f)(im_singleton (source f) x) (target f).

Lemma partial_funl_axioms: forall f x, is_function f -> is_graph(source f) ->
transf_axioms (fun y=> W (J x y) £f)(im_singleton (source f) x) (target f).
Lemma partial_funl_function: forall f x, is_function f -> is_graph(source f) ->

is_function (partial_funl f x).

Lemma partial_funl W: forall f x y, is_function f -> is_graph(source f) —->
inc (J x y) (source f) -> W y (partial_funl f x) =W (J x y) f.

Lemma artial_fun2_axioms: forall f y, is_function f -> is_graph(source f) ->
transf_axioms (fun x=> W (J x y) f)(im_singleton(inverse_graph (source f)) y)
(target f).

Lemma partial_fun2_function: forall f y, is_function f -> is_graph(source f) ->
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is_function (partial_fun2 f y).
Lemma partial_fun2 W: forall f x y, is_function f -> is_graph(source f) ->
inc (J x y) (source f) -> W x (partial_fun2 f y) =W (J x y) f.

An example of function of two arguments is the function obtained from two functions u
and v by associating to (x, y) the pair (u(x), v(y)).

Definition ext_to_prod u v :=

BL(fun z=> J (W (P z) w) (W (Q z) v))

(product (source u) (source v))

(product (target u) (target v)).
Lemma ext_to_prod_function: forall u v,

is_function u -> is_function v ->

is_function (ext_to_prod u v).
Lemma ext_to_prod_W: forall u v a b,

is_function u -> is_function v-> inc a (source u) -> inc b (source v)->

W (Jab) (ext_toproduv) = J (Wau (Wbv).
Lemma ext_to_prod_W2: forall u v c,

is_function u -> is_function v->

inc ¢ (product (source u) (source v)) ->

Wec (ext_toproduv) = J W @c)uw WWQc V.
Lemma ext_to_prod_range: forall u v,

is_function u -> is_function v->

range (graph (ext_to_prod u v)) =

product (range (graph u))(range (graph v)). (x 14 %)

r1C 12C
P axb P b (prod extension)

a
\L u \L uxv \L 14
a —7 a xb < v
We can consider the product of two Coq functions. We first define the projections from
ax b to a and b and the inverse function. In the diagram above, this inverse function corre-
sponds to the two arrows named J. In other words, if z is the pair (x, y), we have P(z) = x and
Q(z) = y. To say that ] is the inverse means that J applied to x and y gives z. This function
takes two arguments (its type is & — & — &) but is not a function of two arguments (its type
isnot& x& — &).

Lemma ext_to_prod_propP: forall a a’ (x: product a a’), inc (P (Ro x)) a.
Lemma ext_to_prod_propQ: forall a a’ (x: product a a’), inc (Q (Ro x)) a’.
Lemma ext_to_prod_propJ: forall (b b’:Set) (x:b)(x’:b’),

inc (J (Ro x)(Ro x’)) (product b b’).

Definition priC a b:= fun x:product a b => Bo(ext_to_prod_propP x).
Definition pr2C a b:= fun x:product a b => Bo(ext_to_prod_propQ x).
Definition pairC a b:= fun (x:a)(y:b) => Bo(ext_to_prod_propJ x y).

Definition ext_to_prodC (a b a’ b’:Set) (u:a->a’)(v:b->b’) :=
fun x => pairC (u (priC x)) (v (pr2C x)).

Lemma prC_prop: forall (a b:Set) (x:product a b),
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Ro x = J (Ro (priC x)) (Ro (pr2C x)).
Lemma priC_prop: forall (a b:Set) (x:product a b), Ro (priC x) = P (Ro x).
Lemma pr2C_prop: forall (a b:Set) (x:product a b), Ro (pr2C x) Q (Ro x).
Lemma prJ_prop: forall (a b:Set) (x:a)(y:b), Ro(pairC x y) = J (Ro x) (Ro y).
Lemma prJ_recov: forall (a b:Set) (x:product a b), pairC (priC x) (pr2C x) = x.
Lemma ext_to_prod_prop:

forall (a b a’ b’:Set) (u:a->a’) (v:b->b’) (x:a)(x’:b),

J(Ro (u x)) (Ro (v x’)) = Ro(ext_to_prodC u v (pairC x x’)).

If both functions are injective, surjective or bijective, so is the product. The inverse is the
product of the inverses. It is compatible with composition.

Lemma ext_to_prod_injective: forall u v,

injective u -> injective v-> injective (ext_to_prod u v).
Lemma ext_to_prod_surjective: forall u v,

surjective u -> surjective v-> surjective (ext_to_prod u v).
Lemma ext_to_prod_bijective: forall u v,

bijective u -> bijective v-> bijective (ext_to_prod u v).
Lemma ext_to_prod_inverse: forall u v,

bijective u -> bijective v->

inverse_fun (ext_to_prod u v) =

ext_to_prod (inverse_fun u) (inverse_fun v). (x 21 *)
Lemma composable_ext_to_prod2: forall u v u’ v’,

composable u’ u -> composable v’ v ->

composable (ext_to_prod u’ v’) (ext_to_prod u v).
Lemma compose_ext_to_prod2: forall u v u’ v’,

composable u’ u > composable v’ v ->

compose (ext_to_prod u’ v’) (ext_to_prod u v) =

ext_to_prod (compose u’ u)(compose v’ v). (x 19 %)

Same lemmas for Coq functions.

Lemma injective_ext_to_prod2C: forall (a b a’ b’:Set) (u:a->a’)(v:b->b’),
injectiveC u -> injectiveC v-> injectiveC (ext_to_prodC u v).

Lemma surjective_ext_to_prod2C: forall (a b a’ b’:Set) (u:a—>a’)(v:b->b’),
surjectiveC u -> surjectiveC v-> surjectiveC (ext_to_prodC u v).

Lemma bijective_ext_to_prod2C: forall (a b a’ b’:Set) (u:a->a’)(v:b->b’),
bijectiveC u -> bijectiveC v-> bijectiveC (ext_to_prodC u v).

Lemma compose_ext_to_prod2C: forall (a b c a’ b’ c¢’:Set) (u:b-> c)(v:a->b)
(u’:b’>-> c’)(v’:a’->b’),
composeC (ext_to_prodC u u’) (ext_to_prodC v v’) =
ext_to_prodC (composeC u v) (composeC u’ v’).

Lemma inverse_ext_to_prod2C: forall (a b a’ b’:Set) (u:a->a’)(v:b->b’)
(Hu: bijectiveC u) (Hv:bijectiveC v),
inverseC (bijective_ext_to_prod2C Hu Hv)=
ext_to_prodC (inverseC Hu) (inverseC Hv).

¢ Canonical decomposition of a function, version one. Let f be a function from A to B, and
C its range. Then f is the composition of the restriction of f to its range, and the canonical
injection from the range to the target. The first function satisfies g(x) = f(x); the second
satisfies i(x) = x.

Lemma image_of_fun_range: forall f, is_function f ->
image_of_fun f = range (graph f).
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Lemma canonical_decompositionl: forall f g i,
is_function f ->
g

i

restriction2 f (source f) (range (graph f)) ->
canonical_injection (range (graph f)) (target f) ->
(composable i g & f = compose i g & injective i & surjective g &
(injective f -> bijective g )). (x 24 %)

In the case of Coq functions, we replace the range of the graph by the image.

Definition imageC (a b:Set) (f:a->b) := IM (fun u:a => Ro (f w)).
Lemma imageC_inc: forall (a b:Set) (f:a->b) (x:a), inc (Ro (f x)) (imageC f).
Lemma imageC_exists: forall (a b:Set) (f:a->b) x,
inc x (imageC f) -> exists y:a, x = Ro (f y).
Lemma sub_image_targetC: forall (a b:Set) (f:a->b), sub (imageC f) b.

Definition restriction_to_image a b (f:a->b) :=
fun x:a => Bo (imageC_inc f x).

Lemma restriction_to_image_pr: forall (a b:Set) (f:a->b) (x:a),
Ro(restriction_to_image f x) = Ro (f x).

Lemma canonical_decompositionlC: forall (a b:Set) (f:a->b)
(g:a-> imageC f) (i:imageC f ->b),
g = restriction_to_image f ->
i = inclusionC (sub_image_target (f:=f)) ->
(injectiveC i & surjectiveC g &
(injectiveC f -> bijectiveC g )).
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Chapter 5

Union and intersection of a family of
sets

Bourbaki defines union, intersection and products of a family of sets. A family is just a
function, that is, a source, a target, and a functional graph. The definition of the union [2] p.
90] is: “let (X),e1 be a family of sets. The set [...] is called the union of the family and denoted

by [ JX..” Intersection is similarly denoted by ()X,. In this notation t is a dummy variable, X
el el
is the graph, I the source (called “the index set”), and the target is never mentioned. In fact,

the definitions are independent of the target. Given a graph G, it is possible to construct a
function with graph G (just use domain and range as source and target). Note that we do not
have any choice for the source. The associated union will be independent of these choices.

For this reason, in what follows, unionb X is the union associated to the graph X. Using
unionb requires that X be a functional graph. Assume now that I is a set, and X a mapping.
Then #Xis a functional graph, whose index set is I. For this reason, we introduce unionf1X.
This better matches the definition of Bourbaki. In some cases, Bourbaki considers the family
(Xf(x))xek- This has to be understood as the family Xo f.

We consider another variant, uniont where X is a function on the type I with values into
a set. This will be our primary definition. We must then show that all these definitions are
equivalent, and the same as the original union (as defined by C. Simpson in Sections[2.7jand

2.8).

Intersection is only defined over a nonempty index set. We have tried to impose this
restriction in the definition, but this gives theorems that are two complicated. As a result, we
define intersection even over the empty set.

5.1 Definition of the union and intersection of a family of sets

We define here uniont f, unionf I X and unionb G as follows. The first definition is a
variant of the union, as defined in section A Uintegral record contains z and e of type
f(2), so that Ze € f(z). Hence the union is just the image of the function that associates to
each record the quantity Ze.

The intersection of a function f defined on a type I, denoted by intersectiont f, is the set
ofall ye uf such that y € f(z) for all z.
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Given a set I and a mapping X defined on sets, we define unionfI X and intersectionf I
X as the union and intersection of the functions defined on the type I by composing X with
. If G is a graph, we define unionb G and intersection G as unionfI X and intersectionf I
X, where I is the domain and X the evaluation function. It will be shown that intersection X,
where X is a set of sets, is the intersection of the identity function on X. Similarly, union X is
the union of the identity function.

Record Uintegral (I :Set)(f :I->Set) : Set := {UI_z : In; UI_elt : f UI_z}.

Definition uniont (I:Set)(f : I->Set) :=
IM (fun i : Uintegral f => Ro (UI_elt 1i)).

Definition intersectiont (I:Set) (f : I->Set):=
Zo (uniont f) (fun y => forall z : I, inc y (f z)).

Definition unionf (x:Set)(f: Set->Set) := uniont (fun a:x => f (Ro a)).
Definition unionb (g:Set) := unionf (domain g)(fun a=> V a g).
Definition intersectionf (x:Set)(f: Set->Set):=

intersectiont(fun a:x => £ (Ro a)).
Definition intersectionb (g:Set) :=

intersectionf (domain g) (fun a=> V a g).

We have now a bunch of lemmas that show how to use these definitions.

Lemma uniont_rw: forall (In:Set) (f:In->Set) x,
inc x (uniont f) = exists z, inc x (f z).
Lemma unionf_rw: forall x i f,

inc x (unionf i f) = exists y, inc y i & inc x (f y).
Lemma unionb_rw: forall x f,
inc x (unionb f) = exists y, inc y (domain f) & inc x (Vy £).

Lemma uniont_inc : forall (In:Set) (f : In->Set) y x,
inc x (f y) -> inc x (uniont f).
Lemma uniont_exists : forall (In:Set) (f : In->Set) x,
inc x (uniont f) -> exists y:In, inc x (f y).
Lemma unionf_inc: forall x y i £,
inc y i -> inc x (f y) -> inc x (unionf i f).
Lemma unionf_exists:forall x i f,
inc x (unionf i f) -> exists y, inc y i & inc x (f y).
Lemma unionb_inc: forall x y £,
inc y (domain f) -> inc x (V y £) -> inc x (unionb f).
Lemma unionb_exists: forall x f,
inc x (unionb f) -> exists y, inc y (domain f) & inc x (V y £).

Same lemmas for the intersection. All these lemmas are obvious from the definitions and
the link between 2 and %8. An important point: all the definitions are meaningless if the
domain is empty; for completeness, we show that the intersection is then empty. Note that
th e domain is empty if and only if the graph is empty.

Lemma nonempty_domain: forall x,
nonempty (domain x) = nonempty x.

Lemma intersectiont_rw: forall (I:Set) (f:I-> Set) x, nonemptyT I ->
inc x (intersectiont f) = (forall j, inc x (£ j)).

Lemma intersectionf_rw : forall I f x, mnonempty I ->
inc x (intersectionf I f) = (forall j, inc j I -> inc x (£ j)).
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Lemma intersectionb_rw : forall g x, nonempty g ->
inc x (intersectionb g) = (forall i, inc i (domain g) -> inc x (V i g)).
Lemma intersectiont_inc : forall (I:Set) (f:I-> Set) x, nonemptyT I ->
(forall j, inc x (f j)) -> inc x (intersectiont f).
Lemma intersectiont_forall : forall (I:Set) (f:I-> Set) x j,
inc x (intersectiont f) -> inc x (f j).
Lemma intersectionf_inc :forall I f x, nonempty I ->
(forall j, inc j I -> inc x (f j)) -> inc x (intersectionf I f).
Lemma intersectionf_forall :forall I f x j,
inc x (intersectionf I f) -> inc j I -> inc x (£ j).
Lemma intersectionb_inc : forall g x, nonempty g —>
(forall i, inc i (domain g) -> inc x (V i g)) -> inc x (intersectionb g).
Lemma intersectionb_forall : forall g x i,
inc x (intersectionb g) -> inc i (domain g) -> inc x (Vi g).

Lemma intersectiont_empty: forall (I:Set) (f:I-> Set),
~ (nonemptyT I) -> intersectiont f = emptyset.

Lemma intersectionf_empty: forall f,
intersectionf emptyset f = emptyset.

Lemma intersectionb_empty: forall f,
f = emptyset -> intersectionb f = emptyset.

These lemmas are trivial consequences of the previous ones. They explain when two
unions or intersections are equal.

Lemma uniont_extensionality: forall (I:Set) (f: I-> Set) (f’:I->Set),

(forall i, £ i = £’ i) -> uniont f = uniont f’.
Lemma unionf_extensionality: forall sf f f’,

(forall i, inc i sf > £ i = £’ i) -> unionf sf f = unionf sf f’.
Lemma unionb_extensionality: forall f f’,

f = f’ -> unionb f = unionb f’.
Lemma intersectiont_extensionality:

forall (I:Set) (f:I-> Set) (f’:I-> Set),

(forall i, £ i = £’ i) -> (intersectiont f) = (intersectiont f’).

Lemma intersectionf_extensionality: forall I f f,

(forall i, inc i I -> f i = £’ i) —->

intersectionf I £ = intersectionf I f’.
Lemma intersectionb_extensionality: forall g g’,

g = g’ -> intersectionb g = intersectionb g’.

These trivial lemmas say that for all j, X; < UX; and NX; < X;. On the other hand, if
for all i, we have A c X; c B, then A c UX; B and A < (X; < B. Note that for two of these
inclusions, the index set must be nonempty.

Lemma uniont_sub: forall (In:Set) (f: I-> Set) i,
sub (f i) (uniont f).
Lemma intersectiont_sub: forall (I:Set) (f: I-> Set) i,
sub (intersectiont f) (f i).
Lemma sub_uniont: forall (I:set) (f: I-> Set) x,
(forall i, sub (f i) x) -> sub (uniont f) x.
Lemma sub_intersectiont: forall (I:Set)(f: I-> Set) x,
nonemptyT I ->
(forall i, sub x (f i)) -> sub x (intersectiont f).
Lemma intersectiont_sub2: forall (I:Set) (f: In-> Set) x,
(forall i, sub (f i) x) -> sub (intersectiont f) x.
Lemma sub_uniont2: forall (I:Set) (f: I-> Set) x,
nonemptyT I -> (forall i, sub x (f 1)) -> sub x (uniont f).
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If the index set is empty, so is the union.

Lemma empty_uniontl: forall (In:Set) (f: In-> Set),
nonempty (uniont f) -> nonemptyT In.

Lemma empty_unionfl: forall sf f,
nonempty (unionf sf f) -> nonempty sf.

Lemma empty_unionf: forall sf f,
sf = emptyset -> unionf sf f = emptyset.

Bourbaki says in Proposition 1 [2, p. 92]: Let f be a function from K onto I, X, a family
of sets indexed by I. Then the union and the intersection of the family is the union and the
intersection of X ¢y over K. Note that I and K are both empty or non-empty.

Theorem uniont_rewrite: forall (In K:Set) (f: K->In) (g:In ->Set),
surjectiveC £ ->
uniont g = uniont (fun k:K => g(f k)).

Theorem intersectiont_rewrite: forall (I K:Set) (f: K->I) (g:I ->Set),
surjectiveC f ->
intersectiont g = intersectiont (fun k:K => g(f k)).

The Bourbaki statement about union is unionb_rewritel. In the second lemma we just
assume that f is a functional graph. Note that we dropped the requirement that g must be
a functional graph (we use gcompose instead). In the case of intersection, if g is empty, so is
go f, and conversely.

Lemma unionb_rewritel: forall f g,
is_function f -> fgraph g -> range (graph f) = domain g ->
unionb g = unionb (fcompose g (graph f)).
Lemma unionb_rewrite: forall f g,
fgraph f -> range f = domain g —>
unionb g = unionb (gcompose g f).
Lemma intersectionb_rewrite: forall f g,
fgraph f -> range f = domain g —>
intersectionb g = intersectionb (gcompose g f).

Let f be a constant function and x € I. Then the intersection and union of f onIis f(x).
This is trivial to show. But we shall follow Bourbaki: we first consider the case where I is a
singleton. Then we shall prove that a constant function & can be written as h = go f where
the image of f is a singleton, hence f is surjective, and the union (or intersection) of £ is that
of g. The conclusion is then obvious, since the source of g is a singleton.

Definition is_singleton x := exists u, x = singleton u.

Lemma uniont_constant: forall (I:Set) (f:I ->Set) (x:I),
is_constant_functionC f -> uniont f = f x.

Lemma intersectiont_constant: forall (I:Set) (f:I ->Set) (x:In),
is_constant_functionC f -> intersectiont f = f x.

Lemma singleton_type_inj: forall x (y:singleton x)(z:singleton x), y = z.
Lemma uniont_singleton:

forall (a;Set) (x:a) (f: singleton (Ro x) -> Set),

uniont £ = f (Bo (singleton_inc (Ro x))).
Lemma intersectiont_singleton:

forall (a:Set)(x:a) (f: singleton (Ro x) -> Set),
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intersectiont f = f (Bo (singleton_inc (Ro x))).
Lemma unionf_singleton:forall f x,
unionf (singleton x) f = f x.
Lemma intersectionf_singleton:forall f x,
intersectionf (singleton x) f = f x.

Lemma constant_function_pr2:

forall x h, inc x (source h) -> is_constant_function h ->

exists g, exists f,

(composable g f & h = compose g f & surjective f & is_singleton (target f))
Lemma constant_function_pr3: forall (a:Set) (h:a->Set) (x:a),

is_constant_functionC h ->

exists f: a->singleton (Ro x),

exists g:singleton (Ro x)->Set,

(forall u:a, hu =g (f w) & (g (Bo (singleton_inc (Ro x))) =h x).

¢ Link between these unions and intersections and the old ones: the union of a set of sets
X is the union of the identity function on X. If f is a functional graph, its union is also the
union of the range.

A trivial consequence concerns union and intersection of a singleton.

Lemma union_prop: forall x, wunion x = unionf x (fun u => u).
Lemma intersection_prop: forall x, nonempty x ->
intersection x = intersectionf x (fun u => u).
Lemma unionb_alt: forall f, fgraph f -> unionb f = union (range f).
Lemma unionb_identity: forall x, unionb (identity_g x) = union x.

5.2 Properties of union and intersection

We first show that the union and intersection of F over I are monotone with respect to the
function and index. In the last theorem need A non-empty.

Lemma union_monotone: forall (In:Set) (f g:In->Set),
(forall i, sub (f i) (g 1)) -> sub (uniont f) (uniont g).
Lemma intersection_monotone: forall (I:Set)(f g:I->Set),
(forall i, sub (f i) (g i)) -> sub (intersectiont f) (intersectiont g).
Lemma union_monotone2: forall A B f,
sub A B -> sub (unionf A f) (unionf B f).
Lemma intersection_monotone2: forall A B f,
sub A B -> nonempty A —>
sub (intersectionf B f) (intersectionf A f).

Proposition 2 [2} p. 93] states associativity of union and intersection. It says:

Ux.=U

el A€eL

Ux,

L€

) mxl:ﬂ

el A€eL

X

L€

1=

In the case of intersection, we require J) to be non-empty, since these sets are not taken into
account in the LHS, while the corresponding intersection is replaced by the empty set in the
RHS.
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Theorem union_assoc: forall sf sg f g,
sf = unionf sg g ->
unionf sf f = unionf sg (fun 1 => unionf (g 1) f).
Theorem intersection_assoc: forall sf sg f g,
(forall i, inc i sg -> nonempty (g i)) ->
sf = unionf sg g —>
intersectionf sf f = intersectionf sg (fun 1 => intersectionf (g 1) f).

Proposition 3 [2] p. 94] says that if I is a correspondence, I'{UX,) = UI'(X,) and T'{NX,) c
NI'(X,). Proposition 4 [2} p. 95] says that we have equality if I is the inverse of a function, and,
as a consequence, if I' is an injective function. In fact, we use the canonical decomposition
I' = io g, where g is the restriction of I" on its image (hence is bijective), and i is the inclusion
map from the image of I' to its target (see lemma canonical_decompositionl). Then I'(x) =
g 1(x) for every set x. In the case of intersection, if I is empty, the theorems say @ = @.

Theorem image_of_union: forall (I:Set) (f:I->Set) g,
is_correspondence g —>
image_by_fun g (uniont f) =
uniont (fun i => image_by_fun g (f 1)).

Theorem image_of_intersection: forall (I:Set) (f:I->Set) g,
is_correspondence g ->
sub (image_by_fun g (intersectiont f))
(intersectiont (fun i => image_by_fun g (f i))).

Theorem inv_image_of_intersection: forall (I:Set) (f:I->Set) g,
is_function g —>
(inv_image_by_fun g (intersectiont f)) =
(intersectiont (fun i => inv_image_by_fun g (f i))).

Lemma inj_image_of_intersection: forall (I:Set) (f:I->Set) g,
injective g ->
(image_by_fun g (intersectiont f))
= (intersectiont (fun i => image_by_fun g (f i))).

5.3 Complements of unions and intersections

Assume X, c X, Y, = X\ X,. Then the intersection (resp. union) of the X, is the union (resp.
intersection) of the Y, as subsets of X. This is Proposition 5 [2, p. 96].

Theorem complementary_union: forall (I:Set) (f:I-> Set) x,

(forall i, sub (f i) x) -> nonemptyT I ->

complement x (uniont f) = intersectiont (fun i=> complement x (f i)).
Theorem complementary_intersection: forall (I:Set) (f:I-> Set) x,

(forall i, sub (f i) x) -> nonemptyT I ->

complement x (intersectiont f) = uniont (fun i=> complement x (f i)).
Lemma complementary_unionl: forall sf f x,

nonempty sf -> (forall i, inc i sf -> sub (f i) x) ->

complement x (unionf sf f) = intersectionf sf (fun i=> complement x (f 1i)).
Lemma complementary_intersectionl: forall sf f x,

nonempty sf -> (forall i, inc i sf -> sub (f i) x) —>

complement x (intersectionf sf f) = unionf sf (fun i=> complement x (f 1i)).
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5.4 Union and intersection of two sets

Bourbaki defines the union and intersection of two sets A and B as the union and in-
tersection of the identity function on the doubleton {A, B}. This was defined as union2 and
intersection2. All results shown here are easy. Some formulas are implemented in the file
setl.v.

Lemma union_of_twosets_aux: forall x y £,

unionf (doubleton x y) f = union2 (f x) (f y).
Lemma intersection_of_twosets_aux: forall x y f,

intersectionf (doubleton x y) f = intersection2 (f x) (f y).
Lemma union_of_twosets: forall x y,

unionf (doubleton x y) (fun w => w) = union2 x y.
Lemma intersection_of_twosets: forall x vy,

intersectionf (doubleton x y)(fun w => w) = intersection2 x y.
Lemma union_doubleton: forall x y,

union?2 (singleton x) (singleton y) = doubleton x y.

We have:

xyuiyt=1ix,y}, xXUx=x, XNX=X, xNny=ynx, xUy=yux.

We have:
xU(yuz)=(xuyluz, xNn(ynz)=xnylngz,

xU(ynz)=xuy)n(xuz), xN(yuz)=(xny)u(xnz).

Lemma union2assoc: forall x y z,
union? x (union2 y z) = union2 (union2 x y) z.
Lemma intersection2assoc: forall xy z,
intersection2 x (intersection2 y z) = intersection2 (intersection2 x y) z.
Lemma intersection_union_distribl: forall x y z,
union2 x (intersection2 y z) = intersection2 (union2 x y) (union2 x z).
Lemma intersection_union_distrib2: forall x y z,
intersection2 x (union2 y z) = union2 (intersection2 x y) (intersection2 x z).

We have x c y if and only if xU y = y. We have x c y if and only if x n y = x. We have:
zZ\(xuy)=(z\x)n(z\y), Z\(xny)=(@\x)u(z\y).

Lemma union2_comp: forall x y z,

complement z (union2 x y) = intersection2 (complement z x) (complement z y).
Lemma intersection2_comp: forall x y z,

sub x z -> sub y z >

complement z (intersection2 x y) = union2 (complement z x)(complement z y).

We have xU (z\ x) = zand xn (z\ x) = @. If g is a correspondence, we have g(xuU y) =
g(x)uU g(y) and g(xny) c g(x) N g(y). Equality holds if g is an injective function or g = f~!
where f is a function.

Lemma union2_complement: forall x z,
sub x z -> union2 x (complement z x) = z.
Lemma intersection2_complement: forall x z,
sub x z -> intersection2 x (complement z x) = emptyset.
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Lemma image_of_union2: forall g x y,

is_correspondence g —>

image_by_fun g (union2 x y) = union2 (image_by_fun g x) (image_by_fun g y).
Lemma image_of_intersection2: forall g x vy,

is_correspondence g —>

sub (image_by_fun g (intersection2 x y))

(intersection2 (image_by_fun g x) (image_by_fun g y)).
Lemma inv_image_of_intersection2: forall g x y,

is_function g ->

inv_image_by_fun g (intersection2 x y) =

intersection2 (inv_image_by_fun g x) (inv_image_by_fun g y).
Lemma inj_image_of_intersection2: forall g x y,

injective g ->

image_by_fun g (intersection2 x y)

= intersection2 (image_by_fun g x) (image_by_fun g y).

If f is a function from A into B, then we have f‘1 (B\x) =A\ f_1 (x) and f(A\x) =B\ f(x)
if f is a injective with range B (Proposition 6, [2} p. 98]).

Lemma inv_image_of_comp: forall f x,

is_function f -> sub x (target f) ->

inv_image_by_fun f (complement (target f) x) =

complement (inv_image_by_fun f (target f))(inv_image_by_fun f x).
Lemma inj_image_of_comp: forall f x,

injective f -> sub x (source f) ->

image_by_fun f (complement (source f) x) =

complement (image_by_fun f (source f))(image_by_fun f x).

5.5 Coverings

A covering of a set X is a family X, whose union contains X. We give two definitions, in
the first case, the family is defined by a function, and in the second one, by the graph of a
function. We show that these definitions agree.

Definition covering f x := fgraph f & sub x (unionb f).
Definition covering f sf f x := sub x (unionf sf f).
Definition covering s f x := sub x (union f).

Lemma covering pr: forall f x,

fgraph f -> covering f x = covering_s (range f) x.
Lemma covering f_pr: forall sf f x,

covering_f sf f x = covering_s (range (L sf f)) x.

We say that a covering (Yi)xex refines (X,)er if for all x there is t such that Y, < X,. We
sometimes say that Y is finer than X, or that X is coarser than Y. This definition will be ex-
tended to set coverings: the definition coarser_c y y’ says that the set of sets y’ refines y. In
other words, for all a € y’ there is b € y such that a ¢ b. We will show that this is an order on
the set of all partitions.

Definition coarser_covering sf f sg g :=
forall j, inc j sg -> exists i, inc i sf & sub (g j) (f i).

Definition coarser_c y y’ :=
forall a, inc a y’ -> exists b, inc b y & sub a b.
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Lemma coarser_same: forall sf f sg g ,

coarser_covering sf f sg g = coarser_c (range (L sf f))(range (L sg g)).
Lemma coarser_transitive : forall y y’ y’’,

coarser_c y y’ -> coarser_c y’ y’’ -> coarser_c y y’’.

Lemma sub_covering: forall Ia Ib f x,
covering f Ja f x -> covering f Ib f x -> sub Ib Ia ->
coarser_covering Ia f Ib f.

Given two families X, and Yy, we can consider the family X, Nn Y. Given two sets of sets X
and Y, we can consider the set of elements of the form an b for a e X and b € Y. Hence, given
two coverings X, and Y, of Z we find a covering i (X, Y«) of Z that refines X, and Yy, this is the
supremum for the coarser ordering (ordering are defined in the second part of this report).

Definition intersection_covering f g :=
fun z => intersection2 (f (P z)) (g (Q z2)).

Definition intersection_covering2 x y:=

range(L (product x y)(intersection_covering (fun w => w) (fun w => w))).
Lemma intersection_covering2_ pr: forall x y z,

inc z (intersection_covering2 x y) =

exists a, exists b, inc a x & inc b y & intersection2 a b = z.
Lemma intersection_is_covering: forall sf f sg g x,

covering f sf f x -> covering f sg g x —>

covering_f (product sf sg) (intersection_covering f g) x.
Lemma intersection_covering_coarserl: forall sf f sg g x,

covering f sf f x -> covering f sg g x —>

coarser_covering sf f (product sf sg) (intersection_covering f g).
Lemma intersection_covering_coarser2: forall sf f sg g x,

covering f sf f x -> covering f sg g x —>

coarser_covering sg g (product sf sg) (intersection_covering f g).
Lemma intersection_covering_coarser3: forall sf f sg g sh h x,

covering f sf f x -> covering_f sg g x —> covering_f sh h x —>

coarser_covering sf f sh h ->

coarser_covering sg g sh h ->

coarser_covering (product sf sg) (intersection_covering f g) sh h.

We show here the equivalent properties for sets of sets. Essentially, we prove that i(x, y)
is the least upper bound for the order defined by coarser_c (which is defined on the set of
partitions, as will be seen later).

Lemma product_is_covering2: forall u v x,
covering s u x -> covering s v Xx —>
covering_s (intersection_covering2 u v) x.

Lemma intersection_cov_coarserl: forall f g x,
covering_s f x -> covering_s g x —>
coarser_c f (intersection_covering2 f g).

Lemma intersection_cov_coarser2: forall f g x,
covering s f x -> covering s g x —->
coarser_c g (intersection_covering2 f g).

Lemma intersection_cov_coarser3: forall f g h x,
covering_s f x -> covering_s g x —> covering s h x ->
coarser_c f h -> coarser_c g h >
coarser_c (intersection_covering2 f g) h.
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If X, is a covering and g a function, then the family of sets g~1(X,) is a covering; if g is
surjective, then g(X,) is a covering.

Lemma image_of_covering: forall sf f g,

surjective g -> covering_f sf f (source g)

-> covering_f sf (fun w => image_by_fun g (f w)) (target g).
Lemma inv_image_of_covering: forall sf f g,

is_function g -> covering f sf f (target g)

-> covering_f sf (fun w => inv_image_by_fun g (f w)) (source g).
Lemma product_of_covering: forall sf f sg g x vy,

covering f sf f x -> covering f sg gy —>

covering f (product sf sg) (fun z => product (f (P z)) (g (Q z)))

(product x y).

Proposition 7 [2, p. 99] says that if X, is a covering of E, then two functions that agree on
each X, agree on E, and a function defined on each X, can be extended to E if the obvious
compatibility conditions hold.

We modified the theorem, by adding the condition that the graph is the union of the
graphs, and the range is the union of the ranges.

Definition function_prop f s t:=
is_function f & source f = s & target f = t.
Definition function_prop_sub f s t:=
is_function f & source f = s & sub (target f) t.

Lemma agrees_on_covering: forall sf f x g g’,
covering f sf f x -> is_function g -> is_function g’ ->
source g = x —-> source g’ = x —>
(forall i, inc i sf -> agrees_on (intersection2 x (f 1)) g g’) —>
agrees_on x g g’.

Lemma extension_coveringl: forall sf f t h,

(forall i, inc i sf -> function_prop (h i)(f i) t ) —>

(forall i j, inc i sf -> inc j sf —>
agrees_on (intersection2 (f i) (£ j)) (h i) (h j)) —>

exists g, function_prop g (unionf sf f) t &
graph g = (unionf sf (fun i => (graph (h 1)))) &
range(graph g) = (unionf sf (fun i => (range (graph (h i))))) &
(forall i, inc i sf -> agrees_on (f i) g (h i)). (* 47 *)

Lemma extension_covering: forall sf f t h,
(forall i, inc i sf -> function_prop (h i) (f i) t) ->
(forall i j, inc i sf -> inc j sf —>
agrees_on (intersection2 (f i) (f j)) (h i) (h j)) ->
exists_unique (fun g => function_prop g (unionf sf f) t &
(forall i, inc i sf -> agrees_on (f i) g (h 1))).

5.6 Partitions

Definition 7 in Bourbaki [2 p. 100] is: a partition of a set E is a family of non-empty mu-
tually disjoints subsets of E which covers E; the phrase non-empty is missing in the French
version. Here partition_fam is a family X, of mutually disjoint sets, whose union is E; parti-
tion_sis a set of sets with this property, and a partition is a set of non-empty sets.
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Definition disjoint x y := intersection2 x y = emptyset.
Definition mutually_disjoint f :=

(forall i j, inc i (domain f) -> inc j (domain f) ->

i =3 \/ (disjoint (V i £) (V j £))).

Definition partition_s y x:=

(union y = x) &

(forall a b, incay -> inc by -> a
Definition partition y x:=

(union y = x) &

(forall a, inc a y -> nonempty a) &

(forall a b, inc ay -> inc by -> a
Definition partition_fam f x:=

fgraph f & mutually_disjoint f & unionb f = x.

b \/ disjoint a b).

b \/ disjoint a b).

We list below some properties of partitions. The important property if that if (X,) is a
partition of E, each element of E is in a unique X;.

Lemma mutually_disjoint_prop: forall f,
(forall i j y, inc i (domain f) -> inc j (domain f) ->
inc y (Vi f) ->incy (Vjf) -> i=j) —>
mutually_disjoint f.
Lemma mutually_disjoint_prop2: forall x f,
(forall i j y, inc i x => inc j x ->
inc y (£ i) -> inc y (£ j) -> i=j) ->
mutually_disjoint (L x f).
Lemma mutually_disjoint_propl: forall f, is_function f ->
(forall i j y, inc i (source f) -> inc j (source f) ->
incy (Wi f) ->incy (W j f) -> i=j) —>
mutually_disjoint (graph f).

Lemma partitionset_pr: forall y x,
partition y x -> partition_s y x.
Lemma partition_same: forall y x,
partition_s y x -> partition_fam (identity_g y) x.
Lemma partition_same2: forall y x,
partition_fam y x -> partition_s (range y) x.
Lemma partitions_is_covering: forall y x,
partition_s y x -> covering_s y X.
Lemma partition_fam_is_covering: forall y x,
partition_fam y x -> covering y x.
Lemma partition_inc_exists: forall f x y,
partition_fam f x -> inc y x -> exists i, (inc i (domain f) & inc y (V i £)).
Lemma partition_inc_unique: forall f x i j y,
partition_fam f x -> inc i (domain f) -> inc y (V i f) ->
inc j (domain f) -> inc y (V j £f) -> i = j.

We show here that “coarser” is an ordering on the set of partitions of a set E.

Lemma coarser_reflexive : forall y, coarser_c y y.
Lemma coarser_transitive : forall y y’ y’’,

coarser_c y y’ —> coarser_c y’ y’’ -> coarser_c y y’’.
Lemma coarser_antisymmetric : forall y y’ x,

partition y x -> partition y’ x —>

coarser_c y y’ -> coarser_c y’ y —> y =y’

We construct here a function that maps a to x and b to y. This function is well-defined if
a=x and b = y, since it is the identity on the doubleton {x, y}. It is also well defined if a and
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b are distinct elements. We will use the fact that fwo_pointsis a set with exactly two elements
TPa and TPb.

Definition variant a x y := (fun z:Set => Yo (z = a) x y).
Definition variantL a b x y := L (doubleton a b) (variant a x y).
Definition variantlLc f g:= Lvariant TPa TPb f g.

Definition partition_with_complement x j :=
variantLc j (complement x j).

Lemma variant_if_rw: forall a x y z,
Z = a -> variant a x y z = Xx.

Lemma variant_if_not_rw: forall a x y z,
z <> a -> variant a xy z = y.

Lemma variant_V_a : forall a b x y,
V a (variantlL a b x y) = x.

Lemma variant_V_b : forall a b x y,
b <> a-> Vb (variantL a b x y) =y.

Lemma variant_fgraph : forall a b x y,
fgraph (variantL a b x y).

Lemma variant_domain : forall a b x vy,
domain (variantL a b x y) = doubleton a b.

Lemma variantLc_fgraph : forall x y,

fgraph (variantlc x y).
Lemma variantLc_domain: forall f g,

domain (variantLc f g) = two_points.
Lemma variantLc_domain_nonempty: forall f g,

nonempty (domain (variantLc f g)).
Lemma variant_V_ca : forall x y, V TPa (variantLc x y) X.
Lemma variant_V_cb : forall x y, V TPb (variantlc x y) = y.
Lemma variant_if_rwl: forall x y, variant TPa x y TPa = x.
Lemma variant_if_not_rwl: forall x y, variant TPa x y TPb = y.

If X is a subset of E then X and E \ X form a partition of X (it is a non-empty partition only
if X is neither empty nor E).

Lemma disjoint_pr: forall a b,
(forall u, inc u a -> inc u b -> False) -> disjoint a b.
Lemma disjoint_complement : forall x vy,
disjoint y (complement x y).
Lemma disjoint_symmetric : forall x y,
disjoint x y -> disjoint y x.
Lemma is_partition_with_complement: forall x j,
sub j x -> partition_fam (partition_with_complement x j) x.

The set of non-empty partitions on X can be ordered by the finer ordering on coverings;
we give here the smallest and largest element of the set. If X, is a partition family, then the
mapping t — X, is injective (we use the fact that X, is not empty). Inverse images of disjoint
sets by a function are disjoint.

Definition largest_partition x := range(L x (fun z => singleton z)).
Definition smallest_partition x :=  (singleton x).
Lemma partition_smallest: forall x,

nonempty x -> partition_set (smallest_partition x) x.
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Lemma largest_partition_pr: forall x z,
inc z (largest_partition x) = exists w, inc w x & singleton w = z.
Lemma partition_largest: forall x, partition_set (largest_partition x) x.
Definition injective_graph f:=
fgraph f &
(forall x y, inc x (domain f) -> inc y (domain f) ->
VxEf=Vyf->x=y).

Lemma injective_partition: forall f x,
partition_fam f x -> (forall i, inc i (domain f) -> nonempty (V i £f))
-> injective_graph f.

Lemma partition_fam_partition: forall f x,
partition_fam f x -> (forall i, inc i (domain f) -> nonempty (V i £f))
-> partition(range f) x.

Lemma inv_image_disjoint : forall g x y,
is_function g -> disjoint x y ->
disjoint (inv_image_by_fun g x) (inv_image_by_fun g y).

Proposition 8 [2, p. 100] is an immediate consequence of Proposition 7. If (X)), is a parti-
tion of X and f; € & (X,,T), then there exists a unique f € & (X, T) that extends every f;. The
assumption is that f; is a function defined on X, with target T. We give a variant (without
uniqueness) where the target of f{ is a subset of T. The set of functions & will be defined
later.

Theorem extension_partition: forall f x t h,
partition_fam f x ->
(forall i, inc i (domain f) -> function_prop (h i) (V i £f) t) ->
exists_unique (fun g => function_prop g x t &
(forall i, inc i (domain f) -> agrees_on (Vi f) g (h i))).
Theorem extension_partitionl: forall f x t h,
partition_fam f x ->
(forall i, inc i (domain f) -> function_prop_sub (h i) (V i £) t) ->
exists g, function_prop g x t &
(forall i, inc i (domain f) -> agrees_on (Vi f) g (h 1i)).

5.7 Sum of a family of sets

Proposition 9 [2} p. 100] says that, for any family X,, there exists a family X of sets equipo-
tent to X,, that are mutually disjoint, and a set X that is the union of these sets. After that we
define the sum of a family as the union of the family X, x {t}. These sets form a partition of the
sum. Proposition 10 [2, p. 101] says that that if X, is a family with union A and sum S, there is
a bijection between A and S if the family is disjoint. A comment says that there always exists
a surjection.

Theorem disjoint_union_lemma : forall f,
fgraph f -> exists g, exists x,
fgraph g & x = unionb g &
(forall i, inc i (domain f) -> equipotent (V i f) (V i g))
& mutually_disjoint g. (* 52 %)

Definition disjoint_union_fam f :=
L (domain f)(fun i => product (V i f) (singleton i)).
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Definition disjoint_union f :=
unionb (disjoint_union_fam f).

Lemma disjoint_union_disjoint:
forall £, fgraph f ->
mutually_disjoint(disjoint_union_fam f).

Lemma du_index_pr:forall f x, inc x (disjoint_union f) ->

(inc (Q x) (domain f) & inc (P x) (V (Q x) f) & is_pair x).
Lemma inc_disjoint_union: forall f x y,

inc y (domain f) -> inc x (Vy £f) —>

inc (J x y) (disjoint_union f).

Lemma partion_union_disjoint: forall f, fgraph f ->
partition_fam (disjoint_union_fam f) (disjoint_union f).
Theorem disjoint_union_pr: forall f,
fgraph f -> exists x,
source x = disjoint_union f &

target x = unionb f &
surjective x &
(mutually_disjoint f -> bijective x). (x 46 x)
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Chapter 6

Product of a family of sets

6.1 The axiom of the set of subsets

Bourbaki has an axiom (Axiom 4 in the English edition) that asserts the existence, for
every set X, of the set of subsets of X. This is sometimes called the powerset of X, it is denoted
by B X). C. Simpson has defined it in Section[2.6]

If f is a correspondence from A to B, then f(X) < B whenever X c A. This gives a function
from PB(A) to B(B), called extension to sets of subsets. If we denote it by f, then the extension
of fogis f o &. The extension of the identity is the identity. The extension of an inverse is an
inverse of the extension; this can be more formally restated in Proposition 1 [2} p. 101] as: if f
is surjective (resp. injective), then its restriction to the set of sets is surjective (resp. injective).

Definition extension_to_parts f :=
BL(image_by_fun f) (powerset (source f)) (powerset (target f)).
Lemma etp_axioms: forall f, is_correspondence f ->
transf_axioms (image_by_fun f) (powerset (source f))
(powerset (target f)).
Lemma etp_function: forall f,
is_correspondence f -> is_function (extension_to_parts f).
Lemma etp_W: forall f x,
is_correspondence f -> sub x (source f)
-> W x (extension_to_parts f) = image_by_fun f x.
Lemma etp_composable: forall f g,
composableC g £ >
composable (extension_to_parts g) (extension_to_parts f).
Lemma etp_compose: forall f g,
composableC g f —>
compose (extension_to_parts g) (extension_to_parts f)
= extension_to_parts (compose g f).
Lemma etp_identity: forall x,
extension_to_parts (identity x) = identity (powerset x).
Lemma composable_for_function: forall f g, composable g f -> composableC g f.

Theorem etp_surjective: forall f,

surjective f -> surjective (extension_to_parts f).
Theorem etp_injective: forall f,

injective f -> injective (extension_to_parts f).
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6.2 Set of mappings of one set into another

The set of all graphs of functions from E to F is denoted by FF: this is a subset of the
powerset of E x F. The set of all functions, namely the set of triples (G, E, F) where G € FE, is
denoted by & (E; F). A bijection from E to itself is called a permutation of E.

Definition set_of_functions x y :=

Zo (set_of_correspondences x y)

(fun z => fgraph (graph z)& x = domain (graph z)).

Definition set_of_permutations E :=

Zo (set_of_functions E E) (fun z=> bijective z).
Lemma set_of_functions_rw: forall x y f,

inc f (set_of_functions x y) =

(is_function f & source f = x & target £ = y).

We introduce now FF. It is canonically isomorphic to % (E; F); this means that using one
set or the other does not change the size of a proof.

Definition set_of_gfunctions x y :=
Zo (powerset (product x y))(fun z => fgraph z & x = domain z).
Lemma inc_set_of_gfunctions: forall f,
is_function f -> inc(graph f) (set_of_gfunctions (source f) (target f)).
Lemma set_of_gfunctions_inc: forall x y z,
inc z (set_of_gfunctions x y) -> exists f,
is_function f & source f = x & target f = y & graph f =z.

The set of partial functions from x to y will be used later on. It is the union of the sets of
functions from x’ to y, where x’  x. We give the characteristic property of this set.

Definition set_of_sub_functions x y:=

unionf (powerset x) (fun z=> (set_of_functions z y)).
Lemma set_of_sub_functions_rw: forall x y £,

inc f (set_of_sub_functions x y) =

(is_function f & sub (source f) x & target f = y).

We list below some properties of exceptional functions. Remember that a small set has at
most one element. We then show that there is an obvious bijection between .% (E; F) and FE.

Lemma empty_source_graph: forall f,

is_function f -> source f = emptyset -> graph f
Lemma empty_target_graph: forall f,

is_function f -> target f = emptyset -> graph f = emptyset.

emptyset.

Lemma set_of_functions_extens: forall x y a b,
inc a (set_of_functions x y) -> inc b (set_of_functions x y) ->
graph a = graph b -> a = b.

Lemma small_set_of_functions_source: forall y,
small_set (set_of_functions emptyset y).
Lemma small_set_of_functions_target: forall x,
small_set (set_of_functions x emptyset).
Lemma empty_set_of_functions_target: forall x y,
(x = emptyset \/ nonempty y) -> nonempty (set_of_functions x y).
Lemma graph_axioms: forall x y,
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transf_axioms graph (set_of_functions x y) (set_of_gfunctions x y).
Lemma graph_bijective: forall x vy,

bijective (BL graph (set_of_functions x y) (set_of_gfunctions x y)).
Lemma set_of_functions_equipotent: forall x y,

equipotent (set_of_functions x y) (set_of_gfunctions x y).

E . F (compose3function)

E —=F

fl

Given f € & (E;F), we construct f' € & (E/;F) via f' = vo fou, provided that u is a function
from E’ to E and v is a function from F into F'. Proposition 2 [2, p. 102] says that if u is
surjective and v is injective, then this mapping is injective; if u is injective and v is surjective,
then this mapping is surjective. The situation is a bit more tricky when some sets are empty.

Definition compose3function u v :=
BL (fun f => compose (compose v f) u)
(set_of_functions (target u) (source v))
(set_of_functions (source u) (target v)).

Lemma c3f_axioms: forall u v,

is_function u -> is_function v ->

transf_axioms (fun f => compose (compose v f) u)

(set_of_functions (target u) (source v))

(set_of_functions (source u) (target v)).
Lemma c3f_function: forall u v,

is_function u -> is_function v -> is_function (compose3function u v).
Lemma c3f_W: forall u v f,

is_function u -> is_function v ->

is_function f -> source f = target u -> target f = source v ->

W f (compose3function u v) = compose (compose v f) u.
Theorem c3f_injective: forall u v,

surjective u -> injective v -> injective (compose3function u v). (x 25 %)
Theorem c3f_surjective: forall u v,

(nonempty (source u) \/ (nonempty (source v)) \/ (nonempty (target v))

\/ target u = emptyset) ->

injective u -> surjective v -> surjective (compose3function u v). (* 43 %)
Lemma c3f_bijective: forall u v,

bijective u -> bijective v -> bijective (compose3function u v).

We now define the canonical bijections from % (BxC; A) into & (B; & (C; A) or & (C; F (B; A)).
For any function f(x, y) we can fix one of the variables to get a function.

Definition partial_fun_axioms f :=

is_function f & exists a, exists b, source f = product a b.
Definition first_partial_fun f y:=

BL(fun x => W (J x y) f) (domain (source f)) (target f).
Definition second_partial_fun f x:=

BL(fun y => W (J x y) f) (range (source f)) (target f).
Definition first_partial_function f:=

BL(fun y => first_partial_fun f y) (range (source f))

(set_of_functions (domain (source f)) (target f)).
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Definition second_partial_function f:=
BL(fun x => second_partial_fun f x) (domain (source f))
(set_of_functions (range (source f)) (target f)).
Definition first_partial_map b c a:=
BL (fun f=> first_partial_function f)
(set_of_functions (product b c) a)
(set_of_functions c (set_of_functions b a)).
Definition second_partial_map b c a:=
BL (fun f=> second_partial_function f)
(set_of_functions (product b c) a)
(set_of_functions b (set_of_functions c a)).

The next lemmas show that for fixed x, the partial application f, that maps y to f(x, y) is
a function. Similarly for f;.

Lemma partial_fun_axioms_pr : forall £,
partial_fun_axioms f ->
source f = product (domain (source f)) (range (source f)).
Lemma fpf_axioms: forall f vy,
partial_fun_axioms f -> inc y (range (source f)) ->
transf_axioms (fun x => W (J x y) f) (domain (source f)) (target f).
Lemma spf_axioms: forall f x,
partial_fun_axioms f -> inc x (domain (source f)) ->
transf_axioms (fun y => W (J x y) f) (range (source f)) (target f).
Lemma fpf_function :forall f y,
partial_fun_axioms f -> inc y (range (source f)) ->
is_function (first_partial_fun f y).
Lemma spf_function :forall f x,
partial_fun_axioms f -> inc x (domain (source f)) ->
is_function (second_partial_fun f x).
Lemma fpf W :forall f x y,
partial_fun_axioms f -> inc x (domain (source f)) ->
inc y (range (source f)) ->
W x (first_partial_fun f y)
Lemma spf_W :forall f x y,
partial_fun_axioms f -> inc x (domain (source f)) ->
inc y (range (source f)) ->
W y (second_partial_fun f x) =W (J x y) f.

W Jxy f.

The next lemmas show that both x — fy and y — f, are functions.

Lemma fpfa_axioms: forall f,
partial_fun_axioms f ->
transf_axioms (fun y => first_partial_fun f y) (range (source f))
(set_of_functions (domain (source f)) (target f)).
Lemma spfa_axioms: forall f ,
partial_fun_axioms f ->
transf_axioms (fun x => second_partial_fun f x)(domain (source f))
(set_of_functions (range (source f)) (target f)).
Lemma fpfa_function: forall f,
partial_fun_axioms f -> is_function (first_partial_function f).
Lemma spfa_function: forall f ,
partial_fun_axioms f -> is_function (second_partial_function f).
Lemma fpfa_W: forall f y,
partial_fun_axioms f -> inc y (range (source f)) ->
W y (first_partial_function f) = first_partial_fun f y.

INRIA



Bourbaki: Theory of sets in Coq I (v4)

93

Lemma spfa_W: forall f x,
partial_fun_axioms f -> inc x (domain (source f)) ->
W x (second_partial_function f) = second_partial_fun f x.

Denote the mapping x — f; by f. We show here that the mapping f — f is a function.

We assume that the source is nonempty.

Lemma fpfb_axioms: forall a b c,

nonempty b -> nonempty c —>

transf_axioms (fun f=> first_partial_function f)

(set_of_functions (product b c) a)

(set_of _functions c (set_of_functions b a)).
Lemma spfb_axioms: forall a b c,

nonempty b -> nonempty c ->

transf_axioms (fun f=> (fun f=> second_partial_function f)

(set_of_functions (product b c) a)

(set_of _functions b (set_of_functions c a)).
Lemma fpfb_function: forall a b c,

nonempty a -> nonempty b -> is_function (first_partial_map a b c).

Lemma spfb_function: forall a b c,

nonempty a -> nonempty b -> is_function (second_partial map a b c).

Lemma fpfb_W: forall a b c f,

nonempty a -> nonempty b -> inc f (set_of_functions (product a b)

W f (first_partial _map a b ¢) = first_partial_function f.
Lemma spfb_W: forall a b c £,

nonempty a -> nonempty b -> inc f (set_of_functions (product a b)

W f (second_partial_map a b ¢) = second_partial_function f.
Lemma fpfb_WW: forall a b c f x,

nonempty a -> nonempty b -> inc f (set_of_functions (product a b)

inc x (product a b) ->
WP zx) (W@Qzx) (WL (first_partial map a b ¢c))) =W x f.
Lemma spfb_WW: forall a b c f x,

nonempty a -> nonempty b -> inc f (set_of_functions (product a b)

inc x (product a b) ->
W (@Qzx) (W (@ x) (Wf (second_partial map a b ¢c))) = W x f.

We now prove the main result, Proposition 3 of [2 p. 103].

Theorem fpfa_bijective: forall a b c,

nonempty a -> nonempty b -> bijective (first_partial_map a b c).

Theorem spfa_bijective: forall a b c,

nonempty a -> nonempty b -> bijective (second_partial_map a b c).

6.3 Definition of the product of a family of sets

c)

c)

c)

c)

(x 38 *)

(x 38 *)

An element of the product of two sets X; and X5 is a pair of elements of X; and X, an
element of the product of n sets X,...,X,, is a tuple (x,...,x,), and thus an element of the
product of a family (X,)¢1 is a family (x,),e1 such that x, € X;. We give three definitions of the
product, in the same way as we gave three definitions for the union or the intersection. Note
that the family (X,) can be defined by a function f : a — E, but the family (x,) cannot, because
there is not set containing such objects; an element of a product is the graph of a function.
We define below gbcreate, a variant of gacreate, that is the graph of acreate, that converts

f:a— Einto a graph.
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Definition gbcreate (a:Set) (f:a->Set) := (IM (fun y:a => J (Ro y) (f y))).
Lemma gbcreate_rw: forall (a:Set) (f:a->E) x,

inc x (gbcreate f) = exists y:a, J (Ro y) (f y) =x.
Lemma gbcreate_graph: forall (a:Set) (f:a-> Set), is_graph (gbcreate f).
Lemma gbcreate_fgraph: forall (a:Set) (f:a-> Set), fgraph (gbcreate f).
Lemma gbcreate_domain : forall (a:Set) (f:a-> Bsezt), domain (gbcreate f) = a.
Lemma gbcreate_V : forall (a:Set) (f:a-> Set) (x:a), V (Ro x) (gbcreate f) = f x.

Given a family (X,) ¢ of sets defined on I, we may consider functions f such that f(1) € X,.
The target of f(1) is in the union A = UX, and the graph is an element of ‘B(I x A). Thus, we
define the product [TX, as the set of all elements J3(I x A) that are are graphs of functions with
this property. If all X, are the same set E, then A = E, this justifies the notation E! for the set of
functional graphs from I to E since it is the product of a constant family.

In the basic definition, the family is defined by the graph of a function, but in some cases,
it is easier to consider a function defined on the type I. If I has two elements, the product is
isomorphic to the product of two sets. Contrarily to the union and intersection, the order of
the family is important.

Definition productb f:=
Zo (powerset (product (domain f) (unionb £f)))
(fun z => fgraph z & domain z = domain f
& forall i, inc i (domain f) -> inc (Vi z) (V i f)).

Definition productt (I:Set) (f:I->Set):= productb (gbcreate f).
Definition productf sf f := productb (L sf f).

We list below some basic properties of products.

Lemma productb_rw: forall f x, fgraph f ->
inc x (productb f) =
(fgraph x & domain x = domain f &
forall i, inc i (domain x) -> inc (V i x) (V i £)).
Lemma productt_rw: forall (In:Set) (f:In->Set) x,
inc x (productt f) =
(fgraph x & domain x = In & forall i:In, inc (V (Ro i) x) (f i)).
Lemma productf_rw: forall sf f x,
inc x (productf sf f) =
(fgraph x & domain x = sf &
forall i, inc i (domain x) -> inc (V i x) (f i)).

We give here an extensionality properties for elements of a product.

Lemma productt_exten: forall (I:Set) (f:I->Set) x x’,
inc x (productt f) -> inc x’ (productt f) ->
(forall i:I, V (Ro i) x =V (Ro i) x’) —>

X =x’.
Lemma productb_exten: forall f x x’,
fgraph £ ->

inc x (productb f) -> inc x’ (productb f) ->
(forall i, inc i (domain f) > Vi x=Vizx’) —>
x =x.

Lemma productf_exten: forall sf f x x’,
inc x (productf sf f) -> inc x’ (productf sf f) ->
(forall i, inc i sf >V ix=Vigx’) ->
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X =x.
Lemma trivial_fgraph: forall f, L emptyset f = emptyset.

We define now pr,, the t-th projection of a product; it is like pr; and pr, for the product
of two sets. Let f be an element of the product and ( an index; we have pr, f = fi, where f
denotes f(1). Thus this mapping is nothing else than 7. Here we define a function, whose
source is the product [T Xy and whose target is X;.

Note. Since we have three types of products, we have three types of partial products, and
three theorems for each property. We consider here only one case.

Definition pr_i f i:= BL(V i) (productb f) (V i f).

Lemma pri_axioms: forall f i,
fgraph f -> inc i (domain f) ->
transf_axioms (V i) (productb f)(V i f).
Lemma pri_function: forall f i,
fgraph f -> inc i (domain f) ->
is_function (pr_i f i).
Lemma pri_W: forall f i x,
fgraph f -> inc i (domain f) -> inc x (productb f) ->
Wx (pr_i £ i) =V i x.

If the sets X, are non empty, so is the product, and conversely. The idea is that we have
x, € X, for some x,, and we can construct a function  — x;.

Lemma product_trivial :
productb emptyset = singleton emptyset.
Lemma product2_trivial: forall f£,
productb (L emptyset f) = singleton emptyset.
Lemma product_nonempty: forall f,
fgraph f -> (forall i, inc i (domain f) -> nonempty (V i £)) ->
nonempty (productb f).
Lemma product_nonempty2: forall f,
fgraph f -> nonempty (productb f) ->
(forall i, inc i (domain f) -> nonempty (V i £)).
Lemma productt_nonempty: forall (In:Set) (f:In->Set),
(forall i, nonempty (f i)) -> nonempty (productt f).
Lemma productt_nonempty2: forall (In:Set) (f:In->Set),
nonempty (productt f) -> (forall i, nonempty (f i)).

Assume X, c E. An element of the product []¢ X, is the graph of a function from I to E.
The converse is true if X, = E for all 1. Then [],¢;E = E.

Lemma graphset_prl: forall a b z,

inc z (set_of_gfunctions a b) =

(fgraph z & domain z = a & sub z (product a b)).
Lemma graphset_pr2: forall a b z,

inc z (set_of_gfunctions a b) =

(fgraph z & domain z = a & sub (range z) b).
Lemma product_sub_graphset: forall f x,

fgraph £ -> sub (unionb f) x ->

sub (productb f) (set_of_gfunctions (domain f) x).
Lemma product_eq_graphset: forall f x,

fgraph f -> (forall i, inc i(domain f) -> Vi f = x) ->

productb f = set_of_gfunctions (domain f) x.
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¢ Special cases of products. We have already seen that if the index set I is empty, then the
product has a single element: the empty graph. We consider here the case where the index
set has one element «. The product is then isomorphic to X,. The definition productla con-
structs a product with one set given the parameters x = Xy and a = a. If I = {a}, then the
product is equal to x! since I is a singleton. We construct a function from x into the product
that associates to each y the constant function y.

Definition productl (x a:Set) := productt (fun _:singleton a => x).
Lemma productl_pr: forall x a,
productl x a= set_of_gfunctions (singleton a) x.
Lemma productl_rw: forall x a vy,
inc y (productl x a) = (fgraph y & domain y = singleton a
& inc (V a y) x).
Definition productl_canon x a :=

BL (fun i : Set => L(singleton a) (fun _ : Set => i)) x (productl x a).
Lemma productl_canon_axioms: forall x a,
transf_axioms (fun i => L(singleton a) (fun _ : Set => i)) x (productl x a).

Lemma productl_canon_function: forall x a,
is_function (productl_canon x a).

Lemma W_productl_canon: forall x a i,
inc i x -> W i (productl_canon x a) =
L(singleton a) (fun _ : Set => i).

Lemma productl_canon_bijective: forall x a,
bijective(productl_canon x a).

We now consider the case of two sets. For each index set I = {a,f}, if x and y are two
sets, we can consider the family (X,)e such that x = Xy, y = Xg. We can define a bijection
between x x y and the the product []X,. For simplicity, consider only the case where I is the
basic doubleton (we might as well consider the case where a = @ and § = {@}, which is what
Bourbaki suggests whenever two distinct sets are needed).

Definition product2 x y :=
productf two_points (variant TPa x y).
Definition product2_canon x y :=
BL (fun z => (variantLc (P z) (Q z))) (product x y) (product2 x y).

Lemma product2_rw: forall x y z,
inc z (product2 x y) = (fgraph z & domain z = two_points &
inc (V TPa z) x & inc (V TPb z) y).
Lemma product2_canon_axioms: forall x vy,
transf_axioms (fun z => Lvariantc (P z) (Q z))
(product x y) (product2 x y).
Lemma product2_canon_function: forall x vy,
is_function (product2_canon x y).
Lemma product2_canon_W: forall x y z,
inc z (product x y) -> W z (product2_canon x y) = variantLc (P z) (Q z).
Lemma product2_canon_bijective: forall x y,
bijective (product2_canon x y).

If each X, is a singleton, so is the product [X;.
Lemma is_singleton_rw: forall x,

is_singleton x = (nonempty x & (forall a b, inc a x -> inc b x -> a = b)).
Lemma product_singleton: forall f,
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fgraph f -> (forall i, inc i (domain f) -> is_singleton (V i £))
-> is_singleton (productb f).

The set of graphs of constant functions I — E is called the diagonal of E!. The application
that associates to x the constant function with value x is an injection from E to E'.

Definition constant_graph s x :=

L s (fun _ => x).
Definition is_constant_graph f :=
fgraph f &

(forall x x’, inc x (domain f) -> inc x’ (domain f) -> Vx f =V x’ f).
Definition diagonal_graphp e i :=

Zo(set_of_gfunctions i e) is_constant_graph.
Definition constant_functor i e:=

BL(fun x => constant_graph i x) e (set_of_gfunctions i e).

Lemma constant_graph_function: forall f,
is_constant_function f -> is_constant_graph(graph f).
Lemma constant_graph_V: forall s x y,
inc y s -> V y (constant_graph s x) = x.
Lemma constant_graph_small_range: forall f,
is_constant_graph f -> small_set(range f).
Lemma diagonal_graph_rw: forall e i x,
inc x (diagonal_graphp e i) =
(is_constant_graph x & domain x = i & sub (range x) e).
Lemma constant_graph_is_constant: forall x y,
is_constant_graph(constant_graph x y).
Lemma cf_injective : forall i e,
nonempty i -> injective (constant_functor i e).

Proposition 4 [2, p. 104] says: Given a family X, and a bijection f, the product [[X is
isomorphic to the product [[Xy(). Note that in the case of union or intersection, we have
equality if f is surjective. The idea is that, if x, € X, and 1 = f(x) then (xo f)x € Xo f)x.
Some machinery is needed because x is a graph and f a function. These objects are not
composable (we must compose x and the graph of f).

Definition product_compose f u :=

BL (fun x => >compose_graph x (graph u))

(productb f) (productf (source u) (fun k => V (W k u) £)).
Lemma compose_V: forall u v x,

fgraph u -> fgraph v -> fgraph (compose_graph u v) ->

inc x (domain (compose_graph u v)) ->

V x (compose_graph u v) =V (V x v) u.

Lemma pc_axiomsO: forall f u c,
fgraph f -> bijective u -> target u = domain f ->
inc ¢ (productb f) ->
let g:= compose (corresp (domain c) (range c) c) u in
is_function g & compose_graph c (graph u) = graph g
(forall i, inc i (source u) ->
V i (graph g) =V (V i (graph u)) c).
Lemma pc_axioms: forall f u,
fgraph £ -> bijective u -> target u = domain f ->
transf_axioms (fun x => compose_graph x (graph u))
(productb f) (productf (source u) (fun k =>V (W k u) £)).
Lemma pc_function: forall f u,
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fgraph f -> bijective u -> target u = domain f ->
is_function(product_compose f u).
Lemma pc_W: forall f u x,
fgraph f -> bijective u -> target u = domain f ->
inc x (productb f) -> W x (product_compose f u) = compose_graph x (graph u).
Lemma pc_WV: forall f u x i,
fgraph f -> bijective u -> target u = domain f ->
inc x (productb f) -> inc i (source u) ->
Vi (Wx (product_compose f w)) =V (W iu) x.
Lemma pc_bijective: forall f u,
fgraph f -> bijective u -> target u = domain f ->
bijective (product_compose f u). (* 33 %)

6.4 Partial products

Given a family X; with index I and a subset J c I, we can restrict the family to J; we have
Uy < Ur and M 2 M- The case of a product is more complicated. If x € [];, the restriction of
x to J is in [];. The converse is not clear: given an element of [[;, is there an extension? Is it
unique? We start with some lemmas concerning restrictions.

Lemma graph_exten: forall r r’,

is_graph r -> is_graph r’ ->

(r = r’) = forall u v, related r u v = related r’ u v.
Lemma restriction_graph2 : forall f j,

fgraph £ -> sub j (domain f) ->

L j (fun x => V x f) = compose_graph f (identity_g j).
Lemma restr_domainl : forall f x,

fgraph f -> sub x (domain f) -> domain (restr f x) = x.

We now define the restriction product and the function that associates to each x of the
product its restriction to J. This function will be denoted by pr;.

Definition restriction_product f j := productb (restr f j).
Definition pr_j f j :=
BL (fun z => restr z j) (productb f)(restriction_product f j).
Lemma prj_axioms: forall f j,
fgraph f -> sub j (domain f) ->
transf_axioms (fun z => restr z j)
(productb f) (restriction_product f j).
Lemma prj_function: forall f j,
fgraph £ -> sub j (domain f) -> is_function (pr_j f j).
Lemma prj_W: forall f j x,
fgraph £ -> sub j (domain f) -> inc x (productb f)
-> Wx (pr_j £ j) = (restr x j).
Lemma prj_WV: forall f j x i,
fgraph £ -> sub j (domain f) -> inc x (productb f) -> inc i j
>ViWzx(pr_jfij)) = Vix.

Propositions 6 and 5 [2} p. 105] state that if X, is nonempty for 1 ¢ J, then we can extend a
function defined onJ to the whole of I (using the axiom of choice or the fact that a nonempty
product is nonempty). Then pry is surjective. A special case is when J has a single element a.
Then pry is the composition of pr, and the canonical function that identifies a product of a
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single set with this set. Thus pr,, is surjective. A consequence is thatif X, c Y, then [TX, < [TY,
(the converse is true if no X, is empty).

Theorem extension_partial_product: forall f j g,
fgraph £ -> (forall i, inc i (domain f) -> nonempty (V i £)) ->
fgraph g -> domain g = j -> sub j (domain f) ->
(forall i, inc i j -> inc (Vi g) (Vi £)) —>
exists h, domain h = domain f &
fgraph h & (forall i, inc i (domain f) -> inc (V i h) (Vi £)) &
(forall i, inc i j ->Vih =V ig. (x 45 *)
Theorem prj_surjective: forall f j,
fgraph f -> (forall i, inc i (domain f) -> nonempty (V i £)) ->
sub j (domain f) -> surjective (pr_j f j). (x 15 %)
Lemma pri_surjective: forall f k,
fgraph f -> (forall i, inc i (domain f) -> nonempty (V i £f)) ->
inc k (domain f) -> surjective (pr_i f k). (x 37 *)

Lemma productb_monotonel: forall f g,
fgraph f -> fgraph g -> domain f = domain g ->
(forall i, inc i (domain f) -> sub (V i £f) (Vi g))
-> sub (productb f) (productb g).

Lemma productb_monotone2: forall f g,
fgraph f -> fgraph g -> domain f = domain g ->
(forall i, inc i (domain f) -> nonempty (V i £f)) ->
sub (productb f) (productb g) ->
(forall i, inc i (domain f) -> sub (V i f) (Vi g)).

6.5 Associativity of products of sets

Consider a family X,. Assume that the index set I is the union of sets J). For each A, we can
consider the function prj, . If f € [[X,, then prj, f € [],¢j,- We can consider this as a function
of A and write it as (prj, f)x. Thus we get a function

f”_’ (pr])\f))\EL HXI - H (HXI)

el AeL (€]

It is a bijection if the sets J) are mutually disjoint, in other words if they form a partition of I.
This is Proposition 7 [2, p. 106].

Definition prod_assoc_axioms f g :=
fgraph f & partition_fam g (domain f).

Definition prod_assoc_map f g :=

BL(fun z => (L (domain g) (fun 1 => W z (pr_j £ (V1 g)))))

(productb f)

(productf (domain g) (fun 1 => (restriction_product £ (V1 g)))).
Lemma pam_axioms: forall f g,

prod_assoc_axioms f g —>

transf_axioms(fun z => (L (domain g) (fun 1 => W z (pr_j £ (V1 g)))))

(productb f)

(productf (domain g) (fun 1 => (restriction_product £ (V1 g)))).
Lemma pam_function: forall f g,

prod_assoc_axioms f g —>

is_function (prod_assoc_map f g).
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Lemma pam_W: forall f g x,

prod_assoc_axioms f g -> inc x (productb f) ->

W x (prod_assoc_map f g) = (L (domain g) (fun 1 => W x (pr_j £ (V1 g)))).
Lemma pam_injective: forall f g,

prod_assoc_axioms f g —>

injective(prod_assoc_map f g).
Theorem pam_bijective: forall f g,

prod_assoc_axioms f g —>

bijective(prod_assoc_map f g). (x B9 x)

Assume that the domain [ is the disjoint union of two setI; and I». Let Y, Y; and Y» be the
products of the family X; over I, I; and I». There is a bijection between Y and Y; x Y», because
this set is equipotent to the product of the family with two elements. Assume now that each
X; is a singleton when i € I,. Then Y5 is a singleton. The first projection from Y; x Y, onto Y;
is then a bijection. This gives a bijection between Y and Y;. The last lemma here says that
this bijection is pry, .

Lemma variantLc_prop: forall x vy,
variantLc x y = L two_points (variant TPa x y).
Lemma prod_assoc_map2: forall f g,
prod_assoc_axioms f g -> domain g = two_points
-> equipotent (productb f)
(product (restriction_product f (V TPa g))(restriction_product f (V TPb g))).

Lemma first_proj_bijective: forall x vy,
is_singleton y -> bijective (first_proj (product x y)).
Lemma prj_bijective: forall f j,
fgraph £ -> sub j (domain f) ->
(forall i, inc i (complement (domain f) j) -> is_singleton (V i £f)) ->
bijective (pr_j f j). (x 65 %)

6.6 Distributivity formulae

Let ((Xj,)ie5,)rer. be a family of families of sets. Let I = []J,. We assume that L and I are
not empty. We have (Proposition 8 [2, p. 107])

U (NxXn)=01UXa ),

A€eL €]y fel AeL
N (UXa) =U (N X o)
A€EL €]y fel AeL

The first result can be shown as follows. If x is in the LHS, there is a A such x is in the
intersection over J), hence x € X, ,,, whatever ; in particular it could be f(A). Conversely,
Bourbaki assumes that x is not in the LHS; he considers the set {t € J) | x ¢ X, ,}. This set is
not empty so that there is a function f € I whose value is in the set, so that x cannot be in the
union of X (). The second result is shown by taking complements in a big set, namely the
union of all sets involved. This gives a large proof (90 lines). The direct proof is shorter (ten
lines).

Theorem distrib_union_inter: forall f,

fgraph f -> nonempty (domain f) ->
(forall 1, inc 1 (domain f) -> fgraph (V 1 f)) —->
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(forall 1, inc 1 (domain f) -> nonempty (domain (V 1 £f))) ->

unionf (domain f) (fun 1 => intersectionb (V 1 f)) =

intersectionf (productf (domain f) (fun 1 => (domain (V 1 £))))

(fun g => (unionf (domain f) (fun 1 =>V (V1 g) (V1I£))). (x 25 *)
Lemma distrib_inter_union: forall f,

fgraph f -> nonempty (domain f) ->

(forall 1, inc 1 (domain f) -> fgraph (V 1 f)) —->

(forall 1, inc 1 (domain f) -> nonempty (domain (V 1 £))) ->

intersectionf (domain f) (fun 1 => unionb (V1 £f)) =

unionf (productf (domain f) (fun 1 => (domain (V 1 £))))

(fun g => (intersectionf (domain f) (fun 1 =>V (V1 g) (V1 £)))).

The result is now the following: the union of N¢; F, and Nyek Gk is the intersection on L
of all F, U Gg; there is a similar formula if we exchange union and intersection. The general
distributivity formula says that L is some complicated product, but it can be replaced by an
equivalent set; we use the fact that the product of the family of two sets is equipotent to a
normal product, so that L = I x K (this gives a proof who size is 50 lines long; direct proof
requires only 12 lines for union, and 6 for intersection).

Lemma distrib_union2_inter: forall f g,
fgraph f -> fgraph g -> nonempty (domain f) -> nonempty (domain g) ->
union2 (intersectionb f) (intersectionb g) =
intersectionf (product (domain f) (domain g)) (fun z =>
(union2 (V (P z) £) (V (Q 2) g))).
Lemma distrib_inter2_union: forall f g,
fgraph f -> fgraph g -> nonempty (domain f) -> nonempty (domain g) ->
intersection2 (unionb f) (unionb g) =
unionf (product (domain f) (domain g)) (fun z
(intersection2 (V (P z) £f) (V (Q 2) g))).

>

We say here that the union and intersection of a singleton {X} is X. We also gives addi-
tional properties of the empty set. These will be used in the next theorem for exceptional
situations.

Lemma trivial_productl: forall f, productf emptyset f = singleton emptyset.
Lemma unionf_emptyset: forall f, unionf emptyset f = emptyset.
Lemma nonempty_product3: forall sf f i,

inc i sf -> f 1 = emptyset -> productf sf f = emptyset.

Let (Xx,)egy)aeL be a family of families of sets. Let I = []J,. We assume L and I not empty
in the case of intersection. Proposition 9 [2, p. 109] says

[T(UxXn)=UTTXnrw)

AEL E€]) fel AelL
[T(NXx)=N(TTXnrw)
AeL €]y fel AeL

In the case of union, we have to consider the special cases where L and I could be empty.
Otherwise the proofs are similar. We must sometimes find an element f in the product I
such that f(A) satisfies a given property P(A). We do this by considering the representative of
the non-empty set {A € L,P(A)}.

Theorem distrib_prod_union: forall f,
fgraph £ >
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(forall 1, inc 1 (domain f) -> fgraph (V1 f)) ->

productf (domain f) (fun 1 => unionb (V1 f)) =

unionf (productf (domain f) (fun 1 => (domain (V 1 £))))

(fun g => (productf (domain f) (fun 1 =>V (V1 g) (V1£))). (* 30 *)
Theorem distrib_prod_intersection: forall f,

fgraph f -> nonempty (domain f) ->

(forall 1, inc 1 (domain f) -> fgraph (V 1 f)) —->

(forall 1, inc 1 (domain f) -> nonempty (domain (V 1 £))) ->

productf (domain f) (fun 1 => intersectionb (V 1 £f)) =

intersectionf (productf (domain f) (fun 1 => (domain (V 1 £))))

(fun g => (productf (domain f) (fun 1 =>V (V1 g) (V1£)))). (x 29 *)

Let X, be the union of X, ,. The distributivity formula says that the product [[X) is a
union; this union is a partition of the product, provided that the sets are mutually disjoint,
i.e, if the X, , form a partition of X,.

Lemma partition_product: forall f,
fgraph f -> nonempty (domain f) ->
(forall 1, inc 1 (domain f) -> fgraph (V1 f)) ->
(forall 1, inc 1 (domain f) -> (partition_fam (V 1 f) (unionb (V1 £)))) ->
partition_fam(L(productf (domain f) (fun 1 => domain (V 1 £f)) )
(fun g => (productf (domain f) (fun 1 =>V (V1 g) (V1 £)))))
( productf (domain f) (fun 1 => unionb (V 1 £))). (x 13 *)

We apply the distributivity formulas to the case of two families of sets. In a first variant,
we consider the product of a family of two sets, after that, we convert it to a normal product.

Lemma distrib_prod2_union: forall f g,
fgraph f -> fgraph g ->
nonempty (domain f) -> nonempty (domain g) ->
product2 (unionb f) (unionb g) =
unionf (product (domain f) (domain g))
(fun z => (product2 (V (P z) £) (V (Q 2) g)).
Lemma distrib_prod2_inter: forall f g,
fgraph f -> fgraph g ->
nonempty (domain f) -> nonempty (domain g) ->
product2 (intersectionb f) (intersectionb g)=
intersectionf (product (domain f)(domain g)) (fun z =>
(product2 (V (P z) £) (V (Q z) g))). (x 16 %)

Lemma distrib_product2_union: forall f g,
fgraph f -> fgraph g ->
product (unionb f) (unionb g) =
unionf (product (domain f)(domain g)) (fun z =>
(product (V (P z) £) (V (Q 2) g)). (% 27 %)
Lemma distrib_product2_inter: forall f g,
fgraph f -> fgraph g -> nonempty (domain f) -> nonempty (domain g) ->
product (intersectionb f) (intersectionb g) =
intersectionf (product (domain f) (domain g)) (fun z =>
(product (V (P z) £) (V (Q 2) g)). (x 25 *)

Proposition 10 [2, p. 110] says that the intersection of a product is the product of the

intersection.
[T(NXu) =N (T1X)

el kek keK el
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This is a special case of the general distributivity formula where the set J, is independent of
A. In the case of two families of two sets, we get (a x b) N (¢ x d) = (a x ¢) N (b x d). In the case
of union, the general theorem says (ax b)U(cxd) = (axc)u(bxd)uU(axd)u(bxc) and there
is no simpler formula.

Theorem distrib_inter_prod: forall f sa sb,
fgraph f -> nonempty sb ->
intersectionf sb (fun k => productf sa (fun i=> V (J i k) f)) =
productf sa (fun i => intersectionf sb (fun k=> V (J i k) £f)).

If one of the sets I or K is a doubleton then we get

(MTx)n(ITY) =[TxXnY),  (NX) * (MNY) =N x Y.

el el el el el el

Lemma productf_extension : forall sfl f1 sf2 £f2,
L sf1 f1 = L sf2 f2 -> productf sfl f1 = productf sf2 f2.

Lemma distrib_prod_inter2_prod: forall f g,
fgraph f -> fgraph g -> domain f = domain g ->
nonempty (domain f) ->
intersection2 (productb f) (productb g) =
productf (domain f) (fun i => intersection2 (Vi f) (Vi g)).

Lemma distrib_inter_prod_inter: forall f g,
fgraph f -> fgraph g -> domain f = domain g ->
nonempty (domain f) ->
product2 (intersectionb f) (intersectionb g) =
intersectionf (domain f) (fun i => product2 (V i £) (V i g)). (x 23 %)

Given two functional graphs f and f’ with the same domain I, we define the product to
be the graph that associates (f(x), f'(x)) to x. Let f” = (f, f') be a pair of graphs; we can
consider it as a function that associates (f(x), f'(x)) to x. Thus we have a mapping from
[1F, x [TF] into [T(F, x F)). We need a bunch of lemmas in order to prove that this mapping is
a bijection.

Definition prod_of_function x x’:=
L(domain x)(fun i => J (Vi x) (Vi x’)).

Definition prod_of_products_canon f f’:=
BL(fun w => prod_of_function (P w) (Q w))
(product (productb f) (productb £’))
(productf (domain f) (fun i => product (V i f) (Vi £’))).

Definition prod_of_product_aux f f’ :=
fun i => (product (Wi £f) (Wi £)).

Definition prod_of_prod_target f f’ :=
fun_image(source f) (prod_of_product_aux f £’).

Definition prod_of_products f f’ :=
BL (prod_of_product_aux f f’) (source f)(prod_of_prod_target f f’).

Lemma prod_of_prod_inc_target: forall f f’ x,

inc x (prod_of_prod_target f f’) =
(exists i, inc i (source f) & product (W i f) (Wi £f’) = x).
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Lemma prod_of_products_function: forall f f’,
is_function (prod_of_products f £’).

Lemma prod_of_products_W: forall f f’ i,
inc i (source f) ->
W i (prod_of_products f f’) = product (Wi £f) (Wi £f’).
Lemma prod_of_products_fam_pr: forall f f’ x,
is_function x -> source x = source f ->
target x = union (prod_of_prod_target f f’) ->
inc (graph x) (productb (graph (prod_of_products f £’))) =
forall i, inc i (source f) —>
(is_pair (Wi x) & inc (P (Wix)) (Wi f) & dinc (Q (Wix)) (Wiif’)).
Lemma prod_of_function_axioms:forall x x’ f f’,
is_function f -> is_function f’ -> source f = source f’ ->
inc (graph x) (productb (graph f)) -> inc (graph x’) (productb (graph f£’)) ->
transf_axioms (fun i => J (W i x) (Wi x’))
(source f) (union (prod_of_prod_target f £f’)).
Lemma prod_of_function_W: forall x x’ f £’ i,
is_function f -> is_function f’ -> source f = source f’ ->
inc x (productb (graph f)) -> inc x’ (productb (graph f£’)) ->
inc i (source f) ->
V i (prod_of_function x x’) = J (Vi x) (Vix’).
Lemma prod_of_function_function: forall x x’ f f’,
is_function f -> is_function f’ -> source f = source f’ ->
inc x (productb (graph f)) -> inc x’ (productb (graph £’)) ->
inc (prod_of_function x x’)
(productb (graph (prod_of_products f £’))).
Lemma popc_target_aux:forall f f’,
is_function f -> is_function f’ -> source f = source f’ ->
productb(L (domain (graph £))
(fun i => product (V i (graph f)) (V i (graph £’)))) =
productb(graph (prod_of_products f £’)).
Lemma popc_target:forall f f’,
is_function f -> is_function f’ -> source f = source f’ ->
target (prod_of_products_canon (graph f) (graph f’)) =
(productb (graph (prod_of_products f £’))).
Lemma popc_axioms:forall f f’,
is_function f -> is_function f’ -> source f = source f’ ->
transf_axioms(fun w => prod_of_function (P w) (Q w))
(product (productb (graph f)) (productb (graph f’)))
(productb (graph (prod_of_products f £’))).
Lemma popc_W:forall f f’ w,
is_function f -> is_function f’ -> source f = source f’ ->
inc w (product (productb (graph f)) (productb (graph f’))) ->
W w (prod_of_products_canon (graph f) (graph £’)) =
prod_of_function (P w) (Q w).

Lemma popc_bijection: forall f f’,

is_function f -> is_function f’ -> source f = source f’ ->
bijective (prod_of_products_canon (graph f) (graph f’)). (x 75 *)
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6.7 Extensions of mappings to products

X, L> Y, (extension)

| Im

[1X, W [TY,

Assume that X,, Y, and f; are families with the same index I. We assume that f, is a func-
tional graph with source X, and target Y,. If x € [TX, then x, € X,, fi(x) € Y, and the mapping
L— fi(x) isin [TY,. This induces a function [[ X, — []Y, called the extension of the functions

fi.

Definition ext_map_prod_aux x f := fun i=>V (Vi x) (f 1i).
Definition ext_map_prod In src trg f :=
BL (fun x => L In (ext_map_prod_aux x f))
(productf In src ) (productf In trg ).

Definition ext_map_prod_axioms In src trg f :=
forall i, inc i In -> (fgraph (f i) & domain (f i) = src i &
sub (range (f i)) (trg i)).

Lemma ext_map_prod_taxioms: forall In src trg f,
ext_map_prod_axioms In src trg f ->
transf_axioms (fun x => L In (ext_map_prod_aux x f))
(productf In src) (productf In trg).
Lemma ext_map_prod_function: forall In src trg f,
ext_map_prod_axioms In src trg f -> is_function ( ext_map_prod In src trg f).
Lemma ext_map_prod_W: forall In src trg f x,
ext_map_prod_axioms In src trg f ->
inc x (productf In src) ->
W x (ext_map_prod In src trg f) = L In (ext_map_prod_aux x f).
Lemma ext_map_prod_WV: forall In src trg f x i,
ext_map_prod_axioms In src trg f ->
inc x (productf In src) -> inc i In ->
Vi (Wx (ext_map_prod In src trg £)) =V (Vi x) (£ 1i).

Proposition 11 [2} p. 111] says that composition of extensions is extension of composi-
tions. Bourbaki uses this property to show that if all f; are injective, so is the extension, by
exhibiting a left inverse. We use a direct proof because it is easier (note that f, is not a func-
tion, just the graph of a function).

Lemma ext_map_prod_composable: forall In pl p2 p3 g f h,
ext_map_prod_axioms In pl p2 f ->
ext_map_prod_axioms In p2 p3 g —>
(forall i, inc i In -> h i = fcompose (g i) (f 1)) ->
(forall i, inc i In -> fcomposable (g i) (f 1)) ->
ext_map_prod_axioms In pl p3 h.

Lemma ext_map_prod_compose: forall 1In pl p2 p3 g f h,
ext_map_prod_axioms In pl p2 £ —>
ext_map_prod_axioms In p2 p3 g —>
(forall i, inc i In -> h i = fcompose (g i) (f 1)) ->
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(forall i, inc i In -> fcomposable (g i) (f 1)) ->
compose (ext_map_prod In p2 p3 g) (ext_map_prod In pl p2 f) =
(ext_map_prod In pl p3 h). (* 29 %)

Lemma ext_map_prod_injective: forall 1In pl p2 f,
ext_map_prod_axioms In pl p2 £ >
(forall i, inc i In -> injective_graph (f i)) ->
injective (ext_map_prod In pl p2 f).

Lemma ext_map_prod_surjective: forall 1In pl p2 £,
ext_map_prod_axioms In pl p2 £ ->
(forall i, inc i In -> range (f i) = p2 i) ->
surjective (ext_map_prod In pl p2 f). (x 21 x)

Let f be a function from E to A, where A is a product X, over I. Consider the function
pr,o f from E to X,. Its extension to products is some function ? from E! to [TX,. Let d be
the diagonal mapping from E to E'. We have f = fod. If f, is a family of functions from E to
X,, and f is its extension to the products, then pr,o( fod) = f.. The mapping from f to f is a
bijection between ([TX,)F and [TXE.

We prove the following facts one after the other. If f is a function from E to A, then pr, o f
is a function from E to X,. To g € AF we associate a function from E to A. The mapping
L — G(pr, o f), where G denotes the graph of a function, is an element of [[XE. We have a
function A® — [TXE. We define f. We show f = fod. We show pr, o ( fod) = f. We finally
show that the mapping is bijective.

Definition fun_set_to_prod src F :=
BL(fun f =>
L(domain F) ( fun i=> (graph (compose (pr_i F i)
(corresp src (productb F) £)))))
(set_of_gfunctions src (productb F))
(productb (L (domain F) (fun i=> set_of_gfunctions src (V i F)))).

Lemma fun_set_to_prodl: forall F f i,
fgraph F -> inc i (domain F) ->
is_function f -> target f = productb F ->
(is_function (compose (pr_i F i) f) &
source (compose (pr_i F i) f) = source f &
target (compose (pr_i F i) f) =V i F&
(forall x, inc x (source f) -> W x (compose (pr_i F i) f) =V i (Wx £))).

Lemma fun_set_to_prod2: forall src F f gf,
fgraph F -> inc gf (set_of_gfunctions src (productb F)) ->
= (corresp src (productb F) gf) ->
(is_function f & target f = productb F & source f = src).
Lemma fun_set_to_prod3: forall src F,
fgraph F -> transf_axioms(fun f =>
L(domain F)( fun i=> (graph (compose (pr_i F i)
(corresp src (productb F) £)))))
(set_of_gfunctions src (productb F))
(productb (L (domain F) (fun i=> set_of_gfunctions src (V i F)))).
Lemma fun_set_to_prod4: forall src F,
fgraph F -> ( is_function (fun_set_to_prod src F)
& source (fun_set_to_prod src F) = (set_of_gfunctions src (productb F))
& target (fun_set_to_prod src F)
= (productb (L (domain F) (fun i=> set_of_gfunctions src (V i F))))).
Definition fun_set_to_prodb F f :=
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ext_map_prod (domain F) (fun i=> source f) (fun i=> V i F)
(fun i => (graph (compose (pr_i F i) £))).
Lemma fun_set_to_prod6: forall F f, (x 40 *)
fgraph F -> is_function f -> target f = productb F ->
(is_function (fun_set_to_prod5 F f) &
composable (fun_set_to_prod5 F f) (constant_functor (domain F) (source f) )&
compose (fun_set_to_prod5 F f) (constant_functor (domain F) (source f)) =f).
Lemma fun_set_to_prod7: forall src F f g,
fgraph F ->
(forall i, inc i (domain F) -> inc (f i) (set_of_gfunctions src (V i F))) ->
g = ext_map_prod (domain F) (fun i=> src)(fun i=> V i F) f ->
(forall i, inc i (domain F) ->
f i = graph (compose (pr_i F i) (compose g (constant_functor

(domain F) src) ))). (x 67 *)
Lemma fun_set_to_prod8: forall src F,
fgraph F -> bijective (fun_set_to_prod src F). (x 72 %)
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Chapter 7

Equivalence relations

The code of the first two sections of this chapter was originally written by Carlos Simp-
sorﬂ He used is_relation where we now write is_graph. A relation between two objects x and
y, often denoted by x ~ y, is a function of type & — & — Prop. An equivalence relation will be
a relation with some properties; an equivalence will be a graph with similar properties; this
differs from the Bourbaki’s definition, where an equivalence is a correspondence.

7.1 Definition of an equivalence relation

We say that x is related to y by the graph r and denote it by x ~ y whenever the pair (x, y)
is in the graph. The set of related objects is called the substrate of the relation.

Definition substrate r := union2 (domain r) (range r ).

We have some characterizations of the substrate. Only the last one requires that r be a
graph.

Lemma inc_prl_substrate : forall
Lemma inc_pr2_substrate : forall

y, inc y r -> inc (P y) (substrate r).
y, inc y r -> inc (Q y) (substrate r).
Lemma inc_argl_substrate: forall r x y, related r x y -> inc x (substrate r).
Lemma inc_arg2_substrate: forall r x y, related r x y -> inc y (substrate r).
Lemma substrate_smallest : forall r s,

(forall y, inc y r -> inc (P y) s) ->

(forall y, inc y r -> inc (Q y) s) ->

sub (substrate r) s.
Lemma inc_substrate_rw : forall r x,

is_graph r -> inc x (substrate r) =

((exists y, inc (J x y) r) \/ (exists y, inc (J y x) r)).

r
r
r
r

We say that a property ~ is symmetric if a ~ b implies b ~ a, transitiveif a ~band b ~ ¢
implies a ~ ¢, reflexiveon x if a € x is equivalent to a ~ a. We say that ~ is an equivalence rela-
tion if it is symmetric and transitive. We say that it is an equivalence relation on E if moreover
itis reflexive on E.

Definition reflexive_r (r:Set -> Set -> Prop) x :=
forall y, incyx=ryy.

Ihttp://math.unice.fr/ ~carlos/themes/verif.html
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Definition symmetric_r (r:Set -> Set -> Prop) :=
forall x y, rxy ->r y X.

Definition transitive_r (r:Set -> Set -> Prop) :=
forall xyz, rxy ->ryz->rxz

Definition equivalence_r (r:Set -> Set -> Prop) :=
symmetric_r r & transitive_r r.

Definition equivalence_re (r:Set -> Set -> Prop) x :=
equivalence_r r & reflexive_r r x.

The definitions for a graph are similar. We say that a graph is reflexive if its associated
relation is reflexive on the substrate, i.e., if x ~ y implies x ~ x and y < y. An equivalenceis a
set that is reflexive, symmetric, and transitiveE]

Definition is_reflexive r :=

is_graph r & (forall y, inc y (substrate r) ->related r y y).
Definition is_symmetric r :=

is_graph r & (forall x y, related r x y -> related r y x).
Definition is_transitive r :=

is_graph r &

(forall x y z, related r x y —> related r y z -> related r x z).
Definition is_equivalence r :=

is_reflexive r & is_transitive r & is_symmetric r.

Some trivial consequences of the definitions.

Lemma equivalence_is_graph : forall r, is_equivalence r -> is_graph r.
Lemma reflexive_inc_substrate : forall r x,
is_reflexive r -> inc x (substrate r) = inc (J x xX) r.

Lemma reflexive_ap : forall r x,
is_reflexive r -> inc x (substrate r) -> related r x X.
Lemma reflexive_ap2 : forall r x vy,

is_reflexive r -> related r x y —> related r x x.
Lemma symmetric_ap : forall r x y,

is_symmetric r -> related r x y —> related r y x.
Lemma transitive_ap : forall r x z,

is_transitive r ->

(exists y, related r x y & related r y z) ->

related r x z.

Some lemmas that show that if a graph is symmetric and transitive then it is reflexive.

Lemma symmetric_transitive_reflexive : forall r,
is_symmetric r -> is_transitive r -> is_reflexive r.
Lemma equivalence_relation_prl : forall r,
is_graph r —>
(forall x y, related r x y -> related r y x) —>
(forall x y z, related r x y -> related r y z -> related r x z) —>
is_equivalence r.
Lemma symmetric_transitive_equivalence : forall r,
is_symmetric r -> is_transitive r -> is_equivalence r.

Some trivial properties of an equivalenceE]

2In a previous version, we added the property is_graph, that can be deduced from the other ones
3Names changed in V3, was reflexivity or transitivity
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Lemma reflexivity_e : forall r u,
is_equivalence r -> inc u (substrate r) -> related r u u.
Lemma symmetricity_e : forall r u v,
is_equivalence r -> related r u v -> related r v u.
Lemma transitivity_e : forall r u v w,
is_equivalence r -> related r u v -> related r v w -> related r u w.

In the case of an equivalence, the characterization of the substrate is easy.

Lemma domain_is_substrate: forall g,
is_equivalence g -> domain g = substrate g.
Lemma substrate_sub : forall r s,
sub r s -> sub (substrate r) (substrate s).
Lemma inc_substrate : forall r x,
is_equivalence r ->
inc x (substrate r) = (exists y, related r x y).

If r has some properties then ~ has the corresponding ones.

Lemma reflexive_reflexive: forall r,
is_reflexive r -> reflexive_r (related r) (substrate r).
Lemma symmetric_symmetric: forall r,
is_symmetric r -> symmetric_r (related r).
Lemma transitive_transitive: forall r,
is_transitive r -> transitive_r (related r).
Lemma equivalence_equivalence: forall r,
is_equivalence r -> equivalence_re (related r) (substrate r).

We say that r is the graph of ~ if x ~ y is the same as x ~ y, whatever x and y. For every
set E, we can define a set r = gg(~), the graph of ~ on E. This is the graph of some relation
whose substrate is a subset of E.

Definition is_graph_of g (r:Set -> Set -> Prop):=
forall u v, r u v = related g u v.

Definition graph_on (r:Set -> Set -> Prop) x
:= Zo(product x x)(fun w => r (P w)(Q w)).

Lemma graph_on_graph: forall r x,

is_graph(graph_on r x).
Lemma graph_on_rwO: forall r x a b,

inc (J a b) (graph_on r x) = (inc a x & inc b x & r a b).
Lemma graph_on_rwl: forall r x a b,

related (graph_on r x) a b = (inc a x & inc b x & r a b).
Lemma graph_on_substrate: forall r x,

sub (substrate (graph_on r x)) x.

Assume that ~ is an equivalence relation on E. Then gg(~) is the graph of ~. The relation
associated to this graph is ~. Assume that ~ is an equivalence relation that has a graph g, then
it is an equivalence relation on the domain of g (which is also the substrate of g). This graph
is an equivalence. We shall often use the fact that an equivalence relation on E is associated
to an equivalence.

Lemma equivalence_has_graphO: forall r x,
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equivalence_re r x -> is_graph_of (graph_on r x) r.
Lemma graph_on_rw2: forall r x u v,

equivalence_re r x —>

related (<graph_on r x) u v =r u v.

Lemma equivalence_has_graph: forall r x,
equivalence_re r x -> exists g, is_graph_of g r.
Lemma equivalence_if_has_graph: forall r g,
is_graph g -> 1is_graph_of g r ->
equivalence_r r -> equivalence_re r (domain g).
Lemma equivalence_if_has_graph2: forall r g,
is_graph g -> is_graph_of g r ->
equivalence_r r -> is_equivalence g.
Lemma equivalence_has_graph2:forall r x,
equivalence_re r x -> exists g,
is_equivalence g & (forall u v, r u v = related g u v).

If we take a set E and equality on E (i.e., the relation “x € E and y € E and x = y” between
x and y), this gives an equivalence relation (it is alo an order). The associated equivalence
is the diagonal of E; this is the graph of the identity function. Note that if r is a reflexive
graph on E and is functional, it is the identity graph. This is the equivalence with the smallest
classes (we shall see that to each equivalence can be associated a partition, and partitions
can be compared, so that equivalences can be compared. We have found the finest one).

Definition restricted_eq x := fun u => fun v => inc u x & u = v.

Lemma diagonal_equivalencel: forall x,
equivalence_re(restricted_eq x) x.

Lemma graph_of_restricted_eq: forall x,
is_graph_of (identity_g x) (restricted_eq x).

Lemma diagonal_equivalence: forall x,
is_equivalence (identity_g x).

Lemma diagonal_substrate: forall x, substrate(identity_g x) = x.

We can consider the relation on E for which all elements are related. Its graph is E x E.

Definition coarse u := product u u.

Lemma coarse_substrate : forall u, substrate (coarse u) = u.
Lemma coarse_graph: forall x, is_graph (coarse x).

Lemma coarse_related : forall u x y,
related (coarse u) x y = (inc x u & inc y u).
Lemma coarse_equivalence : forall u,
is_equivalence (coarse u).

Lemma inter2_is_graphl: forall x y, is_graph x ->
is_graph (intersection2 x y).
Lemma inter2_is_graph2: forall x y, is_graph y ->
is_graph (intersection2 x y).
Lemma union2_is_graph: forall x y, is_graph x -> is_graph y ->
is_graph (union2 x y).
Lemma sub_graph_coarse_substrate: forall r,
is_graph r -> sub r (coarse (substrate r)).
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Equipotency is an equivalence relation without a graph.

Lemma equipotent_equivalence: equivalence_r equipotent.

The fifth example in Bourbaki is: Suppose Ac E; then (x e E\Aand y=x) or (xeAand y€
A) is a equivalence on E.

Lemma equivalence_relation_bourbaki_ex5: (* 33 *)
forall a e, sub a e >
is_equivalence (
Zo(product e e) (fun y=>
(inc (P y)(complement e a) & (P y = Q y)) \/ (inc (P y) a & inc(Q y) a))).

Consider a non-empty family of relations (~;) ;c;. We can consider the relation Vi, x ~; y.
This is equivalence (resp. an equivalence on E) if each ~; is an equivalence (resp. an equiva-
lence on E).

Lemma inter_rel_graph : forall z,
nonempty z -> (forall r, inc r z -> is_graph r) ->
is_graph (intersection z).

Lemma inter_rel_rw : forall z x y,
nonempty z ->
related (intersection z) x y =
(forall r, inc r z -> related r x y).

Lemma inter_rel_reflexive : forall z,
nonempty z -> (forall r, inc r z -> is_reflexive r) ->
is_reflexive (intersection z).

Lemma inter_rel_ substrate : forall z e,
nonempty z -> (forall r, inc r z -> is_reflexive r) ->
(forall r, inc r z -> substrate r = e) ->
substrate (intersection z) = e.

Lemma inter_rel_ transitive : forall z,
nonempty z -> (forall r, inc r z -> is_transitive r) ->
is_transitive (intersection z).

Lemma inter_rel_symmetric : forall z,
nonempty z -> (forall r, inc r z -> is_symmetric r) ->
is_symmetric (intersection z).

Lemma inter_rel_equivalence : forall z,
nonempty z -> (forall r, inc r z -> is_equivalence r) ->
is_equivalence (intersection z).

We can consider the set of all equivalences on E. It is not empty.

Definition all_relations x := powerset (product x x).
Definition all_equivalence_relations x :=
Zo (all_relations x) (fun r => (is_equivalence r)
& (substrate r = x)).

Lemma inc_all_relations : forall r x,

inc r (all_relations x) = (is_graph r & sub (substrate r) x).
Lemma inc_all_equivalence_relations : forall r x,

inc r (all_equivalence_relations x) =

(is_equivalence r & (substrate r = x)).
Lemma inc_coarse_all_equivalence_relations : forall u,

inc (coarse u) (all_equivalence_relations u).
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Proposition 1 [2} p. 114] says that a correspondence I' between X and X is an equivalence
on X if and only if X is the domain of I, T = T'"! and o' = I'. We prove this property for
graphs rather than correspondences.

Lemma selfinverse_graph_symmetric: forall r,
(is_symmetric r = (r= inverse_graph r)).
Lemma idempotent_graph_transitive: forall r,
is_graph r-> (is_transitive r = sub (compose_graph r r) r).
Theorem equivalence_pr: forall r,
(is_equivalence r = ((compose_graph r r) = r & 1r= inverse_graph r)).

7.2 Equivalence classes; quotient set

Let f be a function on E; the relation f(x) = f(y) is an equivalence relation on E. It has a
graph F~! o F, where F is the graph of f. We shall denote it by ~ f

Definition eq_rel_associated f :=

fun x => fun y => (inc x (source f) & (inc y (source f)) & (Wx f =Wy £)).
Definition equivalence_associated f :=

compose_graph (inverse_graph (graph f)) (graph f).

Lemma ea_equivalence: forall f,

is_function f -> equivalence_re(eq_rel_associated f) (source f).
Lemma graph_of_ea: forall f,

is_function f ->

is_graph_of (equivalence_associated f) (eq_rel_associated f).
Lemma graph_ea_equivalence: forall f,

is_function f->

is_equivalence (equivalence_associated f).
Lemma graph_ea_substrate: forall f,

is_function f->

substrate (equivalence_associated f) = source f.
Lemma ea_related:forall f x y,
is_function f ->
related (equivalence_associated f) x y =
(inc x (source f) & inc y (source f) & Wx f =Wy £).

Bourbaki says that for every equivalence relation ~ on E, there is a function f such that
the equivalence associated with f is ~ such that ~ = ~ ¢. Let G be the graph of the equivalence
relation and x € E. For x € E, the set G(x) of all y such that (x, y) € G (also known as the cut
of G at x) will be called the equivalence class of x, and the set of all equivalence classes will
be called the quotient set, and denoted by E/~ (or E/R if the relation is R). Let’s denote by X
the class of x modulo R, this is also pr,G,, where G denotes the set all elements z € G with
pr; z = x. We shall use the four characteristic properties of classes: (a) y € X if and only if xR ¥
(b) X cE, (c) x e Eifand only if X # @ and (d) if x € E, then X2 y and X = j are equivalent. This
last property says that ~ is the equivalence associated to the function x — X.

Definition class (r x:Set) := fun_image (Zo r (fun z => P z = x)) Q.

Lemma inc_class : forall r x y,
is_equivalence r -> inc y (class r x) = related r x y.
Lemma inc_classO : forall r x y,
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is_equivalence r -> inc y (class r x) = related r x y.
Lemma class_is_cut: forall r x, is_equivalence r ->
class r x = im_singleton r x.
Lemma sub_class_substrate: forall r x,
is_equivalence r -> sub(class r x) (substrate r).
Lemma nonempty_class_symmetric : forall r x,
is_equivalence r ->
nonempty (class r x) = inc x (substrate r).
Lemma related_class_eql: forall r u v, is_equivalence r ->
related r u v -> class r u = class r v.
Lemma related_class_eq : forall r u v,
is_equivalence r —>
related r u u ->
related r u v = (class r u = class r v).

We denote by X = 1,(z € x) some element of x (if x is non-empty of course), so that x — X
is is a mapping from E/R into E (it is a retraction of the canonical projection, meaning x = X).
We say that x is a class for r if r is an equivalence (with substrate s;), X € s, and x = X. Clearly,
if x € E, then Xx is a class. Thus a R b if and only if that there is a class x such that a € x and
be x. IfxEE/RandyExthenchy.

Definition quotient r := fun_image (substrate r) (class r).
Definition is_class r x := is_equivalence r
& inc (rep x) (substrate r) & x = class r (rep x).

Lemma inc_rep_itself:forall r x, is_equivalence r ->
inc x (quotient r) -> inc (rep x) x.
Lemma non_empty_in_quotient: forall r x,
is_equivalence r -> inc x (quotient r) -> nonempty x.
Lemma is_class_class : forall r x, is_equivalence r —>
inc x (substrate r) -> is_class r (class r x).
Lemma inc_quotient : forall r x, 1is_equivalence r ->
inc x (quotient r) = is_class r x.
Lemma in_class_related : forall r y z,
is_equivalence r —>
related r y z = (exists x, is_class r x & inc y x & inc z x).
Lemma related_rep_in_class:forall r x vy,
is_equivalence r -> inc x (quotient r) -> inc y x
-> related r (rep x) y.

A class x is a nonempty subset of E such that for all y € x, properties z € x and y R 2 are
equivalent. Two classes are equal or disjoint. If x € E then X € E/R. If x € y and y € E/R then
x € E. As a consequence, the union of E/R is E. If x € E/R then X € E, and %=x. If x€ E then

x € xand x~ % If u and v are in E/R, then 4 X 0 if and only if u = v. The relation uvis
equivalenttoue Eand veEand 1= 7. If x€ yand y € E/R then y = Xx.

Lemma is_class_rw : forall r x, is_equivalence r ->

is_class r x = (nonempty x & sub x (substrate r) &
(forall y z, inc y x -> (inc z x = related r y z)) ).

Lemma class_dichot : forall r x y,
is_class r x -> is_class r y > (x

Lemma inc_class_quotient : forall r x,
is_equivalence r -> inc x (substrate r) ->
inc (class r x) (quotient r).

y \/ disjoint x y).
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Lemma inc_in_quotient_substrate : forall r x y,
is_equivalence r -> inc x y -> inc y (quotient r)
-> inc x (substrate r).
Lemma union_quotient : forall r,
is_equivalence r -> union (quotient r) = substrate r.
Lemma inc_rep_substrate : forall r x, is_equivalence r ->
inc x (quotient r) -> inc (rep x) (substrate r).
Lemma class_rep : forall r x, is_equivalence r ->
inc x (quotient r) -> class r (rep x) = x.
Lemma inc_itself_class : forall r x,
is_equivalence r ->inc x (substrate r) -> inc x (class r x).
Lemma related_rep_class : forall r x, is_equivalence r ->
inc x (substrate r) -> related r x (rep (class r x)).
Lemma related_rep_rep : forall r u v,
is_equivalence r -> inc u (quotient r) -> inc v (quotient r) ->
related r (rep u) (rep v) = (u = v).
Lemma related_rw : forall r u v,
is_equivalence r -> related r u v =
(inc u (substrate r) & inc v (substrate r) & class r u = class r v).
Lemma is_class_pr: forall r x y,
is_equivalence r -> inc x y -> inc y (quotient r)
-> y = class r x.

The canonical projection is the mapping x — X from E onto E/R. An important property
is that this function is surj ectiV

Definition canon_proj(r:Set):= BL(fun x=> class r x)
(substrate r) (quotient r).

Lemma canon_proj_function: forall r,
is_equivalence r -> is_function (canon_proj r).
Lemma canon_proj_W: forall r x,
is_equivalence r —>
inc x (substrate r) -> W x (canon_proj r) = class r x.
Lemma related_graph_canon_proj: forall r x y,
is_equivalence r -> inc x (substrate r) -> inc y (quotient r) ->
inc (J x y) (graph (canon_proj r)) = inc x y.
Lemma canon_proj_show_surjective:forall r x,
is_equivalence r-> inc x (quotient r)
->W (rep x)(canon_proj r) =x.

Lemma canon_proj_surjective:forall r,
is_equivalence r-> surjective (canon_proj r).

The next lemma says that if A < E and x c A (where A is the set of all G for a € A) then
x € E/R. We then state Criterion 55 [2, p. 115]: u R vifand only if & = D. The exact Bourbaki
statement is “Let R be an equivalence relation on a set E, and let p be the canonical mapping
of E onto E/R. Then Rix, yi < (p(x) = p(¥))”. The correct statement would be: Rix, y} if
and only if x e E and y € E and p(x) = p(y). The proofis a bit strange. It starts with: “let x and
y be elements of E such that (x, y) € G. Then x € E and y € E; let us show...”

Lemma sub_im_canon_proj_quotient: forall r a x,
is_equivalence r -> sub a (substrate r) ->

4The case where R is the equivalence associated to a correspondence is not considered anymore in Version 3.
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inc x (image_by_fun (canon_proj r) a) ->
inc x (quotient r).
Lemma related_e_rw: forall r u v,
is_equivalence r -> (related r u v =
(inc u (source (canon_proj r)) &
inc v (source (canon_proj r)) &
W u (canon_proj r) = W v (canon_proj r))).

If we consider the equivalence associated with the equality on a set E then each classis a
singleton and E/R is equipotent to E.

Lemma diagonal_class: forall x u,
inc u x -> class (identity_g x) u = singleton u.
Lemma canon_proj_diagonal_bijective: forall x,
bijective (canon_proj (identity_g x)).

Consider now the equivalence associated with pr;. We consider a product E x F and the
relation (x,y) ~ (x, z) for every x, y and z. This is an equivalence on E x F, and classes are
objects of the form {x} x F. The function x — {x} x F is a bijection of E onto (E x F)/R.

Definition first_proj_eqr (x y:Bet) :=
eq_rel_associated(first_proj (product x y)).

Definition first_proj_eq (x y :Set) :=
equivalence_associated (first_proj (product x y)).

Lemma first_proj_eq_pr: forall x y a b,

first_proj_eqr x y a b =

(inc a (product x y) & inc b (product x y) & P a = P b).
Lemma first_proj_graph: forall x y,

is_graph_of (first_proj_eq x y) (first_proj_eqr x y).
Lemma first_proj_equivalence: forall x y,

is_equivalence (first_proj_eq x y).
Lemma first_proj_eq_related: forall x y a b,

related (first_proj_eq x y) a b =

(inc a (product x y) & inc b (product x y) & P a = P b).
Lemma first_proj_substrate: forall x vy,

substrate(first_proj_eq x y) = product x y.
Lemma first_proj_class:forall x y z,

nonempty y —>

is_class (first_proj_eq x y) z =

exists u, inc u x & z = product (singleton u) y. (x 22 %)
Lemma first_proj_equiv_proj: forall x y,

nonempty y-—>

bijective (BL (fun u => product (singleton u) y)

x (quotient (first_proj_eq x y))).

For any equivalence, the quotient is a partition of the substrate.

Lemma sub_quotient_powerset: forall r,

is_equivalence r -> sub (quotient r) (powerset (substrate r)).
Lemma partition_from_equivalence: forall r,

is_equivalence r ->

partition(quotient r) (substrate r).
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We consider now the converse. Let f be a function and F its graph. Assume that F is a
partition of X. We shall write X; instead of f(i). We can consider the relation x ~ y defined
by: there is an i such that x € X; and y € X;. This relation has a graph on X, say r. Then r is an
equivalence on X. We have a € b (i.e., a and b are related by r) if and only if there is an i such
that a € X; and b € X;. If a set a is a class of r, then it has the form X;. The converse is true if
X; is not empty. In other words, the image of f is the quotient X/r. We restate it as follows: if
f is a function and the graph of f is a true partition of X, then i — f(i) is a bijection from E
toX/r.

Definition in_same_coset f x y:=
exists i, inc i (source f) & inc x (W i f) & inc y (W i f).

Definition partition_relation f x :=
graph_on (in_same_coset f) x.

Lemma partition_inc_uniquel: forall f x i j y,
is_function f -> partition_fam (graph f) x ->
inc i (source f) -> incy (Wi f) —>
inc j (source f) -> incy (W j £) -> i = j.

Lemma isc_reflexive: forall f x, is_function f ->

partition_fam (graph f) x -> reflexive_r (in_same_coset f) x.
Lemma isc_symmetric: forall f, symmetric_r (in_same_coset f).
Lemma isc_transitive: forall f x, is_function f ->

partition_fam (graph f) x -> transitive_r (in_same_coset f).
Lemma isc_equivalence: forall f x, is_function f ->

partition_fam (graph f) x -> equivalence_re (in_same_coset f) x.
Lemma partition_rel_graph: forall f x,

is_function f -> partition_fam (graph f) x ->

is_graph_of (partition_relation f x) (in_same_coset f).
Lemma partition_relation_pr: forall f x a b,

is_function f -> partition_fam (graph f) x ->

related (partition_relation f x) a b = in_same_coset f a b.
Lemma partition_is_equivalence: forall f x,

is_function f -> partition_fam (graph f) x ->

is_equivalence (partition_relation f x).
Lemma partition_relation_substrate: forall f x,

is_function f -> partition_fam (graph f) x ->

substrate (partition_relation f x)= x.
Lemma partition_relation_class: forall f x a,

is_function f -> partition_fam (graph f) x —->

is_class (partition_relation f x) a

-> exists u, inc u (source f) & a = W u f.
Lemma partition_relation_class2: forall f x u,

is_function f -> partition_fam (graph f) x ->

inc u (source f) -> nonempty (W u f)

-> is_class (partition_relation f x) (W u f).
Lemma partition_fun_bijective: forall f x,

is_function f -> partition_fam (graph f) x ->

(forall u, inc u (source f) -> nonempty (W u f))

-> bijective (BL (fun u => W u f)

(source f) (quotient (partition_relation f x))).

With the same notations, a system of representatives is a set S such that X; NS is a sin-
gleton. The same name is given to an injective function g whose image is a system of repre-
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sentatives. In this case, for every i there is a unique j such that g(j) € X;. Conversely if this
condition holds and g is injective, it is a system of representatives. As a consequence, every
right inverse of the canonical projection of X on the quotient set defined by the partition X;
of X is a system of representatives.

Definition representative_system s f x :=
is_function f & partition_fam (graph f) x & sub s x
& (forall i, inc i (source f) -> is_singleton (intersection2 (W i f) s)).

Definition representative_system_function g f x :=
injective g & (representative_system (range (graph g)) f x).

Lemma rep_sys_function_pr: forall g f x i,
representative_system_function g f x -> inc i (source f)
-> exists_unique (fun a=> inc a (source g) & inc (Wa g) (Wi £)).
Lemma rep_sys_function_pr2: forall g f x,
injective g -> is_function f -> partition_fam (graph f) x -> sub (target g) x
-> (forall i, inc i (source f)
-> exists_unique (fun a=> inc a (source g) & inc (Wa g) (Wi f)))
-> representative_system_function g f x.
Lemma section_canon_proj_pr: forall g f x y r,
r = partition_relation f x -> is_function f -> partition_fam (graph f) x
-> is_right_inverse g (canon_proj r) ->
inc y x ->
related r y (W (class r y) g). (x 15 %)
Lemma section_is_representative_system_function: forall g f x,
is_function f -> partition_fam (graph f) x
-> is_right_inverse g (canon_proj (partition_relation f x)) ->
(forall u, inc u (source f) -> nonempty (W u £)) ->
representative_system_function g f x. (* 33 %)

7.3 Relations compatible with an equivalence relation

We say that P(x) is compatible with ~ if P(x) and x ~ y imply P(y). Every property is
compatible with the equality.

Definition compatible_with_equiv_p (p: Set -> Prop)(r:Set) :=
forall x x’, p x -> related r x X’ -> p x’.

Lemma trivial_equiv: forall p x,
compatible_with_equiv_p p (diagonal x).

If p is compatible with ~, we can define P(¢) on the quotient E/R of ~ by:
teE/Rand (3x)(x € ¢ and Pixi)

It is said to be induced by pix} on passing to the quotient (with respect to x) with respect to
R. If there is x € ¢ with p(x), then for all x € ¢ we have p(x). This is Criterion C56. If x is in the
substrate, then p(x) is equivalent to P(x) where X is the class of x.

Definition relation_on_quotient p r :=
fun t => inc t (quotient r) & exists x, inc x t & p x.
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Lemma rel_on_quo_pr: forall pr t,

is_equivalence r -> compatible_with_equiv_p p r ->

relation_on_quotient p r t = (inc t (quotient r) & forall x, inc x t -> p x).
Lemma rel_on_quo_pr2: forall p r y,

is_equivalence r -> compatible_with_equiv_p p r ->

(inc y (substrate r) & relation_on_quotient p r (W y (canon_proj r))) =

(inc y (substrate r) & p y).

7.4 Saturated subsets

A subset A of the substrate of a relation r is said saturated if x € A is compatible with r.
This is the same as saying that for every y € A the class of y is a subset of A, or that there exists
a set B formed by classes modulo r whose union is A.

Definition saturated(r x:Set) := compatible_with_equiv_p (fun y=> inc y x) r.

Lemma saturated_pr: forall r x,
is_equivalence r -> sub x (substrate r) ->
(saturated r x) = (forall y, inc y x -> sub (class r y) x).
Lemma saturated_pr2: forall r x,
is_equivalence r -> sub x (substrate r) ->
(saturated r x) = exists y, (forall z, inc z y -> is_class r z)
& x = union y.

Given a function f and a set X, we consider Xy to be f “Hf(X)). We have y € X rifand
only if there is a z € X such that f(y) = f(2). If we have an equivalence relation r and f is the
canonical projection onto the quotient set, then f(y) = f(z) is the same as y Lz, If X is the
singleton {x}, then Xy is the class of x modulo r. As a consequence X is saturated if and only
if X = X¢. If X is part of the substrate, it is saturated if and only if it is the inverse image (of
some set) by the canonical projection on the quotient set.

Definition inverse_direct_value f x :=

image_by_fun (inverse_fun f) (image_by_fun f x).
Lemma class_is_inv_direct_value: forall r x,

is_equivalence r -> inc x (substrate r) ->

class r x = inverse_direct_value (canon_proj r) (singleton x). (x 21 *)
Lemma saturated_pr3: forall r x,

is_equivalence r -> sub x (substrate r) ->

saturated r x = (x= inverse_direct_value (canon_proj r) x). (* 30 *)
Lemma saturated_pr4: forall r x,

is_equivalence r -> sub x (substrate r) ->

saturated r x = (exists b, sub b (quotient r)

& x = image_by_fun (inverse_fun (canon_proj r)) b).

The following lemmas show that saturated behaves friendly with union, intersection and
complement.

Lemma saturated_union: forall r x,
is_equivalence r -> (forall y, inc y x -> sub y (substrate r)) ->
(forall y, inc y x -> saturated r y) ->
(sub (union x) (substrate r) & saturated r (union x)).
Lemma saturated_intersection : forall r x,
is_equivalence r -> nonempty x ->
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(forall y, inc y x -> sub y (substrate r)) ->

(forall y, inc y x -> saturated r y) ->

(sub (intersection x) (substrate r) & saturated r (intersection x)).
Lemma saturated_complement : forall r a,

is_equivalence r -> sub a (substrate r) -> saturated r a ->

saturated r (complement (substrate r) a).

The set X is called the saturation of X by r if f is the canonical projection associated to
r. It is the union of classes of elements of X. It is the smallest saturated set that contains X. If
X; is a family of sets, A; their saturations, then the saturation of X; is JA;.

Definition saturation_of (r x:Set):=
inverse_direct_value (canon_proj r) x.
Lemma saturation_of_pr: forall r x,
is_equivalence r -> sub x (substrate r) ->
saturation_of r x =
union (Zo (quotient r)(fun z=> exists i, inc i x & z = class r i)). (x 21 %)
Lemma saturation_of_smallest: forall r x,
is_equivalence r -> sub x (substrate r) ->
(saturated r (saturation_of r x) &
sub x (saturation_of r x)
& (forall y, sub y (substrate r) -> saturated r y -> sub x y
-> sub (saturation_of r x) y)). (x 24 %)

Definition union_image x f:=
union (Zo x (fun z=> exists i, inc i (source f) & z =W i f)).

Lemma saturation_of_union: forall r f g,
is_equivalence r -> is_function f -> is_function g ->
(forall i, inc i (source f) -> sub (W i f) (substrate r)) ->
source f = source g —>
(forall i, inc i (source f) -> saturation_of r (Wi f) =W i g)
-> saturation_of r (union_image (powerset(substrate r)) f) =
union_image (powerset(substrate r)) g. (x 20 *)

7.5 Mappings compatible with equivalence relations

We start with some properties of the function s that maps a non-empty set x to a repre-
sentative: If R is an equivalence relation, this is a function from E/R to E; it is a section (right
inverse) of the canonical projection.

Definition section_canon_proj (r:Set) :=
BL rep (quotient r) (substrate r).
Lemma section_canon_proj_axioms:forall r,
is_equivalence r —->
transf_axioms rep (quotient r) (substrate r).
Lemma section_canon_proj_W: forall r x,
is_equivalence r ->
inc x (quotient r) -> W x (section_canon_proj r) = (rep x).
Lemma function_section_canon_proj: forall r,
is_equivalence r -> is_function (section_canon_proj r).
Lemma right_inv_canon_proj: forall r,
is_equivalence r ->
is_right_inverse (section_canon_proj r) (canon_proj r).

RR n° 6999



122 José Grimm

We say that a function f is compatible with R if the relation f(x) = y is compatible; by
definition this is: if x X x' then f(x) =y implies f(x') = y. By symmetry, these two relations
are equivalent, and we can eliminate y. We first prove that our definition is the same as the
original one, then show that this means that the function is constant on equivalence classes.
This means that f can be factored through the canonical projection g (see below; we show
here g(x) = g(y) implies f(x) = f(»)). (see diagram (retraction/section) on page|[64).

Definition compatible_with_equiv f r :=
is_function f & source f = substrate r &
forall x x’, related r x x> > Wx f =

Lemma compatible_with_equiv_pr: forall f r,
is_function f -> source f = substrate r ->
compatible_with_equiv f r =
(forall y, compatible_with_equiv_p (fun x => y = W x f) r).
Lemma compatible_constant_on_classes: forall f r x y,
is_equivalence r —>
compatible_with_equiv f r -> inc y (class r x) > Wx f =Wy f.
Lemma compatible_constant_on_classes2: forall f r x,
is_equivalence r -> compatible_with_equiv f r ->
is_constant_function(restriction f (class r x)).
Lemma compatible_with_proj: forall f r x y,
is_equivalence r -> compatible_with_equiv f r >
inc x (substrate r) -> inc y (substrate r) ->
W x (canon_proj r) = Wy (canon_proj r) > Wx f =Wy f.

Given two relations r and s, we say that the function f is compatible with r and sif go f
is compatible with r, when g is the canonical projection of F/s. We can restate this as: x ~ y
implies f(x) 2 f(y). If h is the canonical projection of E/r, then h(x) = h(y) implies that f(x)
and f(y) have the same class modulo s.

Definition compatible_with_equivs f r r’ :=
is_function f & target f = substrate r’ &
compatible_with_equiv (compose (canon_proj r’) f) r.

Lemma compatible_with_pr:forall r r’ f x y,
is_equivalence r -> is_equivalence r’ ->
compatible_with_equivs f r r’ ->
related r x y -> related r’> (W=x £f) (Wy £).

Lemma compatible_with_pr2:forall r r’ £,
is_equivalence r -> is_equivalence r’ —>
is_function f ->
target f = substrate r’-> source f = substrate r->
(forall x y, related r x y -> related r’ (Wx £f) (Wy £)) ->
compatible_with_equivs f r r’.

Lemma compatible_with_proj3 :forall r r’ f x y,
is_equivalence r -> is_equivalence r’ ->
compatible_with_equivs f r r’->
inc x (substrate r) -> inc y (substrate r) ->
W x (canon_proj r) = W y (canon_proj r) ->
class r’ (W x f) = class r’ (Wy £).

Assume that f is compatible with an equivalence r on E, let g be the canonical projection
onto E/r and s a section of g. If f is compatible with r, there exists a unique function % such
that hog = f and h = fos. This mapping is said to be induced by f on passing to the quotient.
This is criterion C57 (for details, see page[216).
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Definition fun_on_quotient r f :=
compose f (section_canon_proj r).

Lemma exists_fun_on_quotient: forall f r,
is_equivalence r -> is_function f -> source f = substrate r ->
compatible_with_equiv f r =
(exists h, composable h (canon_proj r) & compose h (canon_proj r) = f).
Lemma exists_unique_fun_on_quotient: forall f r h,
is_equivalence r -> compatible_with_equiv f r ->
composable h (canon_proj r) -> compose h (canon_proj r) = f ->
h = fun_on_quotient r f.
Lemma compose_foq_proj :forall f r,
is_equivalence r -> compatible_with_equiv f r ->
compose (fun_on_quotient r f) (canon_proj r) = f.

E . E/ E A E’ (fun on quotient)
| |

fl
E/r E/lr —=E'/r'

f//

Assume that f is a function from E into E’ on which we have equivalence relations r
and r’. Let m and 1’ be the canonical projections onto E/r and E'/r’, s and s’ associated
sections. We can consider f = fos’, the mapping induced by f on passing on the quotient, or
f" =mo fos, the mapping induced by f on passing to the quotients with respect to r and s.
We consider two cases: f is a mapping, and f is a graph. In order to simplify the statements,
we write X and X' instead of is_equivalence r or is_equivalence r’.

Definition fun_on_rep f: Set -> Set := fun x=> f(rep x).
Definition fun_on_reps r’ f := fun x=> W (f(rep x)) (canon_proj r’).
Definition function_on_quotient r £ b :=
BL(fun_on_rep f)(quotient r)(b).
Definition function_on_quotients r r’ f :=
BL(fun_on_reps r’ f) (quotient r) (quotient r’).
Definition fun_on_quotients r r’ f :=
compose (compose (canon_proj r’) f) (section_canon_proj r).
Lemma foq_axioms: forall r £ b, X->
transf_axioms f (substrate r) b ->
transf_axioms (fun_on_rep f) (quotient r) b.
Lemma fogs_axioms: forall r r’ f, X -> X’ >
transf_axioms f (substrate r) (substrate r’) ->
transf_axioms (fun_on_reps r’ f) (quotient r) (quotient r’).
Lemma foqc_axioms: forall r f, X->
is_function f -> source f = substrate r ->
composable f (section_canon_proj r).
Lemma foqcs_axioms:forall r r’ £, X-> X’->
is_function f -> source f = substrate r -> target f = substrate r’ ->
composable (compose (canon_proj r’) f) (section_canon_proj r).

Lemma foq_function:forall r f b, X->
transf_axioms f (substrate r) b —>
is_function (function_on_quotient r f b).
Lemma fogs_function: forall r r’ f, X-> X’ ->
transf_axioms f (substrate r) (substrate r’) ->
is_function (function_on_quotients r r’ f).
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Lemma foqc_function: forall r f, X-> X’ >
source f = substrate r ->
is_function (fun_on_quotient r f).
Lemma foqcs_function:forall r r’ f, X-> X’ ->
is_function f -> source f = substrate r -> target f = substrate r’ ->
is_function (fun_on_quotients r r’ f).
Lemma foq W:forall r £ b x, X->
transf_axioms f (substrate r) b —>
inc x (quotient r) ->
W x (function_on_quotient r £ b) = £ (rep x).
Lemma foqc_W:forall r £ x, X —>
is_function f ->
source f = substrate r -> inc x (quotient r) ->
W x (fun_on_quotient r f) = W (rep x) f.
Lemma fogs_W: forall r r’ f x, X -> X’ >
transf_axioms f (substrate r) (substrate r’) -> inc x (quotient r) ->
W x (function_on_quotients r r’ f) = class r’ (f (rep x)).
Lemma foqcs_W:forall r r’ £ x, X-> X’ —>
is_function f -> source f = substrate r -> target f = substrate r’ ->
inc x (quotient r) ->
W x (fun_on_quotients r r’ f) = class r’ (W (rep x) ).

More lemmas; statement fun_on_quotient_pr4is the diagram on the right part of (fun on
quotient) on page

Lemma fun_on_quotient_pr: forall r f x,
Wx f = fun_on_rep (fun w => W x £f) (W x (canon_proj r)).
Lemma fun_on_quotient_pr2: forall r r’ f x,
W (W x £) (canon_proj r’) =
fun_on_reps r’ (fun w => W x f) (W x (canon_proj r)).
Lemma composable_fun_proj: forall r f b, X->
transf_axioms f (substrate r) b —>
composable (function_on_quotient r f b) (canon_proj r).
Lemma composable_fun_projs: forall r r’ £, X -> X’ —>
transf_axioms f (substrate r) (substrate r’) ->
composable (function_on_quotients r r’ f) (canon_proj r).
Lemma composable_fun_projc: forall r £, X->
compatible_with_equiv f r ->
composable (fun_on_quotient r f) (canon_proj r).
Lemma composable_fun_projcs: forall r r’ £, X-> X’ —>
compatible_with_equivs f r r’->
composable (fun_on_quotients r r’ f) (canon_proj r).
Lemma fun_on_quotient_pr3: forall r f x, X->
inc x (substrate r) -> compatible_with_equiv f r ->
Wx f =W (Wx (canon_proj r)) (fun_on_quotient r f).
Lemma fun_on_quotient_pr4: forall r r’ £, X-> X’ ->
compatible_with_equivs f r r’->
compose (canon_proj r’) f = compose (fun_on_quotients r r’ f)(canon_proj r).
Lemma fun_on_quotient_pr5: forall r r’ f x, X-> X’—>
compatible_with_equivs f r r’->
inc x (substrate r) —->
W (W x £f) (canon_proj r’) =
W (W x (canon_proj r)) (fun_on_quotients r r’ f).
Lemma compose_fun_proj_ev: forall r £ b x, X->
compatible_with_equiv (BL f (substrate r) b) r ->
inc x (substrate r) —->
transf_axioms f (substrate r) b —>
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W x (compose (function_on_quotient r f b) (canon_proj r)) = f x.
Lemma compose_fun_proj_ev2: forall r r’ f x, X-> X’ —>

compatible_with_equivs (BL f (substrate r) (substrate r’)) r r’ ->

transf_axioms f (substrate r) (substrate r’) ->

inc x (substrate r) —->

inc (f x) (substrate r’) ->

W (f x) (canon_proj r’) =

W x (compose (function_on_quotients r r’ f) (canon_proj r)).
Lemma compose_fun_proj_eq: forall r £ b, X->

compatible_with_equiv (BL f (substrate r) b) r —->

transf_axioms f (substrate r) b ->

compose (function_on_quotient r f b) (canon_proj r) =

BL f (substrate r) b.

Lemma compose_fun_proj_eq2: forall r r’ £, X-> X’ —>

transf_axioms f (substrate r) (substrate r’) ->

compatible_with_equivs (BL f (substrate r) (substrate r’)) r r’->

compose (function_on_quotients r r’ f) (canon_proj r) =

compose (canon_proj r’) (BL f (substrate r) (substrate r’)).

E 4f> F E —f> F (canonical decomposition)
= f
E/~——F E/ ~
f F

Assume now that f is a function from E to F, and ~ the associated equivalence, for which
x and y are equivalent if f(x) = f(y). Then f is compatible and we can define f on the quo-
tient. If we denote it by f, and if x is the class of x then f()'c) = f(x). From f‘()'c) = f(j/) we
get f(x) = f(y), so that x and y are in the same class: hence f is injective. If we restrict this
function to the image F' of f we get a bijection, say f’. The diagram (canonical decomposi-
tion) says that if we compose the projection 1t from E to E/ ~, the bijection f’ into F’ and the
inclusion map from F’ to F, then we get f. If f is surjective then F = F' and we can simplify a
bit: only three arrows are needed. Moreover, there is no need to restrict f (this is shown on
the right part of the diagram).

Lemma compatible_ea: forall f,
is_function f ->
compatible_with_equiv f (equivalence_associated f).
Lemma ea_foq_injective: forall f,
is_function f ->
injective (fun_on_quotient (equivalence_associated f) f).
Lemma ea_foq_on_im_bijective: forall £,
is_function f ->
bijective (restriction2 (fun_on_quotient (equivalence_associated f) f)
(quotient (equivalence_associated f)) (range (graph f))). (x 28 *)
Lemma canonical_decompositiona: forall f,
is_function f ->
let r:= equivalence_associated f in
is_function (compose (restriction2 (fun_on_quotient r f)
(quotient r) (range (graph £)))
(canon_proj r)). (x 23 %)
Lemma canonical_decomposition: forall f,
is_function f ->
let r:= equivalence_associated f in

RR n° 6999



126 José Grimm

f = compose (canonical_injection (range (graph f)) (target f))
(compose (restriction2 (fun_on_quotient r f)
(quotient r) (range (graph £)))
(canon_proj r)). (x 41 %)
Lemma surjective_pr7: forall f,
surjective f ->
canonical_injection (range (graph f)) (target f) = identity (target f).
Lemma canonical_decompositiona: forall f,
is_function f ->
let r:= equivalence_associated f in
is_function (compose (restriction2 (fun_on_quotient r f)
(quotient r) (range (graph f)))
(canon_proj r)).
Lemma canonical_decomposition_surj: forall f,
surjective f ->
let r:= equivalence_associated f in
f = compose (restriction2 (fun_on_quotient r f) (quotient r) (target f))
(canon_proj r).
Lemma canonical_decompositionb: forall f,
is_function f ->
let r:= equivalence_associated f in
restriction2 (fun_on_quotient r f) (quotient r) (target f) =
(fun_on_quotient r f).
Lemma canonical_decomposition_surj2: forall f,
surjective f ->
let r:= equivalence_associated f in
f = (compose (fun_on_quotient r f) (canon_proj r)).

7.6 Inverse image of an equivalence relation; induced equivalence
relation

If ¢ is a function from E to F, S an equivalence on F, and u the canonical projection from
F to F/S, the inverse image of S by ¢ is the equivalence R associated to u o ¢, characterized

by x R y if and only if ¢(x) 2 ¢(y). If X is a class modulo S then ¢~ (X) is a class modulo R (if
nonempty) and conversely.

Definition inv_image_relation f r :=

equivalence_associated (compose (canon_proj r) f).
Definition iirel_axioms f r :=

is_function f & is_equivalence r & substrate r = target f.

Lemma iirel_function: forall f r,

iirel_axioms f r -> is_function (compose (canon_proj r) f).
Lemma iirel_relation: forall f r,

iirel_axioms f r -> is_equivalence (inv_image_relation f r).
Lemma iirel_substrate: forall f r,

iirel_axioms f r -> substrate (inv_image_relation f r) = source f.
Lemma iirel_related: forall f r x y,

iirel_axioms f r —>

related (inv_image_relation f r) x y =

(inc x (source f) & inc y (source f) & related r (Wx £f) (Wy £)).
Lemma iirel_class: forall f r x,

iirel_axioms f r ->

is_class (inv_image_relation f r) x =
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exists y, is_class r y
& nonempty (intersection2 y (range (graph £)))

& x = inv_image_by_fun f y. (* 40 *)
A ! E (induced equivalence)
gl J{f
ARy —*>Tmf —S~E/R
\/
h

LetR be an equivalence on E, A a subset on E, and j the inclusion map A — E. The inverse
image of R by j is called the relation induced on A and is denoted by Ra. If x and y are in A,
then they are related by R, if and only if they are related by R. Classes for Ry are nonempty
sets of the form AnX where X is a class for R. The inclusion map is compatible with the
relations. Let f and g be the canonical projections and h the function on the quotient. This
function is injective, its range is the range of f. Hence £ is the composition of a bijection k
with the inclusion map.

Definition induced_relation (r a:Set) :=

inv_image_relation (canonical_injection a (substrate r)) r.
Definition induced_rel_axioms(r a :Set) :=

is_equivalence r & sub a (substrate r).

Lemma induced_rel_iirel axioms : forall r a,
induced_rel_axioms r a ->
iirel_axioms (canonical_injection a (substrate r)) r.
Lemma induced_rel_equivalence: forall r a,
induced_rel_axioms r a -> is_equivalence (induced_relation r a).
Lemma induced_rel_substrate: forall r a,
induced_rel_axioms r a -> substrate (induced_relation r a) = a.
Lemma induced_rel_related: forall r a u v,
induced_axioms_rel r a —->
related (induced_relation r a) u v =
(inc u a & inc v a & related r u v).
Lemma induced_rel class: forall r a x,
induced_rel_axioms r a ->
is_class (induced_relation r a) x =
exists y, is_class r y
& nonempty (intersection2 y a)
& x = (intersection2 y a).
Lemma compatible_injection_induced_rel: forall r a,
induced_rel_axioms r a —>
compatible_with_equivs (canonical_injection a (substrate r))
(induced_relation r a) r.
Lemma foq_induced_rel_injective: forall r a,
induced_rel_axioms r a ->
injective (fun_on_quotients (induced_relation r a) r
(canonical_injection a (substrate r))). (* 21 %)
Lemma foq_induced_rel_image: forall r a,
induced_axioms_rel r a —->
image_by_fun (fun_on_quotients (induced_relation r a) r
(canonical_injection a (substrate r))) (quotient (induced_relation r a))
= image_by_fun (canon_proj r) a. (* 47 %)
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Definition canonical_foq_induced_rel r a :=
restriction2 (fun_on_quotients (induced_relation r a) r
(canonical_injection a (substrate r)))
(quotient (induced_relation r a))
(image_by_fun (canon_proj r) a).
Lemma canonical_foq_induced_rel_bijective: forall r a,
induced_rel_axioms r a -> bijective (canonical_foq_induced_rel r a). (x 15 *)

7.7 Quotients of equivalence relations

We say that arelation S is finer than R if S implies R. We say that an equivalence r is finer
than s if < implies ~, i.e., if for all x and y, x 2 y implies x ~ y. If r and s are equivalences on a
same set, this is equivalent to s  r. If we denote by C;x the class of x for s, it is also: for each
x, there is an y such that C;x < C,y. Equivalently: each C, y is saturated by s. We give two
examples.

Definition finer_equivalence(s r:Set):=
forall x y, related s x y -> related r x y.

Definition finer_axioms(s r:Set):=
is_equivalence s & is_equivalence r & substrate r = substrate s.

Lemma finer_sub_equiv: forall s r,
finer_axioms s r ->
(finer_equivalence s r) = (sub s r).
Lemma finer_sub_equiv2: forall s r,
finer_axioms s r ->
(finer_equivalence s r) =
(forall x, exists y, sub(class s x)(class r y)).
Lemma finer_sub_equiv3: forall s r,
finer_axioms s r ->
(finer_equivalence s r) =
(forall y, saturated s (class r y)). (x 22 %)
Lemma finest_equivalence: forall r,
is_equivalence r -> finer_equivalence (diagonal (substrate r)) r.
Lemma coarsest_equivalence: forall r,
is_equivalence r -> finer_equivalence r (coarse (substrate r)).

E—E (quotient of equivalences)

E/S— " ~E/R

(E/S)/(R/S)PE/R
2

Assume that R and S are two equivalences on E, S finer than R, and let f and g be the
canonical projections. Then f is compatible with S. This gives a surjective function # that
satisfies 1(Cgx) = Crx.

Lemma compatible_with_finer: forall s r,
finer_axioms s r ->
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finer_equivalence s r ->

compatible_with_equiv (canon_proj r) s.
Lemma foq_finer_function: forall s r,

finer_axioms s r ->

finer_equivalence s r -> is_function(fun_on_quotient s (canon_proj r)).
Lemma foq_finer_W: forall s r x,

finer_axioms s r -> finer_equivalence s r -> inc x (quotient s) ->

W x (fun_on_quotient s (canon_proj r)) = class r (rep x).
Lemma foq_finer_surjective: forall s r,

finer_axioms s r ->

finer_equivalence s r -> surjective(fun_on_quotient s (canon_proj r)).

On the quotient we can consider the equivalence induced by h. This will be denoted

R/S. We have CsxRLs Cgy if and only if x R y; this is the same as g(x) RIS g(y). We have
x € (E/S)/(R/S) if and only if there exists y € E/R such that y = g(y). We can consider the
canonical decomposition of & = jo hy o hy. Since h is surjective, we can simplify this as
h = hy o hy; here h; is the canonical projection of E/S onto (E/S)/(R/S).

Definition quotient_of_relations (r s:Set):=
equivalence_associated (fun_on_quotient s (canon_proj r)).

Lemma quotient_of_relations_equivalence:
forall r s, finer_axioms s r —-> finer_equivalence s r ->
is_equivalence (quotient_of_relations r s).
Lemma quotient_of_relations_substrate:
forall r s, finer_axioms s r -> finer_equivalence s r ->
substrate (quotient_of_relations r s) = (quotient s).
Lemma quotient_of_relations_related: forall r s x vy,
finer_axioms s r -> finer_equivalence s r —>
related (quotient_of_relations r s) x y =
(inc x (quotient s) & inc y (quotient s) &
related r (rep x) (rep y)).
Lemma quotient_of_relations_related_bis: forall r s x y,
finer_axioms s r -> finer_equivalence s r —>
inc x (substrate s) -> inc y (substrate s) —->
related (quotient_of_relations r s) (class s x) (class s y)
= related r x y.
Lemma nonempty_image: forall f x,
is_function f -> nonempty x -> sub x (source f) ->
nonempty (image_by_fun f x).
Lemma cqgr_aux: forall s x y u,
is_equivalence s -> sub y (substrate s) ->
x = image_by_fun (canon_proj s) y ->
inc u x = (exists v, inc v y & u = class s v).
Lemma quotient_of_relations_class_bis: forall r s x,
finer_axioms s r -> finer_equivalence s r —>
inc x (quotient (quotient_of_relations r s)) =
exists y, inc y (quotient r) & x = image_by_fun (canon_proj s) y. (* 85 %)

Let S be an equivalence on E and g the canonical projection. Let T be an equivalence on
the quotient, and R the inverse image of T by g. This is a relation on E, S is finer than R and

R/S is nothing else than T.

Lemma quotient_canonical_decomposition: forall r s,
let f := fun_on_quotient s (canon_proj r) in
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let qr := quotient_of_relations r s in
finer_axioms s r —-> finer_equivalence s r —>
f = (compose (fun_on_quotient qr f) (canon_proj qr)).
Lemma quotient_of_relations_pr: forall s t,
let r := inv_image_relation (canon_proj s) t in
is_equivalence s -> is_equivalence t -> substrate t = quotient s ->
t = quotient_of_relations r s. (x 25 *)

7.8 Product of two equivalence relations

Given two relations R and R/, we can define R x R’ by (x, x) RxR (y,y)) if and only if x R ¥

and ' ¥ y'. In the definition that follows, we consider relations on sets E and E’, and show
that this gives a relation on E x E’ (the substrate is not the whole product: if E and E’ have
two elements that are related, then the graphs of R and R’ have a single element, the graph of
R xR’ has a single element, and its substrate has two elements, while E x E’ has four elements).
If R and R’ are equivalence, so is the product, and the substrate is Ex E’. A class in the product
is a product of classes.

Definition substrate_for_prod(r r’:Set) :=
product (substrate r) (substrate r’).

Definition prod_of_relation(r r’:Set):=
Zo(product (substrate_for_prod r r’) (substrate_for_prod r r’))
(fun y=> inc (J(P (P y))(P (Q y))) r & inc (J(@Q (P v)@Q (Q y))) r’).

Lemma prod_of_rel_is_rel: forall r r’, is_graph (prod_of_relation r r’).
Lemma substrate_prod_of_rell: forall r r’,
sub (substrate (prod_of_relation r r’)) (substrate_for_prod r r’).
Lemma prod_of_rel_pr: forall r r’ a b,
related (prod_of_relation r r’) a b =
( is_pair a & is_pair b & related r (P a) (P b) & related r’ (Q a) (Q b)).
Lemma substrate_prod_of_rel2:
forall r r’, is_symmetric r -> is_symmetric r’ ->
substrate (prod_of_relation r r’) = substrate_for_prod r r’.
Lemma prod_of_rel_refl:
forall r r’, is_reflexive r -> is_reflexive r’ ->
is_reflexive (prod_of_relation r r’).
Lemma prod_of_rel_sym:
forall r r’, is_symmetric r -> is_symmetric r’ ->
is_symmetric (prod_of_relation r r’).
Lemma prod_of_rel_trans:
forall r r’, is_transitive r -> is_transitive r’ ->
is_transitive (prod_of_relation r r’).
Lemma substrate_prod_of_rel: forall r r’,
is_equivalence r ->is_equivalence r’ ->
substrate (prod_of_relation r r’) = product(substrate r) (substrate r’).
Lemma equivalence_prod_of_rel: forall r r’,
is_equivalence r -> is_equivalence r’ ->
is_equivalence (prod_of_relation r r’).
Lemma related_prod_of_rell: forall r r’ x x’ v,
is_equivalence r -> is_equivalence r’ ->
inc x (substrate r) -> inc x’ (substrate r’) ->
related (prod_of_relation r r’) (J x x’) v =
(exists y, exists y’, v =J y y’ & related r x y & related r’ x’ y’).
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Lemma related_prod_of_rel2: forall r r’ x x’ v,
is_equivalence r -> is_equivalence r’ ->
inc x (substrate r) -> inc x’ (substrate r’) ->
related (prod_of_relation r r’) (J x x’) v =
inc v (product (im_singleton r x) (im_singleton r’ x’)).
Lemma class_prod_of_rel2: forall r r’ x,
is_equivalence r -> is_equivalence r’ ->
is_class (prod_of_relation r r’) x =
exists u, exists v, is_class r u & is_class r’ v & x = product u v. (x 26 *)

With the same notations, let t and 1’ be the canonical projections. We can consider the
function 7t x 7/, it maps (x, y) to (m(x),n’'(x)): its target is (E/R) x (E/R’). This function is not
the canonical projection " associated to R x R’, whose target is (E x E)/(R x R'). However
there is a bijection h such that t x 1’ = hon”.

Lemma ext_to_prod_rel_function: forall r r’,
is_equivalence r -> is_equivalence r’ ->
is_function (ext_to_prod(canon_proj r) (canon_proj r’)).
Lemma ext_to_prod_rel _W: forall r r’ x x’,
is_equivalence r -> is_equivalence r’ ->
inc x (substrate r) -> inc x’ (substrate r’) ->
W (J x x’) (ext_to_prod(canon_proj r) (canon_proj r’)) =
J (class r x) (class r’ x’).
Lemma compatible_ext_to_prod: forall r r’,
is_equivalence r -> is_equivalence r’ ->
compatible_with_equiv (ext_to_prod (canon_proj r) (canon_proj r’))
(prod_of_relation r r’).
Lemma compatible_ext_to_prod_inv: forall r r’ x x’,
is_equivalence r -> is_equivalence r’ ->
is_pair x -> inc (P x) (substrate r) -> inc (Q x) (substrate r’) ->
is_pair x’ -> inc (P x’) (substrate r) -> inc (Q x’) (substrate r’) ->
W x (ext_to_prod (canon_proj r) (canon_proj r’)) =
W x’ (ext_to_prod (canon_proj r) (canon_proj r’))
-> related (prod_of_relation r r’) x x’.
Lemma related_ext_to_prod_rel: forall r r’,
is_equivalence r -> is_equivalence r’ ->
equivalence_associated (ext_to_prod(canon_proj r)(canon_proj r’)) =
prod_of_relation r r’. (x 25 *)
Lemma decomposable_ext_to_prod_rel:forall r r’,
is_equivalence r -> is_equivalence r’ ->
exists h, bijective h &
source h = quotient (prod_of_relation r r’) &
target h = product (quotient r) (quotient r’)&
compose h (canon_proj (prod_of_relation r r’)) =
ext_to_prod(canon_proj r) (canon_proj r’). (* 58 %)

7.9 Classes of equivalent objects

Let ~ be an equivalence relation; we do not assume that it has a graph. Let 8x be the
generic object associated to x. In Bourbaki’s notation, this is T, (x ~ y). We could implement
this via chooseT. Assume x ~ x'. Then x ~ y and x’ ~ y are equivalent, and the properties of
T say Ox = 0x’. The quantity O is the class of objects equivalent to x. Bourbaki notes that
“x ~xand x’' ~x’ and 6x = 0x'” is equivalent to x ~ x.
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Assume now that there is a set T such that y ~ y implies that there exists x € T such that
x ~y. Let © be the set of all Bx for x € T. If y ~ y, there exists x € T such that x ~ y, hence
0x =0y and thus 6y € ©. If x ~ x, then 6x is the unique z € © such that x ~ z.

Assume that x ~ y implies Ax = Ay. We can consider the set of all Ax such that x ~ x. If f
maps ¢ to Az, then we have Ax = f(08x). Bourbaki says that if we have an equivalence relation
on a set E, then we can choose for Ax the class of x, and f becomes a bijection from © into
the quotient set.

We write 8x and Ax instead of 6(x) and A(x) in order to emphasize the fact that these
objects are not functions. However, 0x is a set. No code is associated to this section. It seems
that this section is not used in the remaining of the work of Bourbaki; for instance, if we
consider the relation X is equipotent to Y, then 06X is the cardinal of X. Bourbaki proves the
existence of the cardinal by repeating the arguments previously exposed in this section.
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Chapter 8

Exercises

We start with some properties of the Theory of Sets, not used elsewhere. We show that
Colly(yg y) is false. This implies that there is no set x such that for all y we have y € x, but on
the contrary, there is a set x such that for no y we have y € x (this being the empty set). Then
we show that for every property p, we have p(x), provided that x € @.

Lemma not_collectivizing_notin:
~ (exists z, forall y, inc y z = not (inc y y)).
Proof.
case=> X hx.
have nxx: (~ inc x x) by move=> xx; move: (xx); rewrite (hx x).
by apply nxx; rewrite (hx x).
Qed.

Lemma collectivizing_special :
(exists x, forall y, ~ (inc y x)) & ~ (exists x, forall y, inc y x).
Proof.
split; first by exists emptyset; apply emptyset_pr.
move=> [x Px]; apply not_collectivizing_ notin.
exists (Zo x (fun z => ~ (inc z 2z))) => z.
apply iff_eq; rewrite Z_rw; intuition.
Qed.

Lemma emptyset_pra: forall x (p: Set -> Prop),
inc x emptyset -> (p x).
Proof. by move=> x p xe; elim (emptyset_pr xe). Qed.

8.1 Sectionl

1. Show that the relation (x = y) < (VX)((x € X) = (y €X)) is a theorem.

Comment. In Bourbaki, you can prove x = x (this is the first theorem) or (V x)(x = x) (this
is different theorem). In Coq, we can prove only the second property. We try to be as close
as possible to the Bourbaki statement by using a section. The quantifiers are still present,
but invisible. This looks like the axiom of extent for the relation 3; implication = is trivial;
implication <« is a consequence a weaker property, where we restrict X to be a singleton,
which reads then: (Vz)((x = z) = (y = 2)).

Section exercisel_1.
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Variable x y:Set.

Lemma exercisel_1: (x=y) = (forall X, inc x X -> inc y X).

Proof.

apply iff_eq; first by move=> ->.

by move=> spec_sub; symmetry; apply singleton_eq; apply spec_sub; fprops.
Qed.

End exercisel_1.

2. Show that ¢ # {x} is a theorem. Deduce that (3x)(3y)(x # y) is a theorem.

Comment: The first claim is really (Vx)(® # {x}). Note that the “axiom of the singleton”
(for each x there is a set that has a unique element, namely x) asserts that the number of sets
is not finite.

Lemma exercisel_2: exists x:Set, exists y:Set, x <> y.
Proof.
have theorem:forall x:Set, emptyset <> singleton x.
by move=> x esx; empty_tacl (x).
by exists emptyset; exists (singleton emptyset); apply theorem.
Qed.

3. LetA andB be two subsets of a set X. Show that the relation B < CA is equivalent to A < (B
and that the relation CB c A is equivalent to CA c B.

Comment: The notation CA is an abuse of language for X—A. One part of the proof needs
the law of excluded middle. We write a tactic that proves a € b by contradiction (it takes n
argument, the name of the assumption a ¢ b).

It suffices to prove the first result (the second claim follows from the double complement

rule). It suffices to prove one implication, the other is obtained by symmetry.

Ltac em_set h :=
match goal with |- inc 7a 7?b => case (inc_or_not a b) => // h
end.

Lemma exercisel_3: forall X A B, sub A X -> sub B X ->

(sub (complement X B) A = sub (complement X A) B &
sub B (complement X A) = sub A (complement X B)).
Proof.
move=>X.

suff: forall a b, sub a X -> sub b X ->
sub (complement X b) a = sub (complement X a) b.
move=> sh A B AX BX.
split; first by apply sh.
set c:=sh _ _ (sub_complement (a:=X) (b:= A)) (sub_complement (a:=X) (b:= B)).
by move: c; srw.
suff: forall a b, sub a X -> sub b X ->
sub (complement X b) a -> sub (complement X a) b.
by move=> sh A B AX BX ; apply iff_eq; apply sh.
move=> a b aX bX sca t; srw; move => [ tA nta ]; em_set nintb.
by elim nta; apply sca; srw.
Qed.

4. Prove that the relation X c {x} is equivalent to “X = {x} orX=¢".
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Comment: The relation X c {x} is equivalent to a € X <= a = x. This needs the law of
excluded middle; in other terms, from the proof of X c {x}, it is not possible to deduce which
alternative, X = {x} or X = @ is true.

Lemma exercisel_4: forall a b,
sub a (singleton b) = (a = singleton b \/ a = emptyset).
Proof.
move=>X x; apply iff_eq.
case (p_or_not_p (sub (singleton x) X)); first by left; apply extensionality.
right; apply is_emptyset => t; dneg tX.
have xX: inc x X by rewrite - (singleton_eq (HO _ tX)).
by move=> y; aw=> ->.
case => ->; [ apply sub_refl | apply emptyset_sub_any].
Qed.

5. Prove that @ = 1x(14(x € X) €X).

Comment: We shall give a proof that uses choose, which not exactly the same as Bour-
baki’s T function. Hence we start, informally, with a Bourbaki proof. We have to show

X (3% (2 (x X)) = x (0 (3x) (x €X)),

(by definition of @, V and 3). Write this as tx(—(3x)P) = tx(—(3x)Q). According to Scheme
S7, it suffices to prove (VX)(7(3x)P < —(Ix)Q). Fix X. Criterion C24 says that -x ¢ X is
equivalent to x € X, i.e., P <= Q. From Criterion C31 it follows that (3x)P <— (3x)Q.
Criterion C23 implies = (3x)P < —(3x)Q. Qed.

The expression 1, (x € X) is denoted by rep in Coq. Write this as r (X). From y €, it follows
r(Y) €Y. Let p(X) stand for r(X) ¢ X. By double negation, if 7 (Y) is true, then Y must be empty.
We must show that Y = tx p is empty; it suffices to prove p(tx p), which follows from p(®).

Lemma exercisel_ b:
emptyset = choose (fun X => ~ (inc (rep X) X)).
Proof.
have rep_pr: forall Y y, inc y Y -> inc (rep Y) Y.
by move=> Y y yY; rewrite /rep; apply choose_pr; exists y.

have Ye: forall Y, ~ (inc (rep Y) Y) -> emptyset = Y.
move => y ye; symmetry.
by apply is_emptyset; move=> t; dneg aux; apply (rep_pr _ _ aux).

apply Ye; apply choose_pr; exists emptyset.
case; case.
Qed.

6. Consider (Vy)(y =1,((Vz)(z€ x < z€ y))). Show that this axiom Al’ implies the axiom
of extent Al.

Write R(x, y) for (Vz)(z € x < z € y). Let A and B be two sets. The new axiom says
A =1,R(x,A) and B = 1, R(x, B). Let’s show the axiom of extent: assume A c B and B c A; thus
ze A < ze€B, hence R(A,B). It follows, by transitivity of equivalence, that for all x, R(x, A) is
equivalent to R(x, B). Scheme S7 (property choose_equiv) implies T,R(x,A) = 1R(x,B), from
which A = B follows.

Lemma exercisel_6:
(forall y, y = choose (fun x => (forall z, (inc z x)=(inc z y))))

RR n° 6999



136 José Grimm

-> (forall ab : Set, suba b ->subba->a=>b).
Proof.
move=> hyp a b; rewrite /sub => sab sba.
rewrite (hyp a) (hyp b).
apply choose_equiv; move=> x.
split; move=> aux z; rewrite aux; apply iff_eq; auto.
Qed.

8.2 Section2

1. Let Rix,y} be a relation, the letters x and y being distinct; let z be a letter distinct from x
and y which does not appear in Rix, yi. Show that the relation (3x) (3y) Rix, yi is equivalent to

(32)(z is an ordered pair and Ripr, z, pr,z})
and the relation (Vx)(Vy) Rix,y} is equivalent to

(V2)(zis an ordered pair => (Ripr,z,pr,z})).

Comment. Compare this with the section “Function of two variables”.

Lemma exercise2_1: forall R:Set-> Set -> Prop,
( (exists x, exists y, R x y) = (exists z, is_pair z & R(P z) (Q 2)) &
(forall x, forall y, R x y) = (forall z, is_pair z -> R(P z) (Q 2))).
Proof.
move => R; split;apply iff_eq.
- move=> [x] [y] Rxy; exists (J x y); aw;fprops.
- by move => [z [zp Rz]]; exists (P z); exists (Q z).
- move=> hyp z _; apply hyp.
- move => hyp x y; move: (hyp _ (pair_is_pair x y)); aw.
Qed.

2. (a) Show that the relation {{x},{x, y}} = {{x'},{x, y'}} is equivalent to x = x' and y = y/'.
(b) Let 9y be the theory of sets, and let 97 be the theory which has the same schemes and
explicit axioms as 9, except for the axiom A3. Show that if 77 is not contradictory, then 9

is not contradictory.

Comment. In the French version, Bourbaki defines the pair (x, y) as {{x}, {x, y}} and proves
(a) as Proposition 1 (thus Propositions in this section are numbered differently in the two edi-
tions). In the English version, there is a specific sign (that looks a bit like o) that defines a pair,
and an axiom A3. Part (b) of the exercise is then: if the French version is not contradictory,

then the English version is neither.

Definition xpair (x y : Set) :=
doubleton (singleton x) (doubleton x (singleton y)).

Lemma exercise2_2 : forall xy z w,
(xpair x y = xpair zw) = (x =2z &y = w.
Proof.
move=> x y z w; apply iff_eq; last by move=> [] -> ->.
move => eq.
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have fp2: inc (singleton x) (xpair z w) by rewrite -eq /xpair; fprops.
have sp2: inc (doubleton x (singleton y)) (xpair z w).

by rewrite -eq /xpair; fprops.
have xz: x=z.

case (doubleton_or fp2); first by apply singleton_inj.

by move=> sd; symmetry; apply singleton_eq; ue.
split=>//.
rewrite xz in sp2.
case (doubleton_or sp2) => hyp.

symmetry.

have syz: (singleton y = z) by apply singleton_eq; ue.

have: (inc (doubleton z (singleton w)) (xpair x y)).

by rewrite eq /xpair; fprops.

rewrite xz /xpair hyp doubleton_singleton; aw => zwz.

have: (singleton w = z) by apply singleton_eq; ue.

by rewrite -syz; apply singleton_inj.
apply singleton_inj.
have sp3: (inc (singleton w) (doubleton z (singleton y))) by ue.
case (doubleton_or sp3) => sp4; last by symmetry.
have sp5: (inc (singleton y) (doubleton z (singleton w))) by ue.
by case (doubleton_or sp5); try ue.
Qed.

8.3 Section 3

1. Show that the relations x € y, x c y, x = {y} have no graph with respect to x and y.

Assume that r is a relation, and G is a set containg all related pairs. Then r has a graph,
namely the subset of all elements (x, y) of G that are related. We replace “has no graph” by
“there is no such G”.

(* Definition has_no_graph (r:Set -> Set -> Prop):=
~(exists G, is_graph G & forall x y, r x y <-> inc (J x y) G). *)
Definition has_no_graph (r:Set -> Set -> Prop):=
~(exists G, forall x y, r x y => inc (J x y) G).
Definition is_universal (r:Set -> Set -> Prop):=
forall x, exists y, rxy \/ r y x.

Assume that r is a universal relation, and r(x, y) implies J(x, y) € X. Let D be the union of
the domain of range of X. The relation r(x, y) implies that both x and y are in D. Since r is
universal, every set is in D, absurd.

Lemma is_universal_pr: forall r, is_universal r -> has_no_graph r.
move=> r u [X h].
move:collectivizing_special => [_ p]; elim p.
exists (union2 (domain X) (range X)).
rewrite /domain/range => y.
move: (u y) => [x]; case => rxy.

by apply union2_first; aw; exists (J y x); split;aw; apply h.
by apply union2_second;aw; exists (J x y); split;aw; apply h.
Qed.

The result is now trivial.
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Lemma exercise3d_1:
has_no_graph (fun x y => inc x y) &
has_no_graph (fun x y => sub x y) &
has_no_graph (fun x y => x = singleton y).

Proof.
intuition; apply is_universal_pr; move=> X;

[ exists (singleton x) | exists x | exists (singleton x) ] ; fprops.
Qed.

2. LetG be a graph. Show that the relation X c pr, G is equivalent to X c G H(GX)).

Lemma exercise3_2: forall G X, is_graph G ->
sub X (domain G) =
sub X (image_by_graph (inverse_graph G) (image_by_graph G X)).
Proof.
move=>G X gG.
have giG :is_graph (inverse_graph G) by fprops.
apply iff_eq; move=> hyp t ts; move: (hyp _ ts); aw.
move=> [y Jgl; exists y; aw; split =>//; ex_tac.
move=> [x]; aw; move=> [[y _] h]l; ex_tac.
Qed.

3. LetG, H be two graphs. Show that the relation pr;H < pr, G is equivalent to
HcHoG 'oG. Deduce that Gc GoG ™1 oG.

Lemma exercise3_3a: forall G H, is_graph G -> is_graph H ->
sub (domain H) (domain G)=
sub H (compose_graph H (compose_graph (inverse_graph G) G)).
Proof.
move=> G H gG gH.
apply iff_eq => h t ts.
move: (pair_recov (gH _ ts)) => Jt; rewrite - Jt in ts.
have: (inc (P t) (domain G)) by apply h; ex_tac.
aw; move=> [y JG]; split; first by rewrite -Jt; fprops.
exists (P t); split=>//; aw; split; fprops; ex_tac; aw.
move: ts; aw; move=> [y JH]; move: (h _ JH); aw.
move=> [_ [z [p _]1]; move: p; aw; move=> [_ [u [q _]11].
ex_tac.
Qed.

Lemma exercise3_3b: forall G, is_graph G ->
sub G (compose_graph G (compose_graph (inverse_graph G) G)).
Proof. move=> G gG; rewrite -(exercise3_3a gG gG); fprops. Qed.

4. IfGisagraph showthat oG =Go@ = ¢ and that G ' oG = ¢ ifand only if G = @.

For the first two relations, we need not G be a graph.

Lemma exercise3_4a: forall G,
(compose_graph G emptyset = emptyset &
compose_graph emptyset G = emptyset).

Proof.

move=> G; split.

empty_tac x H; move: H; aw; move=> [_ [z [Je _ ]]]; elim (emptyset_pr Je).
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empty_tac x H; move: H; aw; move=> [_ [z [ _ Je ]]]; elim (emptyset_pr Je).
Qed.

Lemma exercise3_4b: forall G, is_graph G ->

(compose_graph (inverse_graph G) G = emptyset) = (G = emptyset).
Proof.
move=> G gG; apply iff_eq => h.

empty_tac x xG; empty_tacl (J (P x) (P x)).

move: (gG _ xG)=> px; aw;split; fprops; exists (Q x); split; aw.
rewrite h; by move: (exercise3_4a (inverse_graph emptyset))=>[res _].
Qed.

5. LetA, B be two sets, G a graph.
Show that (A x B) oG = G™!(A) x B and Go (A x B) = A x G(B).

Comment. The code presented here is simpler than in Version 1; we do not need to show
that some quantities are graphs.

Lemma exercise3_5: forall G A B,
(compose_graph (product A B) G
compose_graph G (product A B)

Proof.

move=>G A B; split; set_extensl x; aw.
move=> [px [y [JG ]1]; aw; move=> [_ [? ?7]]; intuition; ex_tac.
move=> [px [[y [uA JG]] QBl]; intuition; ex_tac; fprops.
move=> [px [y [Jp JG]]1]; move: Jp; aw;move=> [_ [? ?7]]; intuition; ex_tac.
move=> [px [ pA [y [xB jBl1]]; intuition; ex_tac; fprops.

Qed.

product (inv_image_by_graph G A) B &
product A (image_by_graph G B)).

6. Foreach graphG letG' be the graph (pr,G x pr,G) —G. Show that (G™1)' = (G')~!, and that
Go(G Y A%, (G H oG Ag, if Ao pr;G and B o pr,G. Show that G = (pr,G) x (pr,G) if and
onlyifGo (G} oG = @.

Definition complement_graph G :=
complement (product (domain G) (range G)) G.

Lemma complement_graph_g : forall G, is_graph (complement_graph G).

Proof.

rewrite /complement_graph=> G x; srw; rewrite product_inc_rw; intuition.
Qed.

Lemma exercise3_6a: forall G, is_graph G —>
complement_graph (inverse_graph G) = inverse_graph(complement_graph G).
Proof.
move => G gG.
have gc: is_graph (complement_graph G) by apply complement_graph_g.
rewrite /complement_graph; bw.
rewrite range_inverse //.
set_extensl t; srw; rewrite product_inc_rw domain_inverse//.
move=> [[tp [PrG QdG]] ntiG].
rewrite inverse_graph_rw //; split=>//; srw; split; fprops.
by dneg pG; rewrite inverse_graph rw //.
rewrite inverse_graph_rw // complement_rw product_pair_rw.
rewrite inverse_graph_rw //.
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intuition.
Qed.

Lemma exercise3_6b: forall G B, is_graph G -> sub (range G) B ->
sub (compose_graph G (complement_graph (inverse_graph G)))

(complement_graph (identity_g B)).

Proof.

move=> G B gG srB; rewrite exercise3_6a //.

rewrite /complement_graph => t tc; srw.

rewrite identity_domain identity_range inc_diagonal_rw.

move: tc; aw; move=> [pt [y [Jig JG]1].

move: Jig; aw; srw; rewrite product_pair_rw.

move=> [[yd Pr] nJ].

intuition; try (apply srB=>//; ex_tac).

elim nJ; ue.

Qed.

Lemma exercise3_6c¢c: forall A G, is_graph G -> sub (domain G) A ->
sub (compose_graph (complement_graph (inverse_graph G)) G)
(complement_graph (identity_g A)).
Proof.
move=> A G gG sd.
rewrite exercise3_6a // /complement_graph identity_domain identity_range.
move=> t tc; srw; rewrite inc_diagonal_rw; aw.
move:tc; aw; move => [Htp [y [Jg ]11]; aw; srw; rewrite product_pair_rw.
move=> [[Qd yr] nJ].
intuition; try (apply sd=>//; ex_tac).
elim nJ; ue.
Qed.

Lemma exercise3_6d: forall G, is_graph G ->
( G = product (domain G)(range G) ) =
(compose_graph G (compose_graph (complement_graph (inverse_graph G)) G)
= emptyset ).
Proof.
move=> G gG; rewrite (exercise3_6a gG).
set (K:= complement_graph G).
transitivity (K = emptyset).
rewrite /K /complement_graph.
apply iff_eq; first by move=> <-; apply complement_itself.
move=> hyp.
by apply extensionality;[ apply sub_graph_prod| apply empty_complement].
apply iff_eq.
move=> ->; rewrite inverse_graph_emptyset.
move: (exercise3_4a G) => [pl p2].
by rewrite p2 pl.
move=> ce; empty_tac x xK.
move: (xK); rewrite /K /complement_graph; srw; aw.
move=> [[px [[u J1G] [v J2G]]] nG].
empty_tacl (J v u); aw; split; fprops;ex_tac; aw; split; fprops; ex_tac; aw.
Qed.

7. Agraph G is functional if and only if for each set X we have G(G™ (X)) c X.

Lemma exercise3_7: forall g, is_graph g —>
fgraph g = (forall x, sub (image_by_graph g (inv_image_by_graph g x)) x).
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Proof.
move=>G gG; rewrite /inv_image_by_graph.
apply iff_eq.
move=> fgG X x; aw; move=> [y [yi JG]].
move: yi; aw; move=> [z [zX]]; aw => JG’.
by rewrite (fgraph_pr fgG JG JG’).
move=> hyp; split =>//.
move=> x y xG yG sP.
move: (gG _ xG) (gG _ yG)=> px py.
apply pair_extensionality=>//.
apply singleton_eq.
apply (hyp (singleton (Q y))); aw; exists (P x).
split; aw; exists (Q y); rewrite sP; aw; fprops.
Qed.

8. LetA, B be two sets, let T be a correspondence between A and B, and let I be a corre-
spondence between B and A. Show that if I"(I'(x)) = {x} for all x € A and T'(I"'()) = {y} for all
y €B, thenT is a bijection of A onto B andI" is the inverse mapping.

Comment. There is an abuse of notation here (see exercise 11). In some cases I'(x) de-
notes I'{{x}) and sometimes I'(X) denotes I'(X). The proof is a bit longish. In the comments,
G and G’ are the graphs.

Lemma exercise3_8: forall G G’, is_correspondence G -> is_correspondence G’ ->
source G = target G’ -> source G’ = target G —>
(forall x, inc x (source G) -> image_by_fun G’ (image_by_fun G (singleton x))
= singleton x) ->
(forall x, inc x (source G’) -> image_by_fun G (image_by_fun G’ (singleton x))
= singleton x) ->
(bijective G & bijective G’ & G = inverse_fun G’).
Proof.
rewrite /image_by_fun=> G G’ cG cG’ sG sG’ G’Gx GG’x.
have gG: is_graph (graph G) by fprops.
have gG’: is_graph (graph G’) by fprops.

If x € A then x is in the domain of G (since I''(I'(x)) is not empty). Same with G and G’ ex-
changed.

have sGdgG: source G = domain (graph G).

apply extensionality; last by fprops.

move=> X XsS.

have: inc x (singleton x) by fprops.

rewrite - (G’Gx _ xs); set (aux:=graph G); aw.

move=> [y [p _1]; move: p; aw; move=> [z []]; aw; move=> -> p; ex_tac.
have sGdgG’: source G’ = domain (graph G’).

apply extensionality; last by fprops.

move=> X XS.

have: inc x (singleton x) by fprops.

rewrite - (GG’x _ xs); set (aux:=graph G’); aw.

move=> [y [p _]1]; move: p; aw; move=> [z []]; aw; move=> -> p; ex_tac.

We show (x, y) € G and (y, z) € G’ implies x = z; same with G and G’ exchanged.
have JGG’:forall x y z, inc (J x y)(graph G) -> inc (J y z)(graph G’) -> x = z.
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move=> x y z Jxy Jyz.
have xG: inc x (source G) by rewrite sGdgG; ex_tac.
symmetry; apply singleton_eq.
rewrite - (G’Gx _ xG); aw; ex_tac; aw; ex_tac; fprops.
have JG’G:forall x y z, inc (J x y)(graph G’) -> inc (J y z)(graph G) -> x = z.
move=> x y z Jxy Jyz.
have xG: inc x (source G’) by rewrite sGdgG’; ex_tac.
symmetry; apply singleton_eq.
rewrite - (GG’x _ xG); aw; ex_tac; aw; ex_tac; fprops.

We show: if x € A there is an y such that (x, y) € Gand (y,x) € G'.

have xGy: (forall x, inc x (source G) -> exists y,
inc (J x y) (graph G) & inc (J y x) (graph G’)).
move=> x xsG.
have: inc x (singleton x) by fprops.
rewrite - (G’Gx _ xsG); set (aux:=graph G’); aw.
move=> [y [p ql]; move: p; aw; move=> [z []]; aw; move=> -> p; ex_tac.
have xG’y: (forall x, inc x (source G’) -> exists y,
inc (J x y) (graph G’) & inc (J y x) (graph G)).
move=> x xsG.
have: inc x (singleton x) by fprops.
rewrite - (GG’x _ xsG); set (aux:=graph G’); aw.
move=> [y [p ql]; move: p; aw; move=> [z []]; aw; move=> -> p; ex_tac.

We show (x, y) € G and (x, z) € G implies y = z.

have fgG: fgraph (graph G).
split=>//; move=> x y xG yG Pxy.
have px: is_pair x by apply gG.
have py: (is_pair y) by apply gG.
apply pair_extensionality =>//.
rewrite -(pair_recov px) in xG.
rewrite -(pair_recov py) -Pxy in yG.
have Pxs: inc (P x) (source G) by rewrite sGdgG; ex_tac.
move: (xGy _ Pxs) => [z [_ J2gl].
rewrite - (JG’G _ _ _ J2g xG).
by rewrite - (JG’G _ _ _ J2g yG).
have fgG’: fgraph (graph G’).
split=>//; move=> x y xG yG Pxy.
have px: is_pair x by apply gG’.
have py: (is_pair y) by apply gG’.
apply pair_extensionality =>//.
rewrite -(pair_recov px) in xG.
rewrite -(pair_recov py) -Pxy in yG.

have Pxs: inc (P x) (source G’) by rewrite sGdgG’; ex_tac.
move: (xG’y _ Pxs) => [z [_ J2gl].

rewrite - (JGG’ _ _ _ J2g xG).

by rewrite - (JGG’> _ _ _ J2g yG).

We show (x, y) € G and (y, x) € G’ are equivalent.

have fg: is_function G by hnf;intuition.

have fg’: is_function G’ by hnf;intuition.

have GiG: (graph G = inverse_graph(graph G’)).
set_extens x Xs.
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have px: is_pair x by apply gG.
rewrite -(pair_recov px) in xs |- *; aw.
have Ps: inc (P x) (source G) by rewrite sGdgG; ex_tac.
move: (xGy _ Ps)=> [y [J1 J2]].
by rewrite -(JG’G _ _ _ J2 xs).
have gi: (is_graph (inverse_graph (graph G’))) by fprops.
have px: (is_pair x) by apply gi.
rewrite -(pair_recov px) in xs |- *; awi xs.
have Ps: inc (P x) (source G)
by rewrite sG; apply corresp_sub_range=>//; ex_tac.
move: (xGy _ Ps)=> [y [J1 J2]1].
by rewrite (JG’°G _ _ _ xs J1).
have GiG2: (G = inverse_fun G’).
rewrite /inverse_fun -sG sG’ -GiG.
by symmetry; apply corresp_recovl.

Bijectivity of I is easy.

have bG: bijective G.
split.
split=>//; move=> x y xs ys sW.
move: (W_pr3 fg xs) => HGx.
move: (W_pr3 fg ys) => HGy; rewrite -sW in HGy.

have Ws: inc (W x G) (source G’) by rewrite sG’; fprops.
move: (xG’y _ Ws) => [z [J1 J2]].
by rewrite (JGG’ _ _ _ HGx J1) (JGG> _ _ _ HGy J1).

apply surjective_prb5 =>// x.

rewrite -sG’ => xs.

move: (xG’y _ xs) => [z [J1 J2]].

rewrite /related; ex_tac; apply (inc_prlgraph_source fg J2).

have GiG3: G’ = inverse_fun G by rewrite GiG2 inverse_fun_involutive.
intuition.

by rewrite GiG3; apply inverse_bij_is_bijl.

Qed.

9. LetA, B, C,D besets, f amapping of A into B, g a mapping of B into C, h a mapping of
CintoD. Ifgo f and ho g are bijections, show that all of f, g, h are bijections.

Lemma exercise3_9: forall £ g h,
is_function f -> is_function g -> is_function h->
source g = target f -> source h = target g —>
bijective(compose g f) -> bijective (compose h g) ->
(bijective f & bijective g & bijective h).
Proof.
move=> f g h ff fg fh sgtf shtg bgf bhg.
have cgf : composable g f by hnf ; intuition.
have chg : composable h g by hnf; intuition.
have ig: injective g.
by move: bhg=>[ia sal; apply (inj_right_compose chg ia).
have sg: surjective g.
by move: bgf=>[ia sal; apply (surj_left_compose cgf sa).
have bg: bijective g by split.
split; first by apply (bij_right_compose cgf bgf bg).
split; last by apply (bij_left_compose chg bhg bg).
done.
Qed.
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10. LetA, B, C be sets, f a mapping of A into B, g a mapping of B into C, h a mapping of C
into A. Show that if two of the three mappings ho go f, go foh, f o ho g are surjections and
the third is an injection, then f, g, h are all bijections.

The French version claims that the same conclusion holds if two of the three mappings
are injections and the third is a surjection. We assume here hogo f injective, go foh surjective
and f o ho g injective or surjective. Other cases are equivalent, by renaming variables.

Lemma exercise3_10: forall £ g h,
is_function f -> is_function g -> is_function h->
source g = target f -> source h = target g -> source f = target h —>
injective (compose h (compose g f)) ->
surjective (compose g (compose f h)) ->
(injective (compose f (compose h g))
\/ surjective (compose f (compose h g))) ->
(bijective f & bijective g & bijective h).
Proof.
move=> f g h ff fg fh sgtf shtg sfth ihgf sgfh is_fgh.
have cfh: composable f h by hnf; auto.
have chg: composable h g by red; auto.
have cgf: composable g f by red; auto.
rewrite -compose_assoc // in ihgf.
have fhg: is_function (compose h g) by fct_tac.
have chgf: composable (compose h g) f by hnf; aw; auto.
move: (inj_right_compose chgf ihgf) => inf.
have ffh: is_function (compose f h) by fct_tac.
have cgfh: composable g (compose f h) by hnf; aw; auto.
move: (surj_left_compose cgfh sgfh) => sg.

In both cases we know that f is injective and g surjective. If f o ho g is injective, we deduce
g injective; but surjectivity of g says f o h injective; hence f is surjective. Injectivity of g in
the second relation says f o & surjective. Thus f, g and f o h are injective and surjective; the
result follows.

case is_fgh.
rewrite - compose_assoc// => ifhg.
have cfhg: composable (compose f h) g by hnf; aw; auto.
move: (inj_right_compose cfhg ifhg) => ig.
move: (surj_left_compose2 cgfh sgfh ig)=> sfh.
move: (surj_left_compose cfh sfh) =>sf.
move: (inj_left_compose2 cfhg ifhg sg) => ifh.
have bfh: (bijective (compose f h)) by hnf.
have bf: (bijective f) by hnf.
have bg: (bijective g) by hnf.
move: (bij_right_compose cfh bfh bf).
auto.

The second case is similar.

move=> sfhg.

have cfhg: (composable f (compose h g)) by hnf; aw; auto.
move: (surj_left_compose cfhg sfhg) => sf.

have bf: (bijective f) Dby hnf.

move: (surj_left_compose2 cfhg sfhg inf) => shg.

move: (inj_left_compose2 chgf ihgf sf) => ihg.

move: (inj_right_compose chg ihg) => ig.
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have bg: (bijective g) by hnf.

have bhg: (bijective (compose h g)) by hnf.
move: (bij_left_compose chg bhg bg).

auto.

Qed.

11. *Find the error in the following argument: let N denote the set of all natural numbers
and let A denote the set of all integers n > 2 for which there exists three strictly positive inte-
gers x, y, z such that x" + y" = z". Then the set A is not empty (in other words, “Fermat’s last
theorem” is false). For let B = {A} and C = {N}; B and C are sets consisting of a single element,
hence there is a bijection f of B onto C. We have f(A) = N; if A were empty we would have
N = f(®) = ¢ which is absurd.*

We have f(®) = ¢ and f(@) = N. Writing the first relation as f(®) = @ creates an ambigu-
ity, but has not as consequence that @ is equal to N.

8.4 Section4

1. Let G be a graph. Show that the following three propositions are equivalent: (a) G is
a functional graph, (b) ifX, Y are any two sets, then GlXnY) =G IX)nGLY). (c) The
relationXNY = ¢ implies G (X) nG~1(Y) = @.

Lemma exercise4_la: forall g, is_graph g ->
functional_graph g = (forall x y, inv_image_by_graph g (intersection2 x y)=
intersection2 (inv_image_by_graph g x) (inv_image_by_graph g y)).
Proof.
move=> sfhg.
have cfhg: (composable f (compose h g)) by hnf; aw; auto.
move: (surj_left_compose cfhg sfhg) => sf.
have bf: (bijective f) by hnf.
move: (surj_left_compose2 cfhg sfhg inf) => shg.
move: (inj_left_compose2 chgf ihgf sf) => ihg.
move: (inj_right_compose chg ihg) => ig.
have bg: (bijective g) by hnf.
have bhg: (bijective (compose h g)) by hnf.
move: (bij_left_compose chg bhg bg).
auto.
Qed.

Lemma exercise4_la: forall g, is_graph g ->
functional_graph g = (forall x y, inv_image_by_graph g (intersection2 x y)=
intersection2 (inv_image_by_graph g x) (inv_image_by_graph g y)).
Proof.
move=> g gg.
have gig: is_graph (inverse_graph g) by fprops.
rewrite /inv_image_by_graph.
apply iff_eq.
move=> fgg x y; set_extensl t.
aw; move=> [z]; aw; move=> [[zx zy] Jg].
by split; exists z; aw.
aw; move=> [[a pl[b ql]l; move: p q; aw; move=> [ax Jg] [biy Jg’].
rewrite -(fgg _ _ _ Jg Jg’) in biy.
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by exists a; aw.

move=> hyp x y y’ gxy gxy’.

move: (hyp (singleton y) (singleton y’)).

set u:=intersection2 _ _

move=> hypl.

have:inc x (image_by_graph (inverse_graph g) u).
by rewrite /u hypl; aw; split; ex_tac; aw.

aw; move=> [z]; rewrite /u; aw.

by move=> [[zy zy’] _]; rewrite -zy -zy’.

Qed.

Lemma exercise4_1b: forall g, is_graph g ->
functional_graph g = (forall x y, intersection2 x y = emptyset ->
intersection2 (inv_image_by_graph g x) (inv_image_by_graph g y)=emptyset) .
Proof.

move=> g gg; apply iff_eq.

rewrite exercise4_1a //.

by move=> pl x y ie; rewrite -pl ie /inv_image_by_graph image_by_emptyset.
move=> hyp x y y’ gxy gxy’.
have gig: is_graph (inverse_graph g) by fprops.
case (emptyset_dichot (intersection2 (singleton y) (singleton y’))).

move=>aux. move: (hyp _ _ aux).

set v:= intersection2 _ _

have xv: (inc x v).

by rewrite /v; apply intersection2_inc; aw; ex_tac; aw.

by move=> ve; rewrite ve in xv; elim (emptyset_pr xv).
by move=> [z]; aw; move=> [zy zy’]; rewrite -zy -zy’.
Qed.

2. LetG be a graph. Show that for each setX we have G(X) = pr,(Gn X x p1,G)) and G(X) =
GXnpr;G).

Lemma exercise4_2a: forall g x, 1is_graph g ->
image_by_graph g x = range(intersection2 g (product x (range g))).
Proof.
move=> g x gg.
set g2 := intersection2 _ _
have gi: (is_graph g2) by move=> t ; rewrite /g2; aw; intuition.
set_extensl y; rewrite /g2; aw.
move=> [z [zx Jgl]; exists z; aw; ee; ex_tac.
move=> [z]; aw; move=>[Jg [pJ [zx _]1]; ex_tac.
Qed.

Lemma exercise4_2b: forall g x, is_graph g ->
image_by_graph g x = image_by_graph g (intersection2 x (domain g)).
Proof.
move=> g x gg; set_extensl t;aw; move=> [y [ys Jgll; exists y; ee.
apply intersection2_inc=>//;ex_tac.
move: ys; apply intersection2_first.
Qed.

3. LetX,Y,Y,Z be four sets. Show that (Y xZ)oXxY)=@ if YNY = @ and that (Y xZ)o
XxY)=XxZifYNY #@.
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Lemma exercise4_3a: forall x y y’ z, intersection2 y y’ = emptyset ->
compose_graph(product y’ z) (product x y) = emptyset.
Proof.

move=> x y y’ z ie; apply is_emptyset; move=> t tc.

move: tc; aw; move=> [pt [u [1]]; aw.

move=> [_ [_ uyl]l [_[uy’ _1].

Qed.

Lemma exercise4_3b: forall x y y’ z, nonempty(intersection2 y y’) ->
compose_graph(product y’ z) (product x y) = product x z.

Proof.

move=> x y y’ z [t]; aw; move=>[ty ty’].

set_extensl u; aw.
move=>[pu [v [11]; aw; ee.

move=>[pu [Px Qyl].

split=>//; exists t; aw; fprops.

Qed.

4. Let(G)e1 be a family of graphs. Show that for every set X we have (U1 G)(X) = Uie1 G (X),
and that for every object x, (N1 G){{x}) = Nie1 G {{x}). Give an example of two graphs G, H
and a set X such that (GNnH){X) # G(X) nHX).

We have to show that (3y € X)(3i) (x, y) € G; is the same as (i) (Ay € X)(x, y) € G;.

Lemma exercise4_4a: forall g x,
image_by_graph(unionb g) x =
unionb (L(domain g) (fun i=> image_by_graph(V i g) x)).
Proof.
move=> g x; set_extensl y; aw.
move=> [z [zx]]; rewrite unionb_rw; move=> [u [ud Jv]].
apply unionb_inc with u; bw; aw; ex_tac.
rewrite unionb_rw; bw; move=> [z [zd]]; bw; aw; move=> [u [ux Jv]].
ex_tac; union_tac.
Qed.

We have to show that (3y € X)(Vi)(x, y) € G; is the same as (Vi)( 3y € X)(x,y) € G;. We
cannot exchange quantifiers. However, if X is a singleton {u}, y € X is equivalent to y = u, and
this commutes. We need an auxiliary result: G,{{x}) is a nonempty family.

Lemma exercise4_4b: forall g x,
nonempty g —> is_singleton x ->
image_by_graph(intersectionb g) x =
intersectionb (L(domain g) (fun i=> image_by_graph(V i g) x)).
Proof.
move=> g x neg [yl ->; move: (neg) => [p pgl;
set f:= L _ _
have nef: nonempty f.
have [u udg]: exists u, inc u (domain g).
exists (P p); rewrite /domain; aw; ex_tac.
rewrite /f.
set (ff:= (fun i=> image_by_graph (V i g) (singleton y))).
exists (J u (ff u)); rewrite /L; aw; ex_tac.
set_extensl z; aw.
rewrite /f;move=>[t []];aw;move=> ->; srw=>//;bw;move=> hyp i idf.
bw; aw; exists y; aw; ee.
rewrite intersectionb_rw // /f; bw=>hyp.
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exists y; aw; split=>//.

apply intersectionb_inc=>//.

move=> i idg; move: (hyp _ idg); bw; aw.
by move=> [t];aw; move=> [ty]; rewrite ty.
Qed.

Let us turn now to the example. We want to find X, G and H such that p(X) # g(X). We
have p(X) = p(X’) and g(X) = g(X') where X' is the intersection of X and the domain of G or H.
We know p(X) = g(X) if X is a singleton. Thus X, G and H must have at least two elements. We
give here the minimal solution: X has two elements, G is the identity in X, and H permutes
the elements.

Lemma exercise4_4c:
let x:=TPa in let y:= TPb in
let G:= doubleton(J x x)(J y y) in let H:= doubleton(J x y)(J y x)
in let z:= doubleton x y in
image_by_graph (intersection2 G H) z <>
intersection2 (image_by_graph G z) (image_by_graph H z).
Proof.
move=> x y G H z.
have xy: x <> y by apply two_points_distinct.
have gG: is_graph G by move=> t ts; case (doubleton_or ts)=>->; fprops.
have gH: is_graph H by move=> t ts; case (doubleton_or ts)=>->; fprops.
have 1iG: image_by_graph G z = z.
set_extensl u.
aw; move=> [v [vz JG]].
case (doubleton_or JG)=> aux; rewrite (pr2_def aux); rewrite /z; fprops.
move=> uz; case (doubleton_or uz)=> h; move:uz;
rewrite h /G; aw=> h’; ex_tac; fprops.
have iH:image_by_graph H z = z.
set_extensl u.
aw; move=> [v [vz JH]].
case (doubleton_or JH) => h; rewrite (pr2_def h); rewrite /z; fprops.
aw; rewrite /H=> uz;case (doubleton_or uz)=> uz’; [ exists y | exists x];
rewrite wuz’; split; rewrite /z /H;fprops.
have ie: intersection2 G H = emptyset.
apply is_emptyset.
move=> t ti.
move: (intersection2_both ti)=> [pl p2]; elim xy.
case (doubleton_or pl)=> p3; case (doubleton_or p2)=> p4; rewrite p4 in p3;
try exact (pr2_def p3); try exact (pril_def p3); auto.
symmetry. exact (pr2_def p3). symmetry. exact (pri_def p3).
rewrite iG iH ie intersection2idem.
have xz: inc x z by rewrite /z;fprops.
move=> ime; move: Xz; rewrite -ime; aw; move=> [t [_ tell.
elim (emptyset_pr te).
Qed.

5. Let(G,)1 be a family of graphs and let H be a graph. Show that

(JG)oH=JGoH) and Ho(JG)=HG).

el el el el

Lemma exercise4_5: forall g h,
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(compose_graph (unionb g) h =
unionb (L(domain g) (fun i=> compose_graph(V i g) h))
& compose_graph h (unionb g) =
unionb (L(domain g) (fun i=> compose_graph h (V i g)))).
Proof.
move=> G H; split.
set_extensl x; aw; srw; bw.
move=> [px [y [JPH]]]; srw; move=>[z [zd JV]].
by ex_tac;bw; aw; split=>//; exists y.
move=> [y [ydgl]l; bw; aw; move=> [px [z [J1H J2V]]].
split=>//; exists z; split=>//; union_tac.

Second part. The proof is almost identical.

set_extensl x; aw; srw; bw.
move=> [px [y [aux JPH]]];move: aux; srw; move=>[z [zd JV]].
by ex_tac;bw; aw; split=>//; exists y.
move=> [y [ydgll; bw; aw; move=> [px [z [J1H J2V]]].
split=>//; exists z; split=>//; union_tac.
Qed.

6. A graph G is functional if and only if for each pair of graphs H, H' we have

(HNH)oG=HoG) Nn(H 0G).

Note that (HNH') oG < (HoG) N (H' o G) is true for any graphs.

Lemma exercise4_6: forall G, is_graph G ->
fgraph G = (forall H H’, is_graph H -> is_graph H’ ->
compose_graph (intersection2 H H’) G =
intersection2 (compose_graph H G) (compose_graph H’ G)).
Proof.
move=> G gG; apply iff_eq.
move=> fG H H’ gH gH’.
set_extensl x; aw.
move=> [xp [y [J1]]1]; aw; move=> [J2 J3].
split; split=>//; ex_tac.
move=> [[px [y [J1 J2]111 [_ [y’[J1’> J2°111].
rewrite (fgraph_pr fG J1 J1’) in J2.
by split=>//; ex_tac; aw; split.

Converse. If (x, ) € G and (x, y") € G we consider the mappings y — x and y' — x. Then (x, x)
isin Ho G and H' o G. Thus HNH' is nonempty.

move=> hyp; split=>// x y xG yG Pxy.

set (h:= singleton(J (@ x) (P x))).

set (h’:= singleton(J (Q y) (P y))).

have gh: is_graph h by rewrite /h; move=> t; aw=>->; fprops.
have gh’: is_graph h’ by rewrite /h’; move=> t; aw=>->; fprops.
move: (gG _ xG)(gG _ yG)=> xp yp.

rewrite -(pair_recov xp) in xG.

rewrite -(pair_recov yp) in yG.

apply pair_extensionality=>//.
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have pl: inc (J (P x) (P x)) (compose_graph h G).
aw; split;fprops; ex_tac; rewrite /h; fprops.
have p2: inc (J (P y) (P y)) (compose_graph h’ G).
aw; split;fprops; ex_tac; rewrite /h’; fprops.
have p3: (inc (J (P x)(P x)) (compose_graph (intersection2 h
by rewrite hyp//; apply intersection2_inc=>//;rewrite Pxy
move: p3; aw; rewrite /h /h’; move=> [_ [z [_]]]; aw.
by move=> [rl r2]; rewrite -(pri_def r1l) -(pril_def r2).
Qed.

h’) G)).
/7.

7. LetG, H, K be three graphs. Prove the relation (HoG)nK < (HN(KoG™))o(Gn (H™!oK)).

Lemma exercise4_7: forall G H K,
sub(intersection2 (compose_graph H G) K)
(compose_graph(intersection2 H (compose_graph K (invers

(intersection2 G (compose_graph (inverse_graph H) K))
Proof.
move=> G H K t; aw; move => [[tp [y [JG JH]]] tK].
split=>//.

rewrite - (pair_recov tp) in tK.
exists y; split; aw;ee; ex_tac; aw.
Qed.

e_graph G)))
).

8. LetR = X\ and S = (Yy)kex be two coverings of a setE. (a) Show that if 'R and G are
partitions of E and if $R is finer than G, then for every k € K there exists1 € I such thatX, < Y.
(b) Give an example of two coverings ‘R and G such that *R is finer than G but such that the

property stated in (a) is not satisfied. (c) Give an example of two partiti

for every x € K there exists € I such that X, c Y, but such that ‘R is no

ons*R and G such that
t arefinement of S.

The French version does not assume that (R is a partition. We must however assume

Y # &.

Lemma exercise4_8a: forall dr r ds s x,
covering f dr r x -> covering f ds s x ->
partition_fam (L ds s) x -> coarser_covering ds s dr r —->
(forall k, inc k ds -> nonempty (s k)) ->
forall k, inc k ds -> exists i, inc i dr & sub (r i) (s k)
Proof.
move=> dr r ds s x col co2 [fglL [md usx]] co alne k kds.
move: (alne _ kds)=> [y ysk].
have yx: inc y x by rewrite -usx;apply unionb_inc with k;bw.
have yu: (inc y (unionf dr r)) by apply col.
move: (unionf_exists yuw)=> [z [zdr yrz]].
ex_tac.
move: (co _ zdr)=> [i [ids rsil].
have yri: inc y (s i) by apply rsi.
move: md; rewrite /mutually_disjoint; bw=> aux; case (aux _
by move=> ->.
move=> h; red in h.
by empty_tacl y; bw; aw; split.
Qed.

_ kds ids).

We consider a covering R, and take for S the union of R and another set. Then R is finer

than S.
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Lemma exercise4_8b: let a:= TPa in let b:= TPb in
let x:= doubleton a b in let dr:= singleton a in let r:= fun _ => x
in let ds:= x in let s:= variant a x (singleton a) in
(covering f dr r x & covering f ds s x &
coarser_covering ds s dr r &
(forall k, inc k ds -> nonempty (s k)) &
~ (forall k, inc k ds -> exists i, inc i dr & sub (r i) (s k))).
Proof.
move=> a b x dr r ds s; rewrite /ds/dr/x/s.
have ba: b<> a by rewrite /a/b; apply two_points_distinctb.
ee.
- by move=> t tx; apply unionf_inc with a; fprops.
- move=> y yx;apply unionf_inc with a; fprops; rewrite variant_if_rw //.
- move=> t; aw; move=> ->;exists a; split;fprops; rewrite variant_if _rw //.
- move=> k kx; case (doubleton_or kx) => ->.
rewrite variant_if_rw//;apply nonempty_doubleton.
rewrite variant_if_not_rw//; apply nonempty_singleton.
- have bd: (inc b (doubleton a b)) by fprops.
move=> h; move: (h _ bd)=> [i]; aw; move=> [] -> .
rewrite variant_if not_rw //.
rewrite /r/= =>xa; move: (xa _ bd); aw.
Qed.

Second counter example. The mapping k — t is injective. If I and K have the same num-
ber of elements, both partitions are equivalent. If K has a single element, then R if finer than
S. Thus we need S; and S,, R; € S;, Ry © S, and Rj that is neither in S; nor in Sy, thus has
an element in S; and another one in S». Thus E has at least four elements; we could use @,
{@}, {{o}} and {{{®}}}, but it is a bit longish to prove that all elements are distinct. We consider
here two sets of 3 and 4 elements, and a tatic that solves inequalities.

Inductive four_points : Set := | fpa | fpb | fpc | £pd.
Inductive three_points : Set := | tpa | tpb | tpc.
Ltac disc:=

match goal with
|- Ro ?x <> Ro 7y =>
red; intros;cut(x = y); [ intros hyp; discriminate hyp | apply R_inj=>//]
| h:Ro ?x = Ro 7y |- False =>
cut(x = y); [ intros hyp; discriminate hyp | apply R_inj=>//]
end.

Lemma exercise4_8c:
let x:= four_points in let dr:= three_points in
let r:= fun i=> Yo (i = (Ro tpa)) (singleton (Ro fpa))
(Yo (i = (Ro tpc)) (singleton (Ro fpb)) (doubleton (Ro fpc) (Ro fpd)))
in let ds:= doubleton(Ro fpa) (Ro fpb)
in let s:= variant (Ro fpa) (doubleton (Ro fpa) (Ro fpc))
(doubleton (Ro fpb) (Ro fpd))
in (partition_fam (L ds s) x &
partition_fam (L dr r) x&
(forall k, inc k ds -> exists i, inc i dr & sub (r i) (s k))&
~( coarser_covering ds s dr r )).

The first step is to prove that S is a partition. It has two elements S, = {a, ¢} and S, = {b, d}.
The key relationis S, NSy = @.
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Proof.
move=> x dr r ds s.
have nba: Ro fpb <> Ro fpa by disc.
have sab: (disjoint (V (Ro fpa) (L ds s)) (V (Ro fpb) (L ds s))).
rewrite /ds/s; bw; fprops.
rewrite variant_if_rw // variant_if_not_rw; last by apply nba.
apply disjoint_pr=>u udl ud2.
case (doubleton_or udl)=> h; case (doubleton_or ud2); rewrite h=>h’; disc.
split.
split; gprops; split.
red; bw; move=> i j ids jds.
case (doubleton_or ids)=>->; case (doubleton_or jds)=>->; auto.
by right; apply disjoint_symmetric.

We show that S is a covering. For each x, there is a v such that x € S,,. It is respectively a, b, a
and b.

rewrite variant_if_not_rw//];
move=> yd; case (doubleton_or yd) =>->; apply R_inc.
elim ys; move=> u <-; elim u;
[ set (v:= fpa) | set (v:= fpb) | set (v:= fpa) | set (v:= fpb) ];
apply unionb_inc with (Ro v); bw; fprops; bw;
solve [ rewrite variant_if_rw//; fprops |
rewrite variant_if_not_rw//; fprops J].

We prove now that R is a partition. Since R has three elements it is a bit longer (we must show
that 6 pairs of sets are disjoint). We have R, = {a} and Ry, = {c, d}, R; = {b}.

have dab: disjoint (r (Ro tpa)) (r (Ro tpb)).
rewrite /r Y_if_rw // Y_if _not_rw //; try disc.
rewrite Y_if_not_rw; try disc.
apply disjoint_pr=> u; aw =>->;rewrite doubleton_rw; case => h; disc.
have dac: disjoint (r (Ro tpa)) (r (Ro tpc)).
rewrite /r Y_if_rw // Y_if_not_rw //; try disc; rewrite Y_if_rw //.
apply disjoint_pr=> u; aw =>-> => h; disc.
have dcb: disjoint (r (Ro tpc)) (r (Ro tpb)).
rewrite /r Y_if_not_rw //; try disc; rewrite Y_if_rw //.
rewrite Y_if not_rw; try disc; rewrite Y_if not_rw; try disc.
apply disjoint_pr=> u; aw =>->;rewrite doubleton_rw; case => h; disc.
split.
split; gprops; split.
red; rewrite /r; bw; move=> i j idr jdr; bw.
case idr; case jdr; move=> u <- v <-; bw.
elim u; elim v; auto; right; apply disjoint_symmetric=>//.

We now show that R is a covering. For each x, there is a v such that x € R,,. It is respectively
a, ¢, band b.

set_extens t ts.
move: (unionb_exists ts) ;bw; move => [y [ydrl];rewrite /r; bw.
case ydr=> u <-; elim u.
rewrite Y_if_rw//; aw=> ->; apply R_inc.
do 2 (rewrite Y_if not_rw; try disc).
move => h;case (doubleton_or h) =>->; apply R_inc.
rewrite Y_if_not_rw; try disc;rewrite Y_if_rw//; aw=> ->; apply R_inc.
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rewrite /r; case ts=> u <-.
case u ; [set (v:= tpa) | set (v := tpc) | set (v := tpb)
| set (v:= tpb) ] ; apply unionb_inc with (Ro v); bw; try apply R_inc;
first (by rewrite Y_if _rw //; fprops);
rewrite Y_if not_rw; try disc;
first (by rewrite Y_if_rw //; fprops);
rewrite Y_if_not_rw; try disc; fprops.

We show that for all k € K there exists 1 € I such that X, € Y. Thisis R, =Sz and R, c Sy,

split.
rewrite /s/r/ds; move => k kds; case (doubleton_or kds) =>->.
rewrite variant_if_rw //; exists (Ro tpa).
split; first by apply R_inc.
rewrite Y_if_rw //; move=> t; aw; move=> ->; fprops.
rewrite variant_if_not_rw //; exists (Ro tpc).
split; first by apply R_inc.
rewrite Y_if_not_rw; try disc;rewrite Y_if_rw //.
move=> t; aw; move=> ->; fprops.

Now, we show that Ry, is not a subset of any S,.

move=> cc.

move: (cc _ (R_inc tpb)) => [i [ids]].

rewrite /r; do 2 ( rewrite Y_if_not_rw; try disc).
set d:= doubleton (Ro fpc) (Ro fpd).

have cd: inc (Ro fpc) d by rewrite /d;fprops.

have dd: inc (Ro fpd) d by rewrite /d;fprops.
rewrite /s; case (doubleton_or ids)=> ->.

rewrite variant_if _rw // => h.

move: (h _ dd); aw;rewrite doubleton_rw; case=>h’’;disc.
rewrite variant_if_not_rw; (try disc) => h.
move: (h _ cd); aw;rewrite doubleton_rw; case=>h’’;disc.
Qed.

8.5 Section5

*  Montrer que siX, Y sont deux ensembles tels que P (X) <*P(Y), onaX Y.
This exercise appears only in the French version.

Lemma exerciseb5_f1l: forall x y, sub(powerset x) (powerset y) -> sub x y.
Proof.

move=> X y SXy Z ZX.

have pl: sub (singleton z) x by move => t; aw; move=> ->.

have p2: sub (singleton z) y by apply powerset_sub; apply sxy; aw.
apply (p2 z); fprops.

Qed.

* SoientE un ensemble f une application de*J3(E) dans Iui-méme telle que la relation X c Y
entraine f(X) c f(Y). SoitV l'intersection des ensembles Z c E tels que f(Z) c Z et soit W la
réunion des ensembles Z c E tels que Z c f(Z). Montrer que f(V) =V et W = f(W) et que
pour tout ensemble Z cE tel que f(Z)=ZonaVcZcW.
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This exercise appears only in the French version. It says: let E be set and f a mapping
from P(E) into itself such that X ¢ Y implies f(X) < f(Y). Let V be the intersection of the sets
Z c E for which f(Z) c Z and let W be the union of the sets Z c E such that Z c f(Z). Show
that f(V) =V and W = f(W) and that for every set Z c E such that f(Z) =ZonehasVcZcW.

Lemma exerciseb_f2: forall f x v w,
is_function f -> source f = (powerset x) -> target f = powerset x ->
(forall a b, inc a (powerset x) -> inc b (powerset x) -> sub a b
-> sub (Waf) (Wb £)) —>
v = intersection(Zo (powerset x) (fun z=> sub (W z f) z)) —>
w = union(Zo (powerset x) (fun z=> sub z (W z £))) ->
Wvf=v&Wwf=w& (forall z, subzx >Wz f =z ->
(sub v z & sub z w))).
Proof.

move=> f x v w ff sf tf fprop vd wd.
set (q:= (Zo (powerset x) (fun z => sub (W z £) z))).
have xpx: inc x (powerset x) by aw; fprops.
have xiq: inc x q.
rewrite /q; apply Z_inc=>//.
by apply powerset_sub; rewrite -tf; apply inc_W_target =>//; rewrite sf.
have neq:nonempty q by exists x.
set (p:= (Zo (powerset x) (fun z => sub z (W z £)))).
have fzv:forall z, subz x > Wz f =2z -> sub v z.
move => z zx Wz.
have zq:inc z q by rewrite /q; apply Z_inc; aw; rewrite Wz; fprops.
by rewrite vd; apply intersection_sub.
have fzw:forall z, subz x > Wz f£f =z -> sub z w.
move => z zx Wz.
have zp: inc z p by rewrite /p; apply Z_inc; aw; rewrite Wz; fprops.
by rewrite wd; apply union_sub.
have gW: forall z, inc z q -> inc (W z f) q.
move=> z; rewrite /q ! Z_rw; aw; move=> [zx Wzz].
have aux: sub (W z f) x by apply sub_trans with z.
split=>//; apply fprop=>//;aw.
have pW: forall z, inc z p -> inc (W z f) p.
move=> z; rewrite /p ! Z_rw; aw; move=> [zx Wzz].
have aux: inc (W z f) (powerset x).
by rewrite -tf; apply inc_W_target=>//;rewrite sf; aw.
awi aux; split=>//; apply fprop=>//; aw.
have vp: inc v (powerset x). by aw; rewrite vd; apply intersection_sub.
have wp: inc w (powerset x).
by aw;rewrite wd; apply sub_union => y;rewrite Z_rw; aw; move=> [res _].
have pv:sub (W v f) v.
move=> t tW; rewrite vd; apply intersection_inc=>//.
move=> y; rewrite Z_rw; move => [yp sW].
have vy: sub v y by rewrite vd; apply intersection_sub; apply Z_inc=>//.
by apply sW;apply : (fprop _ _ vp yp vy).
have pw:sub w (W w £).
move=> t; rewrite {1} wd; srw;move=> [y [tyl]; rewrite Z_rw; move => [yp yW].
have tw: (sub y w) by rewrite wd;apply union_sub; apply Z_inc=>//.
by move: (fprop _ _ yp wp tw); apply; apply yW.
split.
apply extensionality=>//.
have vq: (inc v q) by rewrite /q;apply Z_inc.
by move: (qW _ vq)=> aux; rewrite {1} vd;apply intersection_sub.
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split.

apply extensionality=>//.

have iwp: inc w p by rewrite /p; apply Z_inc.

by move: (pW _ iwp) => aux; rewrite {2} wd;apply union_sub.
move=> z zw wz; split; fprops.
Qed.

1. Let (X\)e1 be a family of sets. Show that if (Y,)e1 is a family of sets such that Y, c X, for
eachi €1 then [1,e1Y; = Nierpr; L (Y).

Lemma exerciseb_1: forall id x y,
(forall i, inc i id -> sub (y i) (x i)) -> nonempty id ->
productf id y =
intersectionf id (fun i=> inv_image_by_fun (pr_i (L id x) i) (y i)).
Proof.
move=> I x y syxi nel.
have fgL: fgraph (L I x) by gprops.
have fpj: forall j, inc j I->is_function (pr_i (L I x) j).
move=> j jI; apply pri_function=>//;bw.
set_extensl t.
aw; move=> [fgt [dt iVyl].
apply intersectionf_inc=>//.
move=> j jI; rewrite /inv_image_by_fun; aw.
exists (V j t); split; first by apply iVy; ue.
have jd: inc j (domain (L I x)) by bw.
have tp:(inc t (productb (L I x))).
aw; ee; bw.
rewrite dt; move=> i idt; bw; apply syxi=>//; apply iVy; ue.
by rewrite -(pri_W fgL jd tp); graph_tac; rewrite /pr_i bl_source.
have rI: inc (rep I) I by apply nonempty_rep.
srw; move=> h; move: (h _ rI).
rewrite /inv_image_by_fun; aw; move=> [u [uy Jgl].
move: (inc_prilgraph_source (fpj _ rI) Jg).
rewrite /pr_i; aw; bw; move=>[fgt [dt iVV]]; ee.
rewrite dt;move=> i idt; move: (h _ idt).
rewrite /inv_image_by_fun; aw; move=> [v [vi Jgv]].
move: (W_pr (fpj _ idt) Jgv); rewrite pri_W=>//; bw.
by move=> ->.
aw; bw;ee.
Qed.

2. LetA, B be two sets. For each subset G of A x B let G be the mapping x — G{{x}) of A into
B(B). Show that the mapping G — G is a bijection from B (A x B) onto (B (B))".

Note that G is in & (A;*B(B)). The French edition says: let G be the graph of the mapping
etc, so that Gis in (%(B))A.

Lemma exerciseb5_2: forall a b,
bijective (BL(fun g => L a (fun x => image_by_graph g (singleton x)))
(powerset (product a b)) (set_of_gfunctions a (powerset b))).
Proof.
move=> a b; set tilde := BL _
apply bl_bijective.

We first prove that the mapping G — G is a function.
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move=> c; aw => cCp.

set faux:=(BL (fun x=> image_by_graph c (singleton x)) a (powerset b)).

suff: (inc (graph faux) (set_of_gfunctions (source faux) (target faux))).
by rewrite /faux /BL; aw.

apply inc_set_of_gfunctions=>//.

rewrite /faux; apply bl_function=>//; move=> t; aw.

move=> ta u ; aw; move=> [x]; aw; move=> [xt Jc].

move: (cp _ Jc); aw; intuition.

We prove that the mapping is injective.

move => u v; set fx := L a _; set fy:=L a
aw; move=> up vp fxy.
set_extens x Xs.
move: (up _ xs); aw; move=> [px [Px Qx]].
have: inc (Q x) (V (P x) fy).
rewrite -fxy /fx;bw; aw; ex_tac; aw.
rewrite /fy; bw; aw; move=> [w]; aw; move=> [aux]; rewrite aux; aw.
move: (vp _ xs); aw; move=> [px [Px Qx]].
have: inc (Q x) (V (P x) fx).
rewrite fxy /fy;bw; aw; ex_tac; aw.
rewrite /fx; bw; aw; move=> [w]; aw; move=> [aux]; rewrite aux; aw.

We prove that the mapping is surjective.

move=> y ys; move: (set_of_gfunctions_inc ys)=> [f [fs [sf [tg gfl]l]l].
set (g:=Zo (product a b) (fun z => inc (Q z) (V (P z) y))).
have gp: inc g (powerset (product a b)) by aw;rewrite /g;apply Z_sub.
rewrite -gf.
ex_tac; apply fgraph_exten; gprops; fprops.

symmetry; bw; aw.
bw; move=> x xa; bw.
set_extensl u; aw.

move=> [v]; aw; move=> [vx]; rewrite vx /g Z_rw -gf; aw; intuition.
rewrite gf;move=> h; exists x; split;aw.
rewrite /g; apply Z_inc; aw; ee.
by rewrite -sf in xa; move: (inc_W_target fs xa); rewrite tg /W gf; aw; apply.
Qed.

3. *Let (X;)1=i<n be a finite family of sets. For each subset H of the index set [1, n] let Py =
UienX; and Qg = N;enX;. Let § be the set of subsets of [1, n] which have k elements. Show
that

U Q> ﬂ Pyifk<(n+1)/2
HeFx HeFx

and that

U Quec () Puifk=(n+1)/2. *
Hegy HEeF

Bourbaki defines integers and finite sets only later. We can define finite sets by induction.
We could try to say: let I be the index, T be a subset of I, and consider all H equipotent to T.
The condition k < n/2 is equivalent to: there is an injection from T into the complementary.
The condition is however k < (n + 1)/2, this makes the result non-obvious.
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8.6 Section6

1. For a graph G to be the graph of an equivalence relation on a set E, it is necessary and
sufficient that pr,G=E, pr,G=E, GoG ! oG = G and Ag c G (Ag being the diagonal of E).

Comment. The condition pr,G = E was missing in the English version [2]. It is necessary:
consider the graph with two elements (a, a) and (b, a).

Lemma exercise6_1: forall x g, is_graph g —>
(is_equivalence g & substrate g = x) =
(domain g = x & range g = x &
compose_graph g (compose_graph (inverse_graph g) g) = g
& sub (identity_g x) g).
Proof.
move=> x g gg; apply iff_eq.
move=> [eg sgl; ee.
- by rewrite (domain_is_substrate eg).
- rewrite - sg /substrate; set_extens t ts.
by rewrite union2_rw; right.
case (union2_or ts) =>//.
aw; move=> [y Jh]; exists y; equiv_tac.
- set_extensl y.
aw; move=> [py [z]]; aw; move=> [[_ [u [J1 J2]]1] J3]; awi J2.
have J4: inc (J u z) g by equiv_tac.
have J5: inc (J (P y) z) g by equiv_tac.
have: inc (J (P y) (Q y)) g by equiv_tac.
aw.
move=> yg.
have py: is_pair y by apply gg.
have yv:J (P y) (Q y) =y by aw.
aw; split=>//; exists (P y); split; last by rewrite yv.
aw;split; fprops; exists (Q y); rewrite yv; split=>//; aw.
- move => t; rewrite inc_diagonal_rw; move=> [pt [Pt PQtl].
have <-: (J (P t) (Q t) = t) by aw.
by rewrite -PQt; rewrite -sg in Pt; equiv_tac.

Now the converse

move=> [dg [rg [cg si]l].
have sg: (substrate g = x) by rewrite /substrate dg rg; apply union2idem.
split=>//.
have pl: forall u, inc u x -> inc (J u u) g.
move=> u ux; apply si;rewrite inc_diagonal_rw; aw;ee.
have p2: is_symmetric g.
split=>//; move=> a b ab; red in ab.
have Jag: (inc (J a a) g) by apply pl; rewrite -dg; aw; ex_tac.
have Jbg: (inc (J b b) g) by apply pl; rewrite -rg; aw; ex_tac.
red; rewrite -cg; aw; split; fprops.
ex_tac; aw; split; fprops;ex_tac; aw.
have p3: is_transitive g.
split=>// a b c ab bc; rewrite -cg; aw.
exists b; split =>//; aw; exists b; split=>//.
by red; aw; apply pl; rewrite -dg; aw; exists c.
split; split =>//; first by ue.
Qed.
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2. IfG is a graph such that GoG™' oG = G show that G™' oG and Go G™! are graphs of
equivalences on pr,G and pr,G respectively.

We first compute the substrate of the relations.

Lemma exercise6_2: forall g, is_graph g —>
compose_graph g (compose_graph (inverse_graph g) g) = g —->
(is_equivalence (compose_graph (inverse_graph g) g) &
substrate (compose_graph (inverse_graph g) g) = domain g &
is_equivalence (compose_graph g (inverse_graph g)) &
substrate (compose_graph g (inverse_graph g)) = range g).
Proof.
move=> g gg cg.
have gig:is_graph (inverse_graph g) by apply inverse_graph_is_graph.
have gcigg:is_graph (compose_graph (inverse_graph g) g).
by apply composition_is_graph.
have gcgig: is_graph (compose_graph g (inverse_graph g)).
by apply composition_is_graph.
have t3:forall x y z t, related g x y -> related g z y -> related g z t —>
related g x t.
move=> x y z t Xy zy zt; red; rewrite -cg; aw.
split; fprops; exists z; split=>//.
aw; split; fprops; exists y; aw; fprops.
have sl: substrate (compose_graph (inverse_graph g) g) = domain g.
set_extensl x.
rewrite inc_substrate_rw=>//.
case; move=> [y]; aw;move => [_ [z [J1 J2]]]; [ ex_tac | awi J2;ex_tac].
aw; move=> [y Jg].
have Jxx: (inc (J x x) (compose_graph (inverse_graph g) g)).
by aw; split; fprops; ex_tac; aw.
apply (inc_argl_substrate Jxx).
have s2:substrate (compose_graph g (inverse_graph g)) = range g.
set_extensl x.
rewrite inc_substrate_rw=>//.
case; move=> [y]; aw;move => [_ [z [J1 J2]]1]; [ awi J1;ex_tac | ex_tac].
aw; move=> [y Jg].
have Jxx: (inc (J x x) (compose_graph g (inverse_graph g))).
by aw; split; fprops; ex_tac; aw.
apply (inc_argl_substrate Jxx).

We apply proposition 1. I'is an equivalence if ' = "' and T'oI" = T. If T is the composition
of Gand G™! in any order, the relation is true. The second is a consequence of the assumption
and associativity of composition.

ee; rewrite equivalence_pr; split;
try rewrite inverse_compose inverse_graph_involutive //.
by rewrite -composition_associative cg.
rewrite composition_associative in cg.
by rewrite composition_associative cg.
Qed.

3. LetE beaset, A asubsetof E, andR the equivalence relation associated with the mapping
X — XnA of B(E) into B(E). Show that there exists a bijection from 3(A) onto the quotient
set*B(E)/R.
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If ~ is the equivalence associated, then B and B’ are related if they have the same inter-
section with A. If u € A, we can consider the set of all B whose intersection with A is © as a
class. This is our bijection (called canonical in the French edition).

Definition intersection_with x a :=
BL(fun w=> intersection2 w a) (powerset x) (powerset x).
Definition intersection_with_canon x a :=
BL (fun b => Zo(powerset x) (fun c=> ¢ = intersection2 c a))
(powerset a) (quotient (equivalence_associated (intersection_with x a))).

We start with some preliminaries.

Lemma exercise6_3: forall a x,

sub a x -> bijective (intersection_with_canon x a).
Proof.
move=> a X aX.
have ta:transf_axioms (fun wO => intersection2 w0 a)

(powerset x) (powerset x).

move=> y; aw=> ay; apply sub_trans with y=>//; apply intersection2sub_first.
have fai: is_function (intersection_with x a).

by apply bl_function.
set r:= equivalence_associated (intersection_with x a).
have er: is_equivalence r by apply graph_ea_equivalence.
have aux: forall y, sub y a -> y = intersection2 y a.

by move => y; rewrite intersection2_sub.

We show that we have a function.

apply bl_bijective.
move=> y; aw => ya.
set w:= Zo _
have new: nonempty w.
exists y;rewrite /w;apply Z_inc; aw=>//.
apply sub_trans with a=>//.
by apply aux.
have swp: sub w (powerset x) by rewrite /w; apply Z_sub.
have rp: inc (rep w) (powerset x) by apply swp;apply nonempty_rep.
srw; red; ee.
by rewrite graph_ea_substrate /intersection_with; aw; awi rp.
have ira: (intersection2 (rep w) a = y).
have: (inc (rep w) w) by apply nonempty_rep.
rewrite {2} /w Z_rw; intuition.
set_extensl z; bw; rewrite ea_related /intersection_with // 7 bl_source.
rewrite {1} /w Z_rw; move=> [zp izal]; awi zp; awi rp;ee; aw.
by rewrite ira iza.
move=> [_ [zpl]; awi zp; awi rp; aw; rewrite ira; move=> h.
by apply Z_inc;aw;rewrite h.

We prove injectivity.

move=> u Vv; aw => ua va.

set fs:= Zo _ _

move=> eql.

have iua: u = intersection2 u a by apply aux.

have: inc u fs by rewrite /fs; apply Z_inc; aw; apply sub_trans with a.
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We prove now the surjectivity.

move=> y; srw;move => []; rewrite graph_ea_substrate //; move=> _ [ypl yp2].
have ip: inc (intersection2 (rep y) a) (powerset a).
aw; apply intersection2sub_second.
ex_tac.
have si: (source (intersection_with x a)) = powerset x.
by rewrite /intersection_with; aw.
rewrite si in ypl; awi ypl.
rewrite yp2; set_extensl t; bw; rewrite ea_related // si -yp2 Z_rw.
move=> [tp ial; ee; awi tp; rewrite /intersection_with; aw.
aw; move=> [_ [tx]];rewrite /intersection_with; aw; intuition.
Qed.

4. LetG be the graph of an equivalence on a set E. Show that if A is a graph such that Ac G
and pr;A =E (resp. pr,A =E) then Go A = G (resp. Ao G = G); furthermore, if B is any graph,
we have (GNB)ocA=Gn(BoA) (respAo(GNB)=Gn(AcB)).

Lemma exercise6_4: forall g a b x,
let comp := compose_graph in let inter:= intersection2 in
is_equivalence g -> is_graph a -> is_graph b -> substrate g = x -> sub a g —>
(domain a = x -> comp g a =g &
range a = x —> comp a g =g &
(domain a = x -> comp (inter g b) a = inter g (comp b a)) &
(range a = x -> comp a (inter g b) inter g (comp a b))).
Proof.

move=> g a b x comp inter eg ga gb sg ag.
have gg: is_graph g by fprops.
ee.
- move=> ax; rewrite /comp; set_extensl y;aw.
move=> [py [z [Jla J2gll].
move: (ag _ Jila) => Jig.
rewrite - (pair_recov py); equiv_tac.
move=> yg; move: (gg _ yg)=> py; split =>//.
have : (inc (P y) (domain a)) by rewrite ax - sg; substr_tac.
aw; move=> [z Jal; exists z; split =>//.
move: (ag _ Ja)=> Jg.
have J2g:inc (J z (P y)) g by equiv_tac.
rewrite - (pair_recov py) in yg; equiv_tac.

Second claim.

- move=> ax; rewrite /comp; set_extensl y;aw.
move=> [py [z [Jlg J2all].
move: (ag _ J2a) => J2g.
rewrite - (pair_recov py); equiv_tac.
move=> yg; move: (gg _ yg)=> py; split =>//.
have : (inc (Q y) (range a)) by rewrite ax - sg; substr_tac.
aw; move=> [z Jal]; exists z; split =>//.
move: (ag _ Ja)=> Jg.
have J2g:inc (J (Q y) z) g by equiv_tac.
rewrite - (pair_recov py) in yg; equiv_tac.

Third claim.
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- move=> ax; rewrite /comp/inter; set_extensl y; aw.

move=> [py [z]]; aw; move=> [Jla [J2g J3b]l].

split.
move: (ag _ Jla) => Jlg; rewrite - (pair_recov py); equiv_tac.
split=>//;exists z; split=>//.

move=> [yg [py [z [Jla J2b]11].

split=>//; exists z; aw;ee.

move: (ag _ Jla)=> Jg.

have J2g:inc (J z (P y)) g by equiv_tac.

rewrite - (pair_recov py) in yg; equiv_tac.

Last claim.

- move=> ax; rewrite /comp/inter; set_extensl y; aw.
move=> [py [z]]; aw; move=> [[J1b J2b] J3a].
split.
move: (ag _ J3a) => J3g; rewrite - (pair_recov py); equiv_tac.
split=>//;exists z; split=>//.

move=> [yg [py [z [Jib J2allll.

split=>//; exists z; aw;ee.

move: (ag _ J2a)=> Jg.

have J2g:inc (J (Q y) z) g by equiv_tac.

rewrite - (pair_recov py) in yg; equiv_tac.

Qed.

5. Show that every intersection of graphs of equivalences on a set E is the graph of an equiv-
alence on E. Give an example of two equivalences on a set E such that the union of their
graphs is not the graph of an equivalence on E.

We have already shown the first property. Let’s show that the union of two symmetric
relations is symmetric.

Lemma symmetric_union: forall a b, is_symmetric a -> is_symmetric b ->
is_symmetric (union2 a b).

Proof.
move=> a b [ga sa] [gb sb].
split=>//.

move=> t; aw; case; fprops.
move=> x y; rewrite /related; aw.
by case=> h; [left; apply sa | right; apply sb ].
Qed.

We show here that if G c E x E, then the substrate of GU Ag is E.

Lemma substrate_union_diag: forall x g,
sub g (coarse x) -> substrate (union2 g (identity_g x)) = x.
Proof.

move=> X g gcC.
rewrite /coarse in gc.
have gg: is_graph g by move=> t tg; move: (gc _ tg); aw; intuition.
have gu: is_graph (union2 g (identity_g x)).

move=> t; aw; case; rewrite 7 inc_diagonal_rw; intuition.
set_extensl y.

rewrite inc_substrate_rw //; case; move=> [z]; aw; case;
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try (move=> h; move: (gc _ h); aw); intuition; ue.
move=> yXx.
have aux: inc (J y y) (union2 g (identity_g x)).
apply union2_second; rewrite inc_pair_diagonal; auto.
substr_tac.
Qed.

If a and b are in E, we can consider Ag U {(a, b), (b, a)}. Its substrate is E.

Definition special_equivalence a b x :=
union2 (doubleton (J a b) (J b a))(identity_g x).
Lemma substrate_special_equivalence:forall a b x,
inc a x -> inc b x -> substrate(special_equivalence a b x) = x.
Proof.
move=> a b x ax bx; rewrite/ special_equivalence.
apply substrate_union_diag.
move=> t; rewrite / coarse doubleton_rw; case;move=> ->;fprops.
Qed.

We show that this is an equivalence.

Lemma special_equivalence_ea:forall a b x,
inc a x -> inc b x -> is_equivalence(special_equivalence a b x).
Proof.

move=> a b x ax bx.
have gs: is_graph (special_equivalence a b x).
move=> t; rewrite /special_equivalence; aw.
rewrite inc_diagonal_rw doubleton_rw; case ; [case; move=> ->|casel]; fprops.
have pair_symm: forall abcd, Jab=Jcd->Jba=1Jdec.
move=> u v u’ v’ eql.
apply pair_extensionality; fprops; aw.
apply (pr2_def eql).
apply (pri_def eql).
apply symmetric_transitive_equivalence; split => //.
move=> u v; rewrite /related/ special_equivalence; aw; rewrite doubleton_rw.
case.
case; move => h; rewrite (pair_symm _ _ _ _ h); fprops.
move=> [uc uv]; right; rewrite -uv; intuition.
move=> u v w; rewrite /related /special_equivalence;aw; rewrite! doubleton_rw.
case.
case=>h; rewrite (prl_def h) (pr2_def h); case.
case=> h’; rewrite (pr2_def h’) (prl_def h’); intuition.
move=> [_ bw]; rewrite bw; intuition.
case => h’;rewrite (pr2_def h’) (pril_def h’); intuition.
move=> [_ aw]; rewrite -aw; intuition.
by move=> [ux uv]; rewrite uv.
Qed.
Qed.

If we have two such equivalences with (a, b) and (a, ¢), transitivity of the union would
imply that b and c are related in one of the two graphs. If all three elements are distinct this

is not possible.

Lemma exercise6_5: let x := three_points in
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let gl:= special_equivalence (Ro tpa) (Ro tpb) x in
let g2:= special_equivalence (Ro tpa) (Ro tpc) x in
(is_equivalence gl & is_equivalence g2 & substrate gl = x &
substrate g2 = x & ~ (is_equivalence (union2 gl g2))).
Proof.
move=> x gl g2; ee; try (apply special_equivalence_ea; apply R_inc).
rewrite substrate_special_equivalence //; apply R_inc.
rewrite substrate_special_equivalence //; apply R_inc.
move=> bad.
have pl: (related (union2 gl g2) (Ro tpb) (Ro tpa)).

red; rewrite /gl/special_equivalence ! union2_rw; intuition.
have p2: (related (union2 gl g2) (Ro tpa) (Ro tpc)).
red; rewrite /gl/special_equivalence ! union2_rw; intuition.

have :(related (union2 gl g2) (Ro tpb) (Ro tpc)) by equiv_tac.
rewrite /related union2_rw /gl /g2 /special_equivalence ! union2_rw.
case; case.

- rewrite doubleton_rw; case=> eq2; move: (pr2_def eq2)=> e; disc.

- rewrite inc_diagonal_rw; aw; move=> [_ [_ e]]; disc.

- rewrite doubleton_rw; case=> eq2; move: (prl_def eq2)=> e; disc.

- rewrite inc_diagonal_rw; aw; move=> [_ [_ e]]; disc.

Qed.

6. LetG, H be the graphs of two equivalences on E. Then GoH is the graph of an equivalence
onE ifand only if GoH = Ho G. The graph GoH is then the intersection of all the graphs of
equivalences on E wich contain both G and H.

We show that if Go H is an equivalence then GoH = Ho G. This uses symmetry.

Lemma exercise6_6a: forall G H,
is_equivalence G -> is_equivalence H ->
(is_equivalence (compose_graph G H) =
(compose_graph G H = compose_graph H G)).
Proof.
move=> G H eG eH.
set (K:= compose_graph G H).
apply iff_eq.
move => eK; set_extens x xK.
have px: (is_pair x) by apply (Q@composition_is_graph G H).
move: xK ; rewrite - (pair_recov px)=> h.
have : inc (J (Q x) (P x)) K by equiv_tac.
rewrite /K;aw;move=> [_ [y [JH JG]]]; split=>//; exists y; split;equiv_tac.
move: xK; aw; move => [px [y [JG JH]I].
rewrite -(pair_recov px).
have aux: (inc (J (Q x) (P x)) K).
rewrite /K; aw;split; fprops;exists y; split; equiv_tac.
equiv_tac.

Converse. We use Proposition 1 that says that an equivalence satisfiesT ="' and'oT =T.

move=> eq.
move: eG eH; rewrite ! equivalence_pr.
move=> [GG iG] [HH iH]; split.
rewrite {2} /K composition_associative eq.
rewrite- (composition_associative G G H) GG -composition_associative.
by rewrite -/K eq composition_associative HH.
by rewrite {2}/K inverse_compose -iH -iG.
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Qed.

We show here that if G and H are equivalences on E, then the substrate of GoH is E.

Lemma exercise6_6b: forall G H,
is_equivalence G -> is_equivalence H -> substrate G = substrate H >
substrate (compose_graph G H) = substrate G.
Proof.
move=> G H eG eH sG.
set_extensl x.
rewrite {1} /substrate union2_rw; aw; fprops.
case; move=> [y]; aw; move=> [_ [z [J1g J2gl]l]; [rewrite sG|]; substr_tac.
move=> xsG.
have pl:related G x x by equiv_tac.
rewrite sG in xsG.
have p2:related H x x by equiv_tac.
have p3: related (compose_graph G H) x x.
red; aw;split; fprops; exists x. auto.
substr_tac.
Qed.

We prove that the composition is the smallest equivalence that contains G and H.

Lemma exercise6_6c¢: forall G H,
is_equivalence G -> is_equivalence H -> substrate G = substrate H ->
(sub G (compose_graph G H) & sub H (compose_graph G H)
&forall W, is_equivalence W -> sub G W -> sub H W —>
sub (compose_graph G H) W).
Proof.
move=> G H eG eH sG.
have gg: is_graph G by fprops.
have gh: is_graph H by fprops.
have gc: is_graph (compose_graph G H) by apply composition_is_graph.
ee.
- move=> y yG.
move: (gg _ yG) => py.
rewrite - (pair_recov py) in yG.
aw;split=>//;exists (P y); split=>//; equiv_tac=>//.
rewrite - sG; substr_tac.
- move=> y yH.
move: (gh _ yH) => py.
rewrite - (pair_recov py) in yH.
aw;split=>//;exists (Q y); split=>//; equiv_tac=>//.
rewrite sG; substr_tac.
- move=> w ew gW hW t.
aw; move=> [tp [y [JH JGI]].
move: (gW _ JG) (bW _ JH)=> J1G J2G.
have: inc (J (P t) (Q t))) w by equiv_tac.
aw.
Qed.

We know that the domain of an equivalence is the substrate. We show here that the same
is true for the domain.

Lemma range_is_substrate: forall g,
is_equivalence g -> range g = substrate g.
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Proof.

move=> g eg; rewrite /substrate; set_extensl x; rewrite union2_rw.
intuition.

case =>//;aw; fprops; move=> [y Jg]; exists y; equiv_tac.

Qed.

If G is an equivalence on E then Gc E x E.

Lemma sub_coarse: forall g,
is_equivalence g -> sub g (coarse (substrate g)).
Proof.
move=> g eg.
have gg: is_graph g by fprops.
move: (sub_graph_prod gg).
rewrite range_is_substrate // domain_is_substrate //.
Qed.

The set of all graphs of equivalences on E is a subset of 3(E x E), according to the two
previous lemmas. We can consider the intersection of all these equivalences that contain G
or H (there is at least one, the coarsest equivalence). The intersection is the smallest.

Lemma exercise6_6d: forall G H,
is_equivalence G -> is_equivalence H -> substrate G = substrate H ->
compose_graph G H = compose_graph H G ->
(compose_graph G H) = intersection(Zo (powerset (coarse (substrate G)))
(fun W => is_equivalence W & sub G W & sub H W)).
Proof.
move=> G H eG eH sG cGH.
set (E:= substrate G).
have sGE: sub G (coarse E) by rewrite /E; apply sub_coarse.
have sHE: sub H (coarse E) by rewrite /E sG; apply sub_coarse.
move: (exercise6_6c¢c eG eH sG)=> [sGc [sHc lewl].
set_extens t ts.
apply intersection_inc.
exists (coarse E); apply Z_inc; aw; fprops; ee;apply coarse_equivalence.
by move=> y; rewrite Z_rw; move=> [_ [ey [gy hyll]l; apply (lew _ ey gy hy).
rewrite - exercise6_6a // in cGH.
apply (intersection_forall (y:=(compose_graph G H)) ts).
apply Z_inc; aw; ee.
rewrite /E - (exercise6_6b eG eH sG); apply sub_coarse=>//.
Qed.

7. LetGy, Gy, Hy, H; be the graphs of four equivalences on a set E such that Gy nHy = GonH;
and Gy oHgy = GgoH;. Foreach x € E, let Ry (resp. So) be the relation induced on G (x) (resp.
H; (x)) by the equivalence relation (x,y) € Gg (resp. (x,y) € Hyg). Show that there exists a
bijection of the quotient set G (x)/Ry onto the quotient set H; (x)/Sp. (if A= Gj(x) nH;(x),
show that both quotient sets are in one-to-one correspondence with the quotient set of A by
the equivalence relation induced by Ry on A; this relation is equivalent to that induced by Sy
onA).

This exercice is missing in the French edition. We think that the exercise is wrong, but do
not have a counterexample.

Remark exercise6_7: forall GO G1 HO Hl1 E x,
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V V Vv V

is_equivalence GO -> substrate GO =
is_equivalence HO -> substrate HO =
is_equivalence G1 -> substrate G1 =

[ I e I 3 I

is_equivalence H1 -> substrate H1 =
intersection2 G1 HO = intersection2 GO H1 ->
compose_graph G1 HO = compose_graph GO H1 ->
inc x E -> (
let Gix := image_by_graph G1 (singleton x) in
let Hix := image_by_graph H1 (singleton x) in
let RO := induced_relation GO Glx in
let SO := induced_relation HO Hix in
equipotent (quotient RO) (quotient S0)).
Proof.
Abort.

8. LetE, F be two sets, letR be an equivalence relation onF, and let f be amapping of E into
F. If S is the equivalence relation which is the inverse image of R under f, and if A = f(E),
define a canonical bijection of E/S onto A/Ra.

The first thing to do is to show that S and Ry are equivalence relations.

Lemma exercise6_8: forall f r,
is_equivalence r -> is_function f -> target f = substrate r ->
(exists g, bijective g & source g = quotient (inv_image_relation f r) &
target g = quotient (induced_relation r (image_of_fun f))).
Proof.
move => f r er ff tf.

set (s := inv_image_relation f r).
set (A:= (image_of_fun f)).
set (Ra := induced_relation r A).

have ia: (iirel_axioms f r) by red; intuition.
have rf: A = range (graph f). Check f_range_graph.
rewrite /A/image_of_fun -image_by_fun_source // image_by_fun.
have es:is_equivalence s by rewrite /s; apply iirel_relation.
have iA: induced_rel_axioms r A.
by red;ee; rewrite -tf rf; apply corresp_sub_range; move: ff=> [h _].
have eR: is_equivalence Ra by rewrite /Ra;apply induced_rel_equivalence.

Let’s quote the properties of class_iirel and class_induced_rel: If X is a class modulo R then
f~1(X) is a class modulo S (if nonempty) and conversely. Classes for Ry are nonempty sets of
the form A nX where X is a class for R. If a is a class for S we take X such that a = f~1(X), and
consider b = AnX. This gives our function. We can do the reverse operation.

We denote by fi(a,X) the property a= f~1(X), an A # ¢ and X € F/R. We denote by f(a)
a class that satisfies this property, from which we deduce f3(a) a class for Rx.

set (fl:= fun x=> fun y => is_class r y
& nonempty (intersection2 y A) & x = inv_image_by_fun f y).

have gsp:forall x, inc x (quotient s) -> exists y, fl x y.

move=> x; rewrite inc_quotient // /s (iirel_class x ia).

by rewrite -rf /f1.
set (f2:= fun x => choose (fun y => f1 x y)).
have f2p: (forall x, inc x (quotient s) -> f1 x (£2 x)).

move=> x xq; rewrite /f2;apply choose_pr; apply (gsp _ xq).
set (£3:= fun x => intersection2 (£f2 x) A).
have f3p: (forall x, inc x (quotient s) -> inc (£3 x) (quotient Ra)).
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move=> x xs; rewrite /Ra; move: (f2p _ xs).
rewrite /f1 inc_quotient // induced_rel_class //.
move=> h; exists (f2 x); intuition.

It is now obvious to find a function from E/S to A/Ra.

set (g:= BL f3 (quotient s) (quotient Ra)).
exists g; rewrite /g;ee; aw; apply bl_bijective =>//.

Our function is injective. Let X = f>(a) and X' = f,(a’). From g(a) = g(a') we get f3(a) =
f3(a'), namely XN A =X’ N A. This is a nonempty set, it constains an element of the form f(z).
We have a = f “1Xy and a' = f ~1(X)'. These two classes have a common element z, hence
are equal.

move => u v uq vq; rewrite /f3 => ii.
move: (f2p _ uq)(f2p _ vq); rewrite /fl; move=> [cfu [niu uv]][cfv [niv vv]].
move: niv=> [y]; aw; move => [y2v yiA].
have y2u: inc y (£2 w).

by apply (@intersection2_first (f2 u) A);rewrite ii;aw; split.
have : inc y (range (graph f)) by rewrite -rf.
aw; fprops; move => [x Jg].
have xu: (inc x u) by rewrite uv /inv_image_by_fun; aw; ex_tac.
have xb:(inc x v) by rewrite vv /inv_image_by_fun; aw; ex_tac.
move : uq vq; rewrite ! inc_quotient //; move=> uq vq.
case (class_dichot uq vq) => // dj; red in dj.
by empty_tacl x; apply intersection2_inc.

Surjectivity is easy. Take y € A/Ra. There is some x € F/R such that y = xn A and we want
to find u € E/S such that g(u) = xnA, u= f‘l(x). Define u = f‘l(x). The construction of
g uses the axiom of choice, so that we must show uniqueness, namely x = f,(u). This is a
consequence of the fact these two classes have a common element.

move=> y; rewrite inc_quotient // /Ra induced_rel_class //.
move=> [x [cx [mnex yill].
set (u:= inv_image_by_fun f x).
have uq: inc u (quotient s).
rewrite /s inc_quotient // iirel_class//; exists x; rewrite -rf;ee.
ex_tac.
rewrite /£3 yi.
move: (f2p _ uq); rewrite /f1l; move=> [cf2 [ni uil].
move: nex=> [t]; aw;move=> [tx].
rewrite rf; aw; fprops; move=> [z Jg].
have zu: inc z u by rewrite /u /inv_image_by_fun; aw; ex_tac.
move: zu; rewrite {1} ui /inv_image_by_fun; aw; move=> [t’ [t’2u Jg’]].
have tt’: t = t’ by move: (W_pr ff Jg) (W_pr ff Jg’) => <-.
suff: £2 u = x by move=>->.
case(class_dichot cf2 cx)=> // di; red in di.
empty_tacl t; apply intersection2_inc =>//; ue.
Qed.

9. LetF, G be two sets, let R be an equivalence relation of F, let p be the canonical map-
ping of F onto F/R and let f be a surjection of G onto F/R. Show that there exists a setE, a
surjection g of E onto F and a surjection h of E onto G such that pog = foh.

The set E is the disjoint union of F and G, we write it as E; UE,.
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Lemma exercise6_9: forall F G p f r,
is_equivalence r -> F = substrate r -> p = canon_proj r —>
surjective f -> source f = G -> target f = quotient r —>
exists E, exists g, exists h,
(surjective g & surjective h & source g = E & source h = E & target g = F
& target h = G & compose p g = compose f h).
Proof.
move=> F G p f r er sr xr sjf sf tf.
set (a:= TPa); set (b:= TPb).
have ba: b <> a by rewrite /a /b; apply two_points_distinctb.
set Ea:= product F (singleton a).
set Eb:=product G (singleton b).
set E:= union2 Ea Eb.
have gE: is_graph E.
by rewrite /E /Ea /Eb=> t; rewrite union2_rw; aw; intuition.
have xep: forall x, inc x E > (Q x =a \/ Q x = b).
move=> x; rewrite /E/Ea/Eb union2_rw; aw; intuition.
have xgp:forall x, inc x G -> inc (W x f) (quotient r).
move=> x xg; rewrite - tf;apply inc_W_target; [ fct_tac | ue].
have xgpl:forall x, inc x G -> inc (rep (W x f)) F.
move=> x xG; rewrite sr;fprops.

We consider the function g; it is the identity on E, if we identify E, with F, so that the
image is F. Let x € Ep; we can identify E;, with G, hence assume x € G so that f(x) € F/R.
We define g(x) to be a representative of the class of f(x). This is an element of F. We have
p(g(x)) = f(x).

set (gz :=fun z=> Yo (Q z = a) (P z) (rep (W (P z) £))).
have gzP:forall z, inc z Ea -> gz z = P z.
move=> z;rewrite /Ea/gz; aw; move=> [_ [_ Qzl]; rewrite Y_if_rw //.
have gzp’: forall z, inc z Ea -> inc (gz z) F.
move=> z zEa; rewrite gzP//.
move: zEa; rewrite /Ea; aw; intuition.
have gzQ:forall z, inc z Eb -> gz z = rep (W (P z) f).
move=> z;rewrite /Eb/gz; aw; move=> [zp [Pz Qzbl].
rewrite Y_if _not_rw //; ue.
have gzq’:forall z, inc z Eb -> inc (gz z) F.
move=> z zE; rewrite gzQ //; apply xgpl.
move: zE; rewrite /Eb; aw; intuition.
have tag:transf_axioms gz E F.
move=> t; rewrite/E; aw; case; [apply gzp’| apply gzq’].
set (g:= BL gz E F).
have sj: surjective g.
rewrite /g;apply bl_surjective =>//; move=> y yF.
have pl: inc (J y a) Ea by rewrite /Ea; fprops.
have p2: inc (J y a) E by rewrite /E; aw; intuition.
by ex_tac; rewrite gzP; aw.
have gp: forall x, inc x Eb -> W (W x g) (canon_proj r) =W (P x) £f.
move=> x xEb.
have gzs: inc (gz x) (substrate r) by rewrite -sr; apply gzq’.
have xE: inc x E by move: xEb; rewrite /E;aw; intuition.
rewrite /g; aw;rewrite gzQ //; apply class_rep=>//; apply xgp.
move: xEb; rewrite /Eb; aw; intuition.

We define now & similarly.

set (ha:= fun x => rep (inv_image_by_fun f(singleton(W x (canon_proj r))))).

INRIA



Bourbaki: Theory of sets in Coq I (v4)

169

have haF:forall x, inc x F ->
ha x = rep (inv_image_by_fun f (singleton (class r x))).
move=> x xF; rewrite /ha; aw; ue.
have haF’:forall x, inc x F ->
sub (inv_image_by_fun f (singleton(class r x))) G.
move=> x xF t; rewrite /inv_image_by_fun;aw.
have ff: is_function f by fct_tac.
move=> [u []]; aw; rewrite -sf; move=> _ Jg; graph_tac.
have haF’’: forall x, inc x F ->
inc (ha x) (inv_image_by_fun f (singleton (class r x))).
move => x xF; rewrite haF //; apply nonempty_rep.

have ct: inc (class r x) (target f) by rewrite tf; rewrite sr in xF; gprops.

move: (surjective_pr2 sjf ct)=> [u [us]]; move => <-.
exists u; rewrite /inv_image_by_fun; aw.
ex_tac; apply W_pr3=>//; fct_tac.
have haG: forall x, inc x F -> inc (ha x) G.
by move=> x xF; apply (haF’ _ xF); apply haF’’ =>//.
set(hz:= fun z=> Yo (Q z = a) (ha (P z)) (P 2)).
have hzG: forall z, inc z E -> inc (hz z) G.
move=> z; rewrite /E/Ea/Eb/hz; aw;case; move=> [pz [PFG Qz]].
rewrite Y_if_rw//; apply haG=>//.
rewrite Y_if _not_rw //; ue.
set(h:=BL hz E G).
have sh: surjective h.
rewrite /h;apply bl_surjective=>//.
move=> y yG.
have JEb:inc (J y b) Eb by rewrite /Eb;aw; fprops.
have JE: (inc (J y b) E) by rewrite /E; aw; intuition.
by ex_tac; rewrite /hz; aw; rewrite Y_if_not_rw //.
have WWh: forall x, inc x Ea -> W (W x h) £ = W (P x) (canon_proj r).
move=> x xEa.
have xE: inc x E by rewrite /E; aw; intuition.
have Ps: inc (P x) (substrate r) by rewrite -sr -gzP//; apply gzp’.
rewrite/h /hz; aw.
move: xEa; rewrite /Ea; aw; move=> [px [PF]]; move=> ->.
rewrite Y_if_rw //.
move: (haF’’ _ PF);rewrite /inv_image_by_fun;aw; move=> [u [1]; aw.
by move=> <- Jg; move: sjf=> [ff _];rewrite (W_pr ff Jg).

We are now ready to prove the main result.

exists E; exists g; exists h; ee; try (solve [rewrite /g/h; awl).
have cpg: composable p g.
split; first by rewrite xr;apply canon_proj_function.
split; first by fct_tac.
rewrite xr /g; aw; ue.
have cfh: composable f h by red; ee; try fct_tac; rewrite /h; aw.
have sg: source g = source h by rewrite /g/h; aw.
have tp: target p = target f by rewrite xr; aw.
move: sj sjf => [fg _J[ff _].
apply function_exten; try fct_tac; aw.

The non-obvious point is to show p(g(x)) = f(h(x)).

move=> x xsg; move: (xsg); rewrite sg=> xsh; aw.
have xE:inc x E by move: xsg; rewrite /g /E; aw.
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move: (xE); rewrite /E; aw; case => xE’.
have Ps: inc (P x) (substrate r) by rewrite -sr -gzP //; apply gzp’.
rewrite WWh // /g; aw; rewrite gzP // xr; aw.

rewrite xr gp /h /hz; aw=>//; rewrite Y_if_not_rw //.

move: xE’; rewrite /Ebj;aw; move=> [_ [_ Qbll; ue.

Qed.

10. (a) ifRix, yi is any relation, then “Rix, y} and Riy, x}” is a symmetric relation. Under
what condition is it reflexive on a set E?

*(b) LetRix, y} be a reflexive and symmetric relation on a set E. Let Six, yi be the relation
“There exists an integer n > 0 and a sequence (x;)o<i<n Of elements of E such that xo = x,
X, = y and for each index i such that0 < i < n, Rix;,x;+11" Show that Six, yi is an equiva-
lence relation on E and that its graph is the smallest of all graphs of equivalences on E which
contain the graph of R. The equivalence classes with respect to S are called the connected
components of E with respect to the relation R.

(c) Let § be the set of subsets A of E such that for each pair of elements (y, z) such that
y€AandzeE-A, we have “ not Riy, z}”. For each x € E show that the intersection of the
sets A € § such that x € A is the connected component of x with respect to the relation R.*

Part a is trivial.

Section Exercice6_10.
Lemma Exercise6_10_a: forall r:Set -> Set -> Prop,
symmetric_r (fun x y=>rxy &ry x).
Proof. move=> r x y; intuition. Qed.
Lemma exercise6_10_b: forall r E,
reflexive_r r E -> reflexive_r (fun xy =>r xy & r y x) E.
Proof.
rewrite /reflexive_r; move=> r E rr y.
rewrite rr; apply iff_eq;intuition.
Qed.

We consider now a context in which R is reflexive and symmetric on E.

Variables (R:Set -> Set -> Prop) (E:Set).
Variables (Al: reflexive_r R E) (A2: symmetric_r R)
(A3: forall x y, R x y -> inc x E).

Defining the relation S is easy.

Inductive chain:Type :=

chain_pair: Set -> Set -> chain

| chain_next: Set> -> chain -> chain.
Fixpoint chain_head x :=

match x with chain_pair u _ => u | chain_next u _ => u end.
Fixpoint chain_tail x :=

match x with chain_pair _ u => u | chain_next _ u => chain_tail u end.
Fixpoint chained_r x :=

match x with chain_pair u v =>R u v

| chain_next u v => R u (chain_head v) & chained_r v

end.
Definition relS x y := exists c:chain,

chained_r c¢ & chain_head ¢ = x & chain_tail ¢ = y.
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For the transitivity, we need to concatenate lists.

Fixpoint concat_chain x y {struct x} : chain :=
match x with chain_pair u _ => chain_next u y
| chain_next u v => chain_next u (concat_chain (x:=v) y) end.

Lemma head_concat : forall x y,
chain_head (concat_chain x y) chain_head x.
Proof. by move=> x y;induction x. Qed.

Lemma tail_concat : forall x vy,
chain_tail (concat_chain x y) = chain_tail y.
Proof. by move=> x y;induction x. Qed.

Lemma chained_concat: forall x y,
chained_r x -> chained_r y -> chain_tail x

chain_head y ->
chained_r (concat_chain x y).
Proof.
move=> x y cx cy txhy;elim: x cx txhy => [a b cp ct|l a c r cp ct].
split=>//; by rewrite -ct //.
by move: cp => [pa pbl;split; [rewrite head_concat | apply r].
Qed.
Lemma transitiveS: forall x y z, relS x y -> relS y z -> relS x z.
Proof.
move=> x y z [c [cc [hex teyllllc’ [cc’ [hey tczlll.
exists (concat_chain c c’); ee.
apply chained_concat=>//; ue.
rewrite head_concat//.
rewrite tail_concat //.
Qed.

For the symmetry, we need to reverse the list. One way to reverse the list L is to start with
an empty list L', and recursively add the head of L to the head of L, as long as L is not empty.
In this case, L and L' have at least two elements, this gives some special cases to deal with.

Fixpoint reconc_chain (x y:chain) {struct x} :chain:=
match x with chain_pair u v => chain_next v (chain_next u y)
| chain_next u v => reconc_chain v (chain_next u y) end.

Lemma tail_reconc: forall x y, chain_tail (reconc_chain x y) = chain_tail y.
Proof. elim=> [a by | a cr]l // y; by rewrite r. Qed.
Lemma head_reconc: forall x y, chain_head (reconc_chain x y) = chain_tail x.
Proof. elim => [aby | acr] // y; by rewrite r. Qed.
Lemma chained_reconc: forall x y, chained_r x -> chained_r y ->
R (chain_head y) (chain_head x) -> chained_r (reconc_chain x y).
Proof.
elim => [a by ccy | P c r]=>//=; auto.
move=> y [rPh cc] cy RhyP; apply r=>//; red;ee.
Qed.

We define now the reverse.

Fixpoint chain_reverse x:=
match x with chain_pair u v => chain_pair v u
| chain_next u v =>
match v with chain_pair u’ v’ => chain_next v’ (chain_pair u’ u)
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| chain_next u’ v’ => reconc_chain v’ (chain_pair u’ u)
end end.

Lemma head_reverse: forall x, chain_head (chain_reverse x) = chain_tail x.
Proof. elim =>// y;elim =>// P ¢ h hl /=; apply head_reconc. Qed.

Lemma tail_reverse: forall x, chain_tail (chain_reverse x) = chain_head x.
Proof. elim =>// y;elim =>// P ¢ h hl /=; apply tail_reconc. Qed.

Lemma chained_reverse: forall x, chained_r x -> chained_r (chain_reverse x).
Proof.
elim; first by move=> a b; simpl; auto.
move=> a; elim; first by move => b c; simpl; intuition.
move=> b ¢ hr hrl /= [Rab [Rbc cc]l].
apply chained_reconc=>//; simpl; auto.
Qed.
Lemma symmetricS: forall x y, relS x y —-> relS y x.
Proof.
move=> x y [c [cc [hex teyll].
exists (chain_reverse c); ee.
apply chained_reverse =>//.
rewrite head_reverse //.
rewrite tail_reverse //.
Qed.

We make use of A3 for the first time here. It says that if x is related by S, itis in E. As a
consequence our relation is an equivalence relation and its graph is an equivalence on E.

Lemma equivalenceS: equivalence_re relS E.
Proof.
split; first by split; red; [ apply symmetricS | apply transitiveS].
move=> x; apply iff_eq.
by move=> xE; exists (chain_pair x x); ee; simpl; rewrite - Al.
move=> [c [cc [hex _]11].
elim: ¢ cc hex => [ab | ac _] /=h <-; [lmove: h=> [h _1]; apply (A3 h).
Qed.

Definition Sgraph := graph_on relS E.

Lemma equivalence_Sgraph: is_equivalence Sgraph.

Proof.

rewrite /Sgraph; move: (equivalence_has_graphO equivalenceS) => igo.
have g: (is_graph (graph_on relS E)) by apply graph_on_graph.

apply (equivalence_if_has_graph2 g igo).

by move: equivalenceS=> [].

Qed.

Lemma substrate_Sgraph: substrate Sgraph =E.

Proof.

rewrite /Sgraph; apply extensionality;first by apply graph_on_substrate.
move=> x xE.

have rxx:relS x x by move: equivalenceS=> [r] <-.

rewrite - (graph_on_rw2 x x equivalenceS) in rxx.

substr_tac.

Qed.
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We can now show that this is the smallest relation. If r is an equivalence implied by R,
the transitivity says that two elements (in particular head and tail) of a chained_r chain are
related by r.

Lemma S_is_smallest: forall r, is_equivalence r ->
(forall x y, Rx y -> inc (J x y) r) -> sub Sgraph r.
Proof.
rewrite /Sgraph/graph_on=> r er pr p.
have aux:(forall w, chained_r w -> inc (J (chain_head w) (chain_tail w)) r).
elim => [a b | a ¢ h [aux cc]] //=; first by apply pr.
move: (h cc)(pr _ _ aux) => rl r2; equiv_tac.
rewrite Z_rw; move=> [pp [c [cc [hcx htx]]]1].
have <-: (J (P p)(Q p) = p) by awi pp; aw; move: pp; intuition.
by rewrite -hcx -htx ; apply aux.
Qed.

We define here the set § and some set C(x). We have to show that this is the class of x
for S.

Definition setF:= Zo (powerset E) (fun A => forall y z, inc y A ->
inc z (complement E A) -> not (Ry z)).
Definition connected_comp x := intersection(Zo setF (fun A => inc x A)).

We first rewrite the condition on §, then prove that every element of § is stable by S,
hence contains equivalence classes. Each equivalence class is in §. The resultis then obvious.

Lemma setF_pr: forall A a b,
inc A setF -> inc a A -> R a b -> inc b A.
Proof.
move=> A a b; rewrite Z_rw; aw; move=> [AE Ap] aA Rab.
case (inc_or_not b A)=> // nba.
have bc: inc b (complement E A) by srw; split =>//; apply (A3 (A2 Rab)).
by elim (Ap _ _ aA bc).
Qed.

Lemma setF_pr2: forall A a b,
inc A setF -> inc a A -> relS a b -> inc b A.
Proof.
move=> A a b As aA [c [cc [hcx]]] <-.
rewrite - hcx in aA; clear hcx.
elim: c cc aA.
move=> u v /= Ruv ud; apply (setF_pr As uA Ruv).
move=> u ¢ h /= [uh cc] uA.
apply h=>//;apply (setF_pr As ulA uh).
Qed.

Lemma setF_pr3: forall A a, inc A setF -> inc a A -> sub (class Sgraph a) A.
Proof.

move=> A a As aA t; bw;last by apply equivalence_Sgraph.

rewrite /Sgraph graph_on_rw2; last by apply equivalenceS.

apply (setF_pr2 As al).

Qed.

Lemma setF_pr4: forall a, inc a E -> inc (class Sgraph a) setF.
Proof.
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move=> a aE; rewrite /setF.
move: equivalence_Sgraph => el.
move: equivalenceS => e2.
apply Z_inc.
by aw ; rewrite -substrate_Sgraph; apply sub_class_substrate.
move=> y z ya; srw; move=> [zE nzc]; dneg yz;bw.
suff: related Sgraph z a by move=> aux; equiv_tac.
have : related Sgraph y a by move: ya; bw=> h; equiv_tac.
rewrite /Sgraph ! graph_on_rw2 //.
have: relS z y by exists (chain_pair z y) => //=;auto.
apply transitiveS.
Qed.

Lemma connected_comp_class: forall x, inc x E ->
class Sgraph x = connected_comp x.
Proof.
move=> x xE;set_extensl t; rewrite /connected_comp.
move=> tc;apply intersection_inc.
exists E; apply Z_inc =>//; rewrite /setF; apply Z_inc.
aw; fprops.
move=> y z yE; srw; intuition.
move=> y; rewrite Z_rw; move=> [yS xy].
apply ((setF_pr3 yS xy) _ tc).
move: equivalence_Sgraph => eq.
have cx:(inc (class Sgraph x) (Zo setF (fun A => inc x A))).
apply Z_inc.
by apply setF_pr4.
rewrite - substrate_Sgraph in xE; bw; equiv_tac.
Qed.

11. (a)LetRix, yi be areflexive and symmetric relation on a set E. R is said to be intransitive
of order 1 if for any four distinct elements x, y, z, t of E, the relations Rix, y}, Rix, z}, Rix, ti,
Riy, z} andRiy, ti implyRiz, ti. Asubset A of E is said to be stable with respect to the relation
Rif Rix, yi forall x and y in A. If a and b are two distinct elements of E such that Ria, b} show
that the set C(a, b) of elements x € E such that Ria, x{ and Rib, x} is stable and that C(x, y) =
C(a, b) for each pair of distinct elements x, y of C(a,b). The sets C(a,b) (for each ordered
pair (a, b) such that Ria, b}) and the connected components (Exercise 10) with respect to R
which consist of a single element are called the constituents of E with respect to the relation
R. Show that the intersection of two distinct constituents of E contains at most one element
and that if A, B, C are three mutually distinct constituents at least one of the sets AnB, BN C,
CnNA is empty.

(b) Conversely, let (X)))cL be a covering of a set E consisting of non-empty subsets of E
having the following properties: (1) if A and p are two distinct indices, X) NX,, contains at
most one element; (2) if A, Y, v are three distinct letters, then at least one of the three sets
X\ NnXy, Xy nXy, Xy NX, is empty. Let Réx, y§ be the relation “There exists A € L such that
x € X, and y € X, ”; show that R is reflexive on E, symmetric and intransitive of order 1, and
that the X), are the constituents of E with respect to R.

(c) * Similarly, a relation Rix, y} which is reflexive and symmetric on E is said to be in-
transitive of order n — 3 if, for every family (x;)1<;<n of distinct elements of E, the relations
Rix;, x;$ for each pair (i, j) # (n—1, n) imply R§x,_1, x,%. Generalize the results of (a) and (b)
to intransitive relations of any order. Show that a relation which is intransitive of order p is
also intransitive of order q for all g > p.*
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This is a follow-up to the previous exercise. We still assume that R is reflexive and sym-
metric on E (i.e., Al, A2 and A3 are assumed). We give a short definition and show that it is
equivalent to the long one.

Definition intransitivel := forall xy z t,
x<>y-> Rxy->Rxz->Rxt->Ryz->Ryt->Rzt.

Lemma intransitivelpr :
let intransitive_alt:= forall xy z t,
X<y ->x<>z2>x3>t D>y<>zD>y<HB>t->z<St >
inc x E -> inc y E -> inc z E -> inc t E >
Rxy->Rxz->Rxt->Ryz->Ryt->Rztin
intransitivel = intransitive_alt.

Proof.
rewrite /intransitivel; apply iff_eq.
move=> h x yzt HO _ _ _ _ _ _ _ _ _ H10 H11 H12 H13 H14.

apply (h x y z t HO H10 H11 H12 H13 H14).

move=> h x y z t nxy xy xz xt yz yt.

move: (A3 xy) (A3 yz) (A3 (A2 xz)) (A3 (A2 yt)) => xE yE sE tE.
case (equal_or_not x z) => nxz; first by ue.

case (equal_or_not x t) => nxt; first by apply A2; ue.

case (equal_or_not y z) => nyz; first by ue.

case (equal_or_not y t) => nyt; first by apply A2; ue.

case (equal_or_not z t)=> nzt; first by rewrite nzt -Al.
apply (h x y z t) =>//.

Qed.

We now define and study C(a, b).

Definition stableR A:= forall a b, inc a A -> inc b A -> R a b.
Definition Cab a b:= Zo E (fun x => R a x & R b x).

Lemma Cab_stable: forall a b, a<> b -> R a b —-> intransitivel ->
stableR (Cab a b).

Proof.

move=> a b nab Rab il; rewrite /Cab=> u v.

rewrite !'Z_rw; move=> [_ [r1 r2]] [_ [r3 r4l].

apply (il a b u v) =>//.

Qed.

Lemma Cab_trans: forall a b x y, a<> b -> R a b -> intransitivel ->
x<> y -> inc x (Cab a b) -> inc y (Cab a b) -> (Cab a b)= (Cab x y).

Proof.

move=> a b x y nab rab il nxy; rewrite /Cab ! Z_rw.

move=> [xE [r1 r2]] [yE [r3 r4]l].

set_extensl t; rewrite ! Z_rw; move => [tE [r5 r6]]; split =>//; split.
apply (il a b x t) =>//.

apply (il a b y t) =>//; apply A2.

apply (il x y a t) =>//; first apply (il a b x y)=>//; apply A2=> //.

apply (il x y b t) =>//; first apply (il a b x y)=>//; apply A2=> //.
Qed.

A constituent is either a C or a connected component that has a single element. Let’s
characterize these. The non-trivial point here is to show that, if x is related to no other ele-
ment than itself by R, the same is true for S. Hence, consider a chain from x to y. By sym-
metry, we have a chain from y to x for which we can use induction (if y ~ x, then x = y by

RR n° 6999



176 José Grimm

symmetry of R and equality; if y ~ z and z is chained to x, we get z = x by induction, hence
y ~ x and we proceed as above).

Lemma singleton_component: forall A, sub A E ->
(inc A (quotient Sgraph) & is_singleton A) =
(exists a, A = singleton a & forall b, Rab ->a = b).
Proof.
move=> A AE.
move: equivalence_Sgraph => el.
move: equivalenceS => e2.
apply iff_eq.
move=> [Asq [x Asx]]; exists x; split=>//.
move=> b Rb.
have : related Sgraph x b.
rewrite /Sgraph graph_on_rw2//; exists (chain_pair x b);simpl; intuition.
rewrite in_class_related //; move=> [y [cy [xyll]l.
have <- : A =y.
move: Asq;aw;srw => cA; case (class_dichot cy ch)=>//.
move=> dy; red in dy; empty_tacl x; apply intersection2_inc=>//.
rewrite Asx; fprops.
rewrite Asx; aw; intuition.
move=> [x [As Apl]; rewrite As.
split; last by rewrite /is_singleton; exists x.
srw; split =>//.
have xE: inc x E by apply AE; rewrite As; fprops.
have ->: (rep (singleton x) = x).
move: (nonempty_rep (nonempty_singleton x)); aw.
split; first by rewrite substrate_Sgraph =>//.
set_extensl y; bw;aw.
move => ->;rewrite - substrate_Sgraph in xE; equiv_tac.
move=> h; symmetry.
have : (related Sgraph y x) by equiv_tac.
rewrite /Sgraph graph_on_rw2//; move=> [c [cc [I]] <-.
elim: c cc.
move=> u v /= uv vx;move: (A2 uv);rewrite vx; apply Ap.
by move=> p ¢ hl /= [Rp cc] tc; rewrite -(hl cc tc) in Rp; apply Ap; apply A2.
Qed.

The intersection of two distinct constituents has at least one element. This is obvious if
the constituents are singletons. Consider C(a, b) and C(a’,b'). Assume that they contain u
and v. If these elements are distinct then C(a, b) = C(u, v) = C(d’, b').

Definition is_constituant A :=
(exists a, A = singleton a & inc a E & forall b, Ra b ->a =b) \/
(exists a, exists b, A = Cab a b& a<> b & R a b).

Lemma constituant_inter2 : forall A B,
is_constituant A -> is_constituant B -> intransitivel ->
A = B \/ small_set (intersection2 A B).
Proof.
move=> A B cA cB il.
case (equal_or_not A B); first (by auto); move => AB;right; move=> u v.
case cA.
move=>[a [Aa [aE ap]]]; rewrite Aa.
by aw; move=> [ua _][ub _]; rewrite ua ub.
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case cB.
move=>[c [Ac [cE cpll]; rewrite Ac.
by aw; move=> _ [_ ual][_ ub]l; rewrite ua ub.

move=> [a [b [Aab [nab Rab]]]] [a’ [b’ [Aab’ [nab’ Rab’]]1]1].
case (equal_or_not u v)=>// nuv.

rewrite Aab Aab’;aw; move => [uA uB][vA vB].

elim AB; rewrite Aab’ Aab.

rewrite (Cab_trans nab Rab il nuv uB vB).

by rewrite (Cab_trans nab’ Rab’ il nuv ulA vA).

Qed.

Consider now the intersection of three constituents A, B and C. In the proof, we first
eliminate the case where some of these sets are identical. Then the intersections are small
sets (a singleton or empty). Bourbaki asks to show that at least one intersection is empty.
The French edition of Bourbaki adds a last case: ou les trois ensembles sont identiques, which
reads: the three intersections are identical, since this case can happen.

Lemma constitutant_inter3 : forall A B C,
is_constituant A -> is_constituant B -> is_constituant C -> intransitivel ->
A=B\/ A=C\/ B=C\/ intersection2 A B = emptyset
\/ intersection2 A C = emptyset \/ intersection2 B C = emptyset
\/ (intersection2 A B = intersection2 A C &
intersection2 B C = intersection2 A C).
Proof.
move=> A B C cA cB cC il.
case (equal_or_not A B); [by left| move=> nAB; right].
case (equal_or_not A C); [by left| move=> nAC; right].
case (equal_or_not B C); [by left| move=> nBC; right].
have ssAB: small_set (intersection2 A B).
case (constituant_inter2 cA cB il1l) =>//.
have ssAC: small_set (intersection2 A C).
case (constituant_inter2 cA cC il1l) =>//.
have ssBC: small_set (intersection2 B C).
case (constituant_inter2 cB cC il1l) =>//.

If Ais a component {x} and if x € C(a, b) then x is related to at least two distinct elements,
absurd. Thus, teh case wheer one set is a singleton is easy.

move: cA;case.
move=> [a [Aa [aE apl]]; case cB.
move=> [b [Bb [bE bp]ll].
left; apply disjoint_pr=> u; rewrite Aa Bb; aw; move=> ->.
by move=> ab; elim nAB; rewrite Aa Bb ab.
move => [bl [b2 [Bbb [nbb Rbb]]]].
left; apply disjoint_pr => u; rewrite Aa Bbb; aw; move=> —->.
rewrite /Cab Z_rw; move=> [_ [R1 R2]]; elim nbb.
by rewrite -(ap _ (A2 R1)) (ap _ (A2 R2)).
move => [al [a2 [Aaa [naa Raa]]ll].
move: cB; case.
move=> [b [Bb [bE bpl]]l; case cC.
move=> [c [Cc [cE cp]ll].
right;right;left; apply disjoint_pr=> u; rewrite Bb Cc; aw; move=> ->.
by move=> bc; elim nBC; rewrite Bb Cc bc.
move => [c1 [c2 [Ccc [ncc Recclll].
right; right;left; apply disjoint_pr => u; rewrite Bb Ccc; aw; move=> ->.
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rewrite /Cab Z_rw; move=> [_ [R1 R2]]; elim ncc.
by rewrite —(bp _ (A2 R1)) (bp _ (A2 R2)).
move => [bl [b2 [Bbb [nbb Rbb]]]].
move: cC; case.
move=> [c [Cc [cE cpll].
right;left;apply disjoint_pr => u uA uC; move: uC uA; rewrite Aaa Cc; aw.
move=> ->; rewrite /Cab Z_rw; move=> [_ [R1 R2]]; elim naa.
by rewrite -(cp _ (A2 R1)) (cp _ (A2 R2)).
move => [cl1 [c2 [Ccc [ncc Rcclll].

We assume A = C(ay, az), B=C(b1, b2) and C = C(cy, c2). Then either all intersections are
empty, or thereisce AnB, be AnC and a € BnC. We get AnB = {c} since the intersection is
a small set. We have three such relations. We have to show a = b = c¢. Note that one equality
implies the other. Our result is true if ¢ € C (since the ce AnC = {b}. Itis also trueifa=>b
(sincethenae AnB = {c}).

case (emptyset_dichot (intersection2 A B));[ by left | move=> [c cil]; right].
case (emptyset_dichot (intersection2 A C));[ by left | move=> [b bil; right].
case (emptyset_dichot (intersection2 B C));[ by left | move=> [a ail]; right].
have iAB: intersection2 A B= singleton c.
set_extensl x; rewrite singleton_rw;
[move=> xs; apply (ssAB _ _ xs ci) | Dby move=> -> ].
have iAC: intersection2 A C = singleton b.
set_extensl x; rewrite singleton_rw;
[move=> xs; apply (ssAC _ _ xs bi) | by move=> -> ].
have iBC: intersection2 B C = singleton a.
set_extensl x; rewrite singleton_rw;
[move=> xs; apply (ssBC _ _ xs ai) | by move=> -> ].
rewrite iAB iAC iBC.
suff: (inc ¢ C).
move=> cC.
have cAC: inc ¢ (intersection2 A C) by move: ci; aw; intuition.
have cBC: inc ¢ (intersection2 B C) by move: ci; aw; intuition.
by rewrite (ssAC _ _ bi cAC) (ssBC _ _ ai cBC).
case (equal_or_not a b).
move=> ab.
have: inc a (intersection2 A B) by move: bi ai; rewrite -ab; aw; intuition.
rewrite iAB; aw; move => <-; apply (intersection2_second ai).
move=> nab.

The element c is related to a; and a,. This makes 12 relations. We obtain three more
relations by intransitivity: elements a, b and c are related. If a # b we also deduce that c is
related to ¢; and c,. This says ce C

move: ai bi ci; aw; move=> [aB aC][bA bC][cA cB].

move: cA cB bA bC aB aC; rewrite Aaa Bbb Ccc /Cab ! Z_rw.

move=> [cE [Ralc Ra2c]][_ [Rbic Rb2c]][_ [Ralb Ra2b]][_ [Rclb Rc2b]l].
move=> [_ [Rbla Rb2al]l[_ [Rcla Rc2al].

move: (i1 _ _ _ _ ncc Rcc Rcla Rclb Rc2a Rc2b) => Rab.

move: (il _ _ _ _ nbb Rbb Rbla Rblc Rb2a Rb2c) => Rac.

move: (i1 _ _ _ _ naa Raa Ralb Ralc Ra2b Ra2c) => Rbc.

move: (i1 _ _ _ _ nab Rab (A2 Rcla) Rac (A2 Rcib) Rbc) => Rcilc.
move: (i1 _ _ _ _ nab Rab (A2 Rc2a) Rac (A2 Rc2b) Rbc) => Rc2c.
intuition.

Qed.
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End Exercice6_10.

We consider now part b. Given an assumption on X and E we define a relation R.

Definition exercise6_11b_assumption X E:=
union X = E
& (forall A, inc A X -> nonempty A)
& (forall A B, inc A X -> inc B X -> A = B \/ small_set (intersection2 A B))
& (forall ABC, inc A X -> inc B X -> inc C X —>
( A=B\/ A=C\/ B =2C\/ intersection2 A B = emptyset
\/ intersection2 A C = emptyset
\/ intersection2 B C = emptyset
\/ (intersection2 A B = intersection2 A C &
intersection2 A B = intersection2 B C))).
Definition exercise6_11b_rel X x y := exists A, inc A X & inc x A & inc y A.

We start with trivial facts.

Lemma exercise6_11bl: forall E X,
exercise6_11b_assumption X E -> reflexive_r (exercise6_11b_rel X) E.
Proof.
move=> E X [h _] x; rewrite /exercise6_11b_rel -h;apply iff_eq.
move => xE; move: (union_exists xE)=> [y [ye xyl];ex_tac.
move=> [y [yX [xy _ 11]; apply (union_inc xy yX).
Qed.

Lemma exercise6_11b2: forall X,

symmetric_r (exercise6_11b_rel X).
Proof.
move=> E X y; rewrite /exercise6_11b_rel.
move=>[A [Ax [xA yAll]l; exists A; intuition.
Qed.

Let’s show intransitivity. We assume the four points distinct. We have 5 relations, thus 5
sets. Denote by Ay, the set containing x and y. The element z is in Ay, and in A .. while the
element ¢ is in Ay; and in A ;. If one set of the first list is the same as one set of the second
list, the result is true. Otherwise, this gives four inequalities. Each one says that a set is a
singleton. Obviously Ay; NAy; = {x} and Ay, NA,; = {y}.

We have x € xo N x; N X2, ¥ € XN X3N X4, 2 € X1 N X3 and ¢ € xp N x4. We must show that z
and t are in a common set. If one of x1, x3 is one of xy, x4, the result is obvious. We hence get
four inequalities between sets. We know that A # B implies that the intersection is empty or
a singleton. Hence we get x; N x2 = {x} and x3 N x4 = {y}.

Lemma exercise6_11b3: forall E X, exercise6_11b_assumption X E —>
let R := exercise6_11b_rel X in
forall xy z t,
X<y > x>z >x<O>t>y<>z>y<>t o>zt >
Rxy>Rxz->Rxt->Ryz->Ryt->Rzt.
Proof.
move=>E X [uX [alne [i2 i3]]] R x y z t nxy nxz nxt nyz nyt nzt
XY [XYX [xXY yXY11] [XZ [XZX [xXZ 2zXZ]]] [XT [XTX [xXT tXT]]]
[YZ [YZX [yYZ zYZ]1]1]l [YT [YTX [yYT tYT11].
case (equal_or_not XZ XT) => XZXT; first by exists XT; intuition; ue.
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case (equal_or_not XZ YT) => XZYT; first by exists XZ; intuition; ue.
case (equal_or_not YZ XT) => YZXT; first by exists XT; intuition; ue.
case (equal_or_not YZ YT) => YZYT; first by exists YT; intuition; ue.
have iXZXT: (dintersection2 XZ XT = singleton x).
have xi: (inc x (intersection2 XZ XT)) by aw; intuition.
case (i2 _ _ XZX XTX) =>h; first by contradiction.
set_extensl a; rewrite singleton_rw => ai; [apply (h _ _ ai xi) | uel.
have iYZYT: (intersection2 YZ YT = singleton y).
have yi: (inc y (intersection2 YZ YT)) by aw; intuition.

case (i2 _ _ YZX YTX) =>h; first by contradiction.
set_extensl a; rewrite singleton_rw => ai; [apply (h _ _ ai yi) | uel.
We assume Ayy— = Ay, and study the consequences. We get Ay, = Ay, since y and z are

two distinct elements in both sets. The case Ay, = Ay, is trivial. Consider Ay, = Ay;; if this is
true, we have Ay, = Ay; since x and y are in both sets; the result is trivial. In the other case,
we have three distinct sets Ay, = Ay; = Ay,—, Ay and Ay,;. The intersections of two of them
are nonempty. Since these intersections contain distinct elements x, y, f, the sets must be
the same and the result is trivial.

case (equal_or_not XY XZ)=> XYXZ.

have XYYZ: XY= YZ.

have ypl:inc y (intersection2 XY YZ) by aw.

have zpl:inc z (intersection2 XY YZ) by rewrite XYXZ; aw.

case (i2 _ _ XYX YZX) =>// h; elim nyz;apply: (h _ _ ypl zpl).
case (equal_or_not XY YT)=> XYYT; first by exists XY; aw; ee; ue.
case (equal_or_not XT YT) => XTYT.

have xp: inc x (intersection2 XY YT) by aw; ue.

have yp: inc y (intersection2 XY YT) by aw; ue.

case (i2 _ _ XYX YTX) =>h; first by contradiction.
elim nxy;apply: (h _ _ xp yp).
case (i3 _ _ _ XYX XTX YTX); first by move=> hj;exists XY; intuition; ue.

case; first by move=> h.

case; first by move=> h.

case; first by move=> h;empty_tacl x; aw; intuition.

case; first by rewrite XYYZ; move=> h; empty_tacl y; aw; intuition.
case; first by move=> h; empty_tacl t; aw; intuition.

move=> [r1l r2].

have : inc t (intersection2 XT YT) by aw; intuition.

rewrite -r2 XYYZ; aw; move=> [tp _].

exists YZ; by aw; intuition.

We consider now the case Ayy # Ax.. The intersection of these sets is then {x}. It implies
Ay # A—yz for otherwise y would be in A—xynA—xz. Thus Ay, N A, = {z}.

have iXYXZ: (intersection2 XY XZ = singleton x).
have px: inc x (intersection2 XY XZ) by aw; intuition.
case (i2 _ _ XYX XZX) => h; first by [].
set_extensl a; rewrite singleton_rw => ai; [apply (h _
case (equal_or_not XZ YZ)=> XZYZ.
have : inc y (singleton x) by rewrite -iXYXZ; aw;intuition; ue.
aw=> h; elim nxy =>//.
have iXZYZ: (intersection2 XZ YZ = singleton z).
have pz: (inc z (intersection2 XZ YZ)) by aw.
case (i2 _ _ XZX YZX) => h; first by [].
set_extensl a; rewrite singleton_rw => ai; [apply (h _

ai px) | uel.

ai pz) | uel.
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Now we compare Ay, and A ;. Assume first equality. We proceed as above.

case (equal_or_not XY YT)=> XYYT.
have XYXY: (XY = XT).
have xp: inc x (intersection2 XY XT) by aw.
have tp: inc t (intersection2 XY XT) by rewrite XYYT; aw.

case (i2 _ _ XYX XTX) =>// h; elim nxt;apply: (h _ _ xp tp).
case (equal_or_not XY YZ)=> XYYZ; first by exists XY; aw; ee; ue.
case (i3 _ _ _ XYX XZX YZX); first by move=> h;exists XY; intuition; ue.

case; first by move=> h.

case; first by move=> h.

case; first by move=> h;empty_tacl x; aw; intuition.
case; first by move=> h; empty_tacl y; aw; intuition.
case; first by move=> h; empty_tacl z; aw; intuition.
move=> [rl r2].

have : inc z (intersection2 XZ YZ) by aw; intuition.
rewrite -r2 XYYT; aw; move=> [tp _].

exists YT; by aw; intuition.

Here Ay, # Ayt. The intersection is {y}. From this we get Ay, NA,,— = {}. (same as proof
as above).

have iXYYT: (intersection2 XY YT = singleton y).
have px: inc y (intersection2 XY YT) by aw; intuition.
case (i2 _ _ XYX YTX) => h; first by [].
set_extensl a; rewrite singleton_rw => ai; [apply (h _
case (equal_or_not XT YT)=> XTYT.
have : inc x (singleton y) by rewrite -iXYYT; aw;intuition; ue.
aw=> h; elim nxy =>//.
have iXTYT: (intersection2 XT YT = singleton t).
have pz: (inc t (intersection2 XT YT)) by aw.
case (i2 _ _ XTX YTX) => h; first by [].
set_extensl a; rewrite singleton_rw => ai; [apply (h _

ai px) | uel.

ai pz) | uel.

On can prove Ayx; NAy; = Ay N Ay, = @ but this relation is helpless. The only remaining
pairs of sets are (Ayy,Ays) and (Axy,Axs). The case Ayy = Ay; = Ay is trivially excluded. The
cases Ayy # Ayr and Ayy # Ay, are easy.

case (equal_or_not XY XT)=> XYXT.
case (equal_or_not XY YZ)=> XYYZ; first by elim YZXT; ue.
case (i3 _ _ XYX XZX YZX); first by move=> h.
case; first by move=> h.
case; first by move=> h.
case; first by move=> h;empty_tacl x; aw; intuition.
case; first by move=> h;empty_tacl y; aw; intuition.
case; first by move=> h;empty_tacl z; aw; intuition.
rewrite iXYXZ iXZYZ; move=> [_ sxz].
by elim nxz; apply singleton_inj.
case (i3 _ _ _ XYX XTX YTX); first by move=> h.
case; first by move=> h.
case; first by move=> h.
case; first by move=> h;empty_tacl x; aw; intuition.
case; first by move=> h;empty_tacl y; aw; intuition.
case; first by move=> h;empty_tacl t; aw; intuition.
rewrite iXYYT iXTYT; move=> [sy st].
rewrite sy in st; by elim nyt; apply singleton_inj.
Qed.
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We show now that the elements of X are the constituents. Let p;(u) the property that u
has the form C(a, b), p2 () the property that u is a connected component formed of a single
element. If u satisfies these conditions, then u € X. We are asked to show the converse.
Assume that u € X; if it has at least two elements, it satisfies p;. Assume that it has a single
element x. Assume that there is no other set v containing x; then p- is true. Assume now that
there is another set v containing x; then p; and p- are false. (Example: E has two elements a
and b, X has two elements {a, b} and {a}). The assumptions on X say: if v and v’ are two sets
containing x, then the intersection is a singleton. Denote by p3(u) this condition. It does not
imply ueX.

Thus we prove the following.

Lemma exercise6_11b4: forall E X, exercise6_11b_assumption X E —>
let R := exercise6_11b_rel X in

let pl := fun u => (exists a, exists b, a<> b &R ab & u =
ZoE (fun x => R a x & R b x)) in

let p2:= fun u => (exists x, u = singleton x & inc x E&
forall y, inc y E->R xy -> x =y) in

let p3:= fun u => (exists v, inc v X & u <> v & sub u v & is_singleton u) in
(forall u, incu X >plu\/ p2ul\/p3u) &
(forall u, pl u -> inc u X) & (forall u, p2 u -> inc u X).

We show here that singletons satisfy p- or ps.

Proof.
move => E X [uXE [alne [i2 i3]]] R pl p2 p3.
split.
move=> u uX.
case (p_or_not_p (is_singleton u)) => su.
right; case (p_or_not_p (p3 u)) => p3u; first by intuition.
left; move: (su) => [x sx].
rewrite sx; exists x;ee.
rewrite -uXE; apply union_inc with u =>//; rewrite sx; fprops.
move=> y yE Rxy; case (equal_or_not x y) =>//.
move=> xy; move: Rxy=> [A [AX [xA yAll].
elim p3u; exists A; ee.
by dneg uA; move: yA; rewrite -ulA sx; aw.
by move=> t; rewrite sx; aw; move => ->.

Our set u is not empty, hence has an element y. We show here that if it has another
another element x, then p; (1) is satisfied. If x; is related to x and y, there exists two sets x;
that contains y and xy, and x, that contains x and xy. We want to show xg € u. This is clear
if x; = u or x, = u. Assume these two pairs distinct. If x; = x, the intersection x; N u is a
singleton, containing x and y, absurd. We can then use property (2).

left; red.
move: (alne _ uX) => [y yul; exists y.
case (p_or_not_p (exists v, inc v u & v <> y)).
move=> [x [xu xyl]; exists x; ee; first by exists u; ee.
set_extensl w.
move=> wu; apply Z_inc.
rewrite - uXE; apply union_inc with u=>//.
split;red;red;exists u; intuition.
rewrite Z_rw; move => [wE [ [A [AX [xA yA]ll [A’ [AX’ [xA’ yA’]1111].
case (equal_or_not A u)=> Au; first by rewrite -Au.
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case (equal_or_not A’ u)=> Au’; first by rewrite -Au’.
have xi: (inc x (intersection2 u A’)) by aw.
have yi: (inc y (intersection2 u A)) by aw.
case (equal_or_not A A’) => AA’.

case (i2 _ _ uX AX)=> aux.

by elim Au’; rewrite -AA’ aux.

rewrite -AA’ in xi.

by elim xy; apply(aux _ _ xi yi).
move: (i3 _ _ _ AX AX’ uX).
case =>//; case =>//; case =>//.
case; first by move=> h; empty_tacl w; aw.
case; first by move=> h; empty_tacl y; aw.
case; first by move=> h; empty_tacl x; aw.
move=> [h1 h2].
rewrite intersection2comm -h2 in xi.
rewrite intersection2comm -hl in yi.
case (i2 _ _ AX AX’)=>// aux.
elim xy; by apply (aux _ _ xi yi).

To finish, we must show that a nonempty set that is not a singleton has at least two ele-
ments.

move=> hj;elim su; exists y; set_extensl w;aw; last by move=> ->.
move=> wu;case (equal_or_not w y) =>// wy.
by elim h; ex_tac.

We show here that p; (1) implies u € X. Consider x and xp two distinct elements, and
u = C(x, xp). The two elements x and x are related, this means that they are in a set x;. We
have u = x;. The proof is the same as above.

split.

move=> u [a [b [nab [[A [AX [aA bAll]l uZz]1l].

suff: (u = A) by move=> ->.

rewrite uZ; set_extensl t; rewrite Z_rw.
move=> [tE [[A’ [AX’ [aA’ bA’]]1] [A’’ [AX’’ [aA’’ DbA’’]1]11].
case (equal_or_not A A’’)=> AA’’; first by ue.
case (equal_or_not A A’)=> AA’; first by ue.
have aAA: inc a (intersection2 A A’) by aw.
have bAA: inc b (intersection2 A A’’) by aw.
case (equal_or_not A’ A’’) => aux.

case (i2 _ _ AX AX’)=> // ss.
rewrite -aux in bAA; elim nab; apply (ss _ _ aAA bAA).
case (i3 _ AX AX’ AX’’) =>//; case =>//; case =>//.

case; first by move=> h; empty_tacl a; aw.
case; first by move=> h; empty_tacl b; aw.
case; first by move=> h; empty_tacl t; aw.
move=> [hl h2]. rewrite - hl in bAA.
case (i2 _ _ AX AX’)=>// ss.
elim nab; by apply (ss _ _ aAA bAA).
move=> tA; ee.
rewrite -uXE;apply union_inc with A=>//.
exists A; ee.
exists A; ee.

We show that p,(u) implies u € X.
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move=> u [v [uv [vE sull].
move: VE;rewrite -uXE union_rw; move=> [y [vy yX]I].
suff: u = y by move=> ->.
rewrite uv;set_extensl t; aw; first by move=> ->.
move=> tv; symmetry; apply su.

rewrite -uXE;apply union_inc with y =>//.
exists y; ee.

Part c. We do not know how to generalize. The last claim is obvious. Assume R intran-
sitive of order p — 3, let g > p and consider g distinct elements, which are related (with the
exception of x4-1 and x4; discard the g — p first elements. The missing relation is true by
intransitivity.

Original Exercises.
Lemma exercise3_b5: forall g a b, is_graph g ->

(compose_graph (product a b) g = product (inv_image_by_graph g a) b &
compose_graph g (product a b) product a (image_by_graph g b)).

Lemma exercise4_4b: forall g x,
fgraph g -> (forall i, inc i (domain g) -> is_graph (V i g)) ->
nonempty g —> is_singleton x ->
image_by_graph(intersectionb g) x =
intersectionb (L(domain g) (fun i=> image_by_graph(V i g) x)).
Lemma exercise4_5: forall g h,
fgraph g -> (forall i, inc i (domain g) -> is_graph (V i g)) -> is_graph h->
(compose_graph (unionb g) h =
unionb (L(domain g) (fun i=> compose_graph(V i g) h))
& compose_graph h (unionb g) =
unionb (L(domain g) (fun i=> compose_graph h (V i g)))).

Lemma exercise4_7: forall G H K, is_graph G ->is_graph H ->is_graph K ->
sub(intersection2 (compose_graph H G) K)
(compose_graph(intersection2 H (compose_graph K (inverse_graph G)))
(intersection2 G (compose_graph (inverse_graph H) K))).

8.7 The cardinals, according to Zermelo, 1908

We implement here the a part of the theory of Zermelo as described in his paper “In-
vestigations in the foundations of set theory I”. It has seven axioms: Axiom I is the axiom of
extent, axiom II corresponds to the axiom of the pair, Axiom III is the axiom of separation SC,
axiom IV is the axiom of the powerset, Axiom V is the axiom of the union, axiom VI is the ax-
iom of choice and axiom VII the axiom of infinity. The bold face numbers are the paragraph
numbers of the Zermelo paper.

The notations have changed, the union and intersection of two sets is A+ B and [A, B],
while the union and intersection of a family is GA and ®B; the powerset is denoted by LT.
Note that Zermelo uses no ordered pairs, thus no graphs, and his products are different from
our products. Here is the definition.

13. “Let T be a set whose elements M, N, R,... are various (mutually disjoint) sets, and let
S; be any subset of its union GT. Then it is definite for every element M of T whether the
intersection [M,S;] consists of a single element or not. Thus all those elements of T that
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have exactly one element in common with S; are the elements of a certain subset T; of T,
and it is again definite whether T; = T or not. All subsets S; of &T that have exactly one
element in common with each element of T then are, according to Axiom III, the elements of
a set P =T, which according to axioms III and IV is a subset of {&T and will be called the
connection set associated with T, or the product of the sets M,N,R,.... If T = {M, N} we write
BT = MN.”

Here is the definition of a connection or a product of two sets. We do not require the sets
to be disjoint for the definition. In fact, the product of 7 sets is formed of sets with at most
n elements, and we have exactly n elements if the sets are disjoint. Note that the product is
independent of the order of the factors.

Definition zprod a := Zo (powerset (union a))
(fun y => forall x, inc x a -> is_singleton (intersection2 y x)).
Definition zprod2 a b:= zprod (doubleton a b).

We have X € AB if and only if X ¢ AUB and the two sets XN A and X N B are singletons.

Lemma zprod2_pr: forall a b y,
inc y (zprod2 a b) =
(sub y (union2 a b) &
is_singleton (intersection2 y a) &
is_singleton (intersection2 y b)).

We denote by sx(A) the unique element of XN A. If X € AB, then XN A = {sx(A)} and
X NB = {sx(B)}. For this, we deduce that sx(A) is in A and X, and also that sx(B) is in B and X.

Definition zpr x a := choose (fun z => (intersection2 x a) = singleton z).
Lemma zpr_prop : forall x a,

is_singleton (intersection2 x a) -> (intersection2 x a = singleton (zpr x a)).
Lemma zprod2_prl: forall a b x,

inc x (zprod2 a b) ->

((intersection2 x a = singleton (zpr x a)) &

(intersection2 x b = singleton (zpr x b))).
Lemma zprod2_prO: forall a b x,

inc x (zprod2 a b) —->

(inc (zpr x a) a & inc (zpr x b) b & inc (zpr x a) x & inc (zpr x b) x).

Lemma zprod2_prOaa: forall a b x,

inc x (zprod2 a b) ->inc (zpr x a) a.
Lemma zprod2_prOax: forall a b x,

inc x (zprod2 a b) ->inc (zpr x a) x.
Lemma zprod2_prObb: forall a b x,

inc x (zprod2 a b) -> inc (zpr x b) b.
Lemma zprod2_prObx: forall a b x,

inc x (zprod2 a b) ->inc (zpr x b) x.

Conversely, an element in A and X must be sx(A). From this we deduce X = {sx(A), sx(B)}.
If x€ A and x € X, then sx(A) = x.

Lemma zprod2_prla: forall a b x z,
inc x (zprod2 a b) ->
inc z a -> inc z x -> z = zZpr X a.
Lemma zprod2_prlb: forall a b x z,
inc x (zprod2 a b) ->
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inc z b -> inc z x -> z = zpr x b.
Lemma zprod2_pr2: forall a b y,

inc y (zprod2 a b) ->

y = doubleton (zpr y a) (zpr y b).

We characterize here the product AB when B is a singleton {b}, as the set of all {a, b} for

acA.

Lemma intersection_singleton: forall a b c,
(intersection2 a (singleton b) = singleton c) =
(inc c a & c = b).
Lemma is_singleton_int: forall a b c,
inc ¢ a => inc ¢ b -> (forall u, inc u a-> incu b -> u = ¢c) —>
is_singleton (intersection2 a b).
Lemma zprod_singleton: forall M r, ~ inc r M ->
let N := zprod2 M (singleton r) in
( (forall u, inc u M -> inc (doubleton u r) N) &
(forall x, inc x N -> exists u, inc u M & x = doubleton u r)).

15. “A mapping ofM ontoN is a subset ¢ of the product MN such that each element of M+N
occurs as an element in one and only one element {m, n} of ¢. Two elements m and »n that
occur together in one element of ¢ are said to be ‘mapped onto each other’. Two sets are said

to be immediately equivalent if there exists at least one such ¢.”

The definition is symmetric with respect to M and N. The union of these two sets is
uniquely determined by ¢ as the union of ¢. Zermelo assumes the two sets disjoint. In fact, if
M =N, there is only one mapping, the set of all singletons. We add the disjointness condition

to the definition of “equivalent” (but this really changes nothing).

Definition zmap f a b := sub f (zprod2 a b) &

(forall x, inc x (union2 a b) -> exists_unique (fun z => inc z f & inc x z)).

Definition ziequivalent a b := disjoint a b & exists f, zmap f a b.

Lemma zmap_symm: forall f a b,

zmap f a b -> zmap f b a.
Lemma zequiv_symm: forall a b, ziequivalent a b -> ziequivalent b a.
Lemma zmap_prl : forall f a b, zmap f a b >

union f = union2 a b.

Examples: disjoint singletons are equivalent as well as disjoint doubletons.

Lemma zmap_examplel : forall a b, a <> b >
let A := singleton a in
let B := singleton b in
zmap (singleton (doubleton a b)) A B.
Lemma zmap_example2 : forall a b ¢ d, let A := doubleton a b in
let B := doubleton c d in
disjoint AB ->a <>b ->c <>d —>
zmap (doubleton (doubleton a c) (doubleton b d)) A B.

Lemma zequiv_examplel : forall a b, a <> b >
ziequivalent (singleton a) (singleton b).
Lemma zequiv_example2 : forall a b c d, let A := doubleton a b in

let B := doubleton c d in
disjoint AB ->a <>b ->c <>d —>
ziequivalent A B.
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Assume f(a) € B whenever a € A, where A and B are two disjoint sets. The set of all
z € AUB of the form {a, f(a)} with a € A is an element of AB. Assume f bijective; this set is
then a mapping.

Definition zbijective F a b :=
( (forall x, inc x a —> inc (F x) b)
& (forall x x’, inc x a -> inc x> a > F x =F x> -> x = x’7)
& (forall y, inc y b -> exists x, inc x a & F x = y)).

Lemma zmap_example3: forall F a b, disjoint a b -> zbijective F a b —>
zequivalent a b.

Let’s denote by w(x) the element such that wy(x) € f and x € wy(x). If f is a mapping,
x € AUB, such an object exists and is unique. Wer can restate this as: if x and y are in f, if
sx(A) = sy(A) then x = y; the same holds for B.

Definition zmap_aux f x := choose (fun z => inc z f &inc x z ).
Lemma zmap_aux_prl: forall f a b x,
zmap £ a b -> inc x (union2 a b) ->
(inc (zmap_aux f x) f & inc x (zmap_aux f x)).
Lemma zmap_aux_pr2: forall f a b x y,
zmap £ a b -> inc x (union2 a b) -> inc y £ -> inc x ¥y
->y = (zmap_aux f x).
Lemma zmap_aux_pr3a: forall f a b x y,
zmap f ab ->inc x f ->incy f -> zpr xa=2zprya
-> X =y.
Lemma zmap_aux_pr3b: forall f a b x vy,
zmap f ab ->inc xf ->incy f -> zpr x b=2zpr yb
> X =y.

Consider now sy (w(x)). This is the unique element of A in w¢(x). This is obviously x if
x € A. It is also defined for x € B. We shall sometimes denote this by fj(x). Similarly fg(x).
We have fj(fg(x)) = x if x € A and fg(fa(x)) = x if x € B. This implies that fz is bijective (in
the sense given above).

Definition zmap_val f a x:= zpr (zmap_aux f x) a.

Lemma zmap_val_prla : forall f a b x, zmap f a b -> inc x (union2 a b) ->
inc (zmap_val f a x) a.

Lemma zmap_val_prilb : forall f a b x, zmap £ a b -> inc x (union2 a b) ->
inc (zmap_val f b x) b.

Lemma zmap_val_prl : forall f a b x, zmap £ a b -> inc x (union2 a b) ->
(inc (zmap_val f a x) a & inc (zmap_val f b x) b).

Lemma zmap_val_pr2a : forall f a b x, zmap f a b -> inc x a ->
(zmap_val f a x) = x.

Lemma zmap_val_pr2b : forall f a b x, zmap f a b -> inc x b >
(zmap_val f b x) = x.

Lemma zmap_val_pr3a : forall f a b x, zmap f a b -> inc x a —>
(zmap_val f a (zmap_val f b x)) = x.

Lemma zmap_val_pr3b : forall f a b x, zmap f a b -> inc x b >
(zmap_val f b (zmap_val f a x)) = x.

Lemma zmap_bijective: forall f a b, zmap f a b —>
zbijective (zmap_val f b) a b.

RR n° 6999



188 José Grimm

16. Zermelo says: “It is definite for two disjoint sets whether they are equivalent or not”,
since this is the same checking whether a set Q is empty or not. We just show here that the
set exists.

Lemma zmap_set: forall a b, exists s,
forall f, zmap f a b = inc f s.

17. If ¢ is amapping M — N, and M, is a subset of M, there exists a subset N; of N which is
equivalent to M; via a subset of ¢. Note: Zermelo assumes the sets disjoint. We start with a
lemma that says that if M and N are disjoint, so are M; and N;. The equivalence is the set of all
X € ¢ such that sx(M) € My, and the set N is the set of objects z € N of the form with z = sx(N)
for some X satisfying this condition. Note that Zermelo doe not use the Replacement Axiom
that asserts the existence of the set {f(x), x € A}, this makes the definition a bit more complex.

Lemma sub_disjoint: forall a b a’ b’,
disjoint a b -> sub a’ a -> sub b’ b -> disjoint a’ b’.
Lemma zmap_sub: forall f a b a’, zmap f a b -> sub a’ a ->
exists f’, exists b’,
(sub £’ f & sub b’ b & zmap £’ a’ b’).

Lemma zequiv_sub: forall a b a’, ziequivalent a b -> sub a’ a >
exists b’, (sub b’ b & ziequivalent a’ b’).

18. Assume that f maps A to B, and g maps B to C. For instance, we map {a, b} to {c, d} and
then to {b, a}, where all four elements aree distinct. Composition is the permutation on {a, b}.
But this is not a mapping according to Zermelo. Thus, in the following lemma, we assume
A and C disjoint. The set of all z = {sx(A), s,(C)} in P(A U C) such that there exist x € f and
y € g such that s, (B) = sy,(B) is a mapping A — C. We give here a simpler proof: both f an gg
are bijective, hence the composition is also bijective. Thus we have a bijection A — C, which
gives a mapping, since A and C are disjoint.

Lemma zmap_transitive: forall a b c, disjoint a c —>
zequivalent a b -> zequivalent b ¢ -> zequivalent a c.

19. In 910, Zermelo says that for every set M there is a set N such that N« M and N ¢ M. We
can restate this without quantifiers as: the set {N € 3(M), N ¢ M} is non-empty. It suffices in
fact to take the set of all elements of M that do not belong to themeselves. This theorem can
be used as: for every set M there is a set N such that N ¢ M.

Thus, given M and N, there exists r not in M such that, if R = {r}, the set MR is disjoint
from M and N (an element x of MR has the form {y, r}, ifitisin M or N, itisin MUN and r is
in the union of this set. The function x — {x, r} is bijective, thus we get a mapping M — MR.

It follows that, for any M and N, there exists M’ disjoint from M and N, equivalent to M.

Lemma disjointness : forall M, exists N,
sub N M & ~ inc N M.
Lemma disjointnessl : forall M N, exists r,
let M1 := zprod2 M (singleton r) in
( ~ (dnc r M) & disjoint M M1 & disjoint N M1).
Lemma zmap_example4: forall M r,
let N := zprod2 M (singleton r) in
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~ (inc r M) -> disjoint M N ->
ziequivalent M N.
Lemma zequiv_example4: forall M N, exists M’,
disjoint N M’ & ziequivalent M M’.

19. Zermelo deduces that there is no set containing all sets equivalent to M, since if T is
such a set, we have a set x equivalent to M disjoint from UT, thus cannot be in T (note that
this argument does not hold if x is empty, so that we start with a lemma: if M is empty, so is
X).

Lemma zequiv_empty: forall M, ziequivalent M emptyset -> M = emptyset.

Lemma zequiv_no_graph: forall M, nonempty M ->
~ (exists S, forall M’, =ziequivalent M M’ -> inc M’ S).

21. Zermelo says that is “definite” the existence of a set R disjoint from both sets M and N
and equivalent to them. This justifies the following definition of “mediately equivalent”. This
is an equivalence relation.

Definition zequiv M N := exists R, ziequivalent M R & =ziequivalent N R.

Lemma zequiv_reflexive: forall M, zequiv M M.
Lemma zequiv_symmetric: forall M N,

zequiv M N -> zequiv N M.
Lemma zequiv_transitive: forall M N P,

zequiv M N -> zequiv N P -> zequiv M P.
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Chapter 9

Summary

9.1 The axioms

We give here the list of all axiom schemes.
S1: If Ais arelation in 9, the relation (A or A) = Ais an axiom of J.
S2: If Aand B are relations in 9, the relation A = (A or B) is an axiom of 5.
S3: If A and B are relations in 9, the relation (Aor B) — (Bor A) is an axiom of I .
S4: If A, B, and C are relations in 9, the relation (A =— B) — ((Cor A) — (Cor B)) isan
axiom of I
S5: If Ris a relation in 9, if T is a term in 9, and if x a letter, then the relation (T|x)R —
(3x) R is an axiom.
S6: Let x be a letter, let T and U be terms in 9, and let Rix} a relation in ; then the relation
(T=U) = (RiT{ < RiU}) is an axiom.
S7: If Rand S are relations in 7, and if x is a letter, then the relation (Vx)(R < §)) =
(Tx(R) = 14(8)) is an axiom.
S8: Let R be a relation, let x and y be distinct letters, and let X and Y be letters distinct from
x and y which do not appear in R. Then the relation

(V) @D (VX)(R = (x€X)) = (V¥)Colly(@y)((y€ ¥) and R))

is an axiom.

The French edition has only four axioms since A3 is a theorem.
Al (Vx)(Vy)((xcyand ycx) = (x=1Y)).
A2. (Vx)(Vy)Coll,(z=xor z=y).
A3. (YO (VX) (VY (VY)(((x, ) = (X, ) = (x=x"and y = y"))
A4. (VX)Colly (Y =X).
A5. There exists an infinite set.

9.2 The Zermelo Fraenkel Theory

An alternative to the Bourbaki theory is the Zermelo Fraenkel theory. It has the usual
interpretation of the quantifiers V and 3, but not the symbol 1, thus is missing a choice func-
tion. With the notations of [5] the axioms are

Bl. VxVy[Vz(ze x < z€y) = x=y] (Axiom of extent, Al).
BO. VxVy3zVt[te€ z < (t=xor t =y)] (Axiom of the pair, A2).
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B2. VxdyVz[ze y < 3Ft(t € x and z € #)] (Axiom of the union).
B3. Vx3dyVz[z € y < zc x] (Axiom of the set of subsets, A4).

B4. 3x3y[Vz(z¢ y)and ye xand Vulue x = Fv[vexand Vi(tev < t=uor t € u)]ll
(Axiom of infinity).

SS. Vx;...Vxp VXV yVy'[E(x, 3, x1,..., x) and E(x, V', x1,...,x) = y=y'] = ViIwVv[ve
w < Julue tand E(y, v, x1,...,x;)11} (Scheme of Replacement).

SC.Vx;...VxVx3yVz[ze y <= (z€ xand A(z, Xy, ..., x))] (Scheme of comprehension).

AC. Va{[Vx(xea = x# @g)andVxVy(x e aandyea = x=yorxny=9)] =
IbVxJu(x € a = bnx={u})} (Axiom of choice).

AEVx[x#@ — 3Jy(ye xand yn x = @)] (Axiom of foundation).

Comments. The Zermelo-Frankel theory consists in axioms B1, B2, B3, B4, and scheme
SS. From SS, one can deduce SC and BO. The Zermelo theory consists in B1, B0, B2, B3, B4
and SC. It is a weaker theory. Axiom AF is independent of all other axioms, it excludes some
weird sets; it is useful in modeling.

Scheme SS depends on a relation E that takes at least two arguments. Fix all parameters
but the first two ones. Assume that E(x, y) is functional in y (i.e., if E(x, y) = E(x, y) implies
¥ =Y. Rewrite E(x,y) as y = f(x). The scheme says that for all #, there is a w containing
those v of the form v = f(u) for some u € t. Scheme SC says that for every relation A(z) (that
may depend on other parameters), and for every set x there is a set w containing those v € x
that satisfy A.

Consider now axiom B4. The parameter y has to be zero (a.k.a the empty set), and v has
to be uu{u}. Denote this by S(u). Now B4 says: there exists a set x, containing zero, and such
that u € x = S(u) € x. In part two of this report, we shall define pseudo-ordinals. Then the
set of finite pseudo-ordinals (which is also the set of finite cardinals with the definition of [5])
is the smallest set satisfying B4. Thus B4 is equivalent to the existence of this set. This axiom
is equivalent to A5 (remember that it asserts existence of an infinite set, where “infinite” is a
very complicated expression, since it depends on the addition of cardinals, see part two of
this report).

Consider now axiom AC. It says that for every set q, if a is formed of non-empty, mutually
disjoint sets, there exists a set b that meets each element of a exactly once. Denote by f(x)
the unique element of the intersection of x and b. Then (informally) f is a function such that
f(x) € x. More formally, the axiom is equivalent to: for every set A, there exists a function
f B(A) — @ — A such that f(x) € x. It is also equivalent to say that a product of non-empty
sets is non-empty; it is also equivalent to Zermelo’s Theorem (every set can be well-ordered,
see part 2). We shall use Zermelo’s Theorem in order to show that cardinals are well-ordered.
A consequence of this fact is the Cantor-Bernstein theorem: if there is an injection from A
into B and an injection of B into A, then there is a bijection of A onto B. But this result is
independent of AC.

9.3 Changes from previous versions

We show here a list of definitions and theorems, there were either removed or changed,
with some explanations. In the definitions that follow, E means Set , EP means Set — Prop
and EE means Set — Set.
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Reasoning by cases. In the original version, we had an axiom that says: for any proposition
P, if p and p’ are two proofs of P, then p = p’. Let a(x) be function whose argument x is
of type P. We have then a(p) = a(p’), and we can denote this by a(P). Similarly, if b(x) is a
function whose argument is of type =P we can define b(—P). The function by_cases selects
one of a(P) or b(—P). We give here the original properties of this function.

Axiom proof_irrelevance : forall (P : Prop) (qp : P), p = q.
Lemma by_cases_exists :
forall (T : Type) (P : Prop) (a : P ->T) (b : ~P —>T),
exists x : T, by_cases_pr a b x.
Lemma by_cases_property :
forall (T : Type) (P : Prop) (a : P >T) (b : ~P ->1T),
by_cases_pr a b (by_cases a b).
Lemma by_cases_unique :
forall (T : Type) (P : Prop) (@ : P >T) (b: ~P >T) (x:7T),
by_cases_pr a b x -> by_cases a b = x.
Lemma by_cases_if :
forall (T : Type) (P : Prop) (a : P >T) (b: ~P ->T) (p: P),
by_cases a b = a p.
Lemma by_cases_if_not :
forall (T : Type) (P : Prop) (@ : P >T) (b : ~P ->T) (q: ~P),
by_cases a b = b q.

The choose function. Let x be a set, p(x) a property of sets. Let Q(p, x) be the property
that, if there is a set y such that p(y), then p(x) is true, and if there is no such y, then x is the
emptyset. We have two lemmas that say that, if we know that there exists y such p(y) (resp.,
if we know the converse), then Q(p, x) is equivalent to p(x) (resp. x = @). In both cases, there
exists x such that Q(p, x) is true. By the excluded middle axiom, one of these two cases must
be true. This allow us to define the choice function. This definition makes sense only if we
can prove that there exists at least one set; in the original version a set was a Type and C.
Simpson used Prop, this definition uses Type. Later one we changed the type of a set to Set,
and our witness to N, then to @.

Definition refined_pr (p:EP) (x:E) :=
(ex p > p x) & ~(ex p) -> x = emptyset.

Lemma refined_pr_if : forall p x, ex p -> refined_pr p x = p X.
Lemma refined_pr_not : forall p x, ~(ex p) -> refined_pr p x =
Lemma exists_refined_pr : forall p, ex (refined_pr p).
Definition choose’ := fun X : EP => chooseT X (nonemptyT_intro Type).
Definition choose (p:EP) := choose’ (refined_pr p).

(x = emptyset).

We give here two special cases of the axiom of choice. We consider two types A and B,
and a function f : A — B; the question is whether there exists a function g : B — A that is
the inverse of f. This function satisfies f(g(x)) = x or g(f(x)) = x. In the first case f must
be surjective and g is called a right inverse, in the second case f must be injective and g is
called a left inverse. We construct a left inverse by defining g(y) to be some element u of A,
if y is not in the the range of f, or any x such that y = f(x) otherwise. In the current version
the condition y = u has been removed, making the definition simpler; of course, we still need
the assumption that A is non-empty. In the case of a right inverse, we removed the auxiliary
lemma (which makes the defintion more complicated).

Lemma left_inverseC_aux: forall (a b:Set) (f: a->b)(w:a) (v:b),
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=w) \/ (fu=v).

(chooseT (fun x:a => x=x) H).

exists u:a, (~ (exists x:a, f x =v) &
Definition chooseT_any a (H:nonemptyT a):

n e

Definition left_inverseC (a b:Set) (f: a->b) (H:nonemptyT a)
(v:b) := (chooseT (fun u:a => (~ (exists x:a, f x = v) & u = chooseT_any H)
\/ (f u=v)) H.
Lemma inverse_value_ex: forall (a b:Set) (f: a->b) (H:surjectiveC f) (x:b),
nonemptyT a.
Definition right_inverseC (a b:Set) (f: a->b) (H:surjectiveC f) (x:b) :=
(chooseT (fun k:a => f k = x) (inverse_value_ex H x)).

Complement. The first lemma is used to show the second, that says that if it is not the case
that both complements are non-empty, then one complement is non-empty, i.e., one set is
included in the other.

Lemma show_sub_or_aux: forall b c,
~ (sub b ¢ \/ sub ¢ b) -> nonempty (complement c b).
Lemma show_sub_or : forall b c,
(nonempty (complement b c) -> nonempty (complement c b) -> False) ->
sub b ¢ \/ sub c b.
Lemma non_nonempty_comp_sub: forall a b,
~ nonempty (complement a b) -> sub a b.

Pairs. Our initial definition of a pair made it a set with exactly two elements. This property
is not used anymore, this allowed us to change the defintion of a pair, and the following is
not true anymore.

Lemma inc_pairil: forall x y, inc (pair_first x y) (J x y).
Lemma inc_pair2: forall x y, inc (pair_second x y) (J x y).
Lemma pair_extensionalitya: forall x y u,

inc u (J x y) -> u = pair_first x y \/ u = pair_second x y.

Cuts. (This section removed in V4) Let p be the property that x is even. The construction
cut allows us to define N as the set of all even integers. This means y € N, if Zy is even. Since
0 is even we have z € Ny, where z = 220. Let 0, be the object of type Ny such that 20, = z.
The construction cut_to take 0, as argument and returns 0. Later on, we shall see that for any
inclusion like Ny N there is a function of type N, — N.

We define cut x p as the set of all elements y € x such that if H is a proof of y € x, and
z=9H, then p(z) is true, (here p is a property on the type x). Note that £z = y. Argument x
is implicit.

Definition cut (x : Set) (p : x —-> Prop) :=
Zo x (fun y : Set => forall hyp : inc y x, p (Bo hyp)).

Lemma cut_sub : forall (x : Set)(p : x -> Prop), sub (cut p) x.
Lemma cut_inc : forall (x : Set)(p : x => Prop)(y : x), py —-> inc (Ro y) (cut p).

Let y be of type cut p. In this case R_inc y is a proof that Zy € C. If we apply cut_sub we
get a proof that Zy € x. We apply £ to this. If this gives z, then z is of type x, Zz = Zy and

p(z) is true.
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Definition cut_to (x : Set) (p : x -> Prop) (y : cut p) :=
Bo (cut_sub (p:=p) (R_inc y)).

Lemma cut_to_R_eq : forall (x:Set)(p: x -> Prop) (y: cut p), Ro (cut_to y) = Ro y.
Lemma cut_pr : forall (x : Set) (p : x -> Prop) (y : cut p), p (cut_to y).

Let f be a function defined on the type a. If x is of type IM f, there is some y : a such that
f () = Zx. The function IM_lift uses the axiom of choice, and returns such an y.

Definition IM_lift : forall (a : Set) (f : a -> Set), IM f -> a.
ir. assert (exists x : a, f x = Ro H). ap IM_exists. ap R_inc.
assert (nonemptyT a). induction HO. app nonemptyT_intro.
exact (chooseT (fun x : a => f x = Ro H) H1).

Defined.

Lemma IM_lift_pr :
forall (a : Set) (f : a -> Set) (x : IM f), f (IM_1lift x) = Ro x.

Module Basic Realization. (This module has been withdrawn in version 2) The four axioms
of this paragraph have been introduced by C. Simpson. The first two axioms imply that Zn
is the n-th ordinal (in the von Neumann sense) for each natural number 7, these are @, {®},
{®,{®}} and so on.

Axiom nat_realization_0 : forall x : Set, ~ inc x (Ro 0).
Axiom nat_realization_S :

forall (n : nat) (x : Set),

inc x (Ro (S8 n)) = (inc x (Ro n) \/ x = Ro n).
Lemma nat_zero_emptyset : Ro O = emptyset.
Lemma R_one_singleton_emptyset : Ro 1 = singleton emptyset.

These two axioms say that #P is P for every proposition, and Zp is the empty set when-
ever p is a proof of True. These axioms are currently ill-typed.

Axiom prop_realization : forall x : Prop, Ro x = x.
Axiom true_proof_realization_empty : forall t : True, Ro t = Ro O.

The first lemma says that @ is False. Note that the objects have different types, but are
equal by extensionality. The realization of False is itself, hence the empty set. The realiza-
tion of every ¢ of type True is the empty set. By extensionality, this implies that True is the
singleton {@}. The realization of Trueis itself.

Lemma false_emptyset : emptyset = False.

Lemma R_false_emptyset : Ro False = emptyset.

Lemma true_proof_emptyset : forall t : True, Ro t = emptyset.
Lemma true_singleton_emptyset : singleton emptyset = True.
Lemma R_true_singleton_emptyset : Ro True = singleton emptyset.

By definition £2 has two elements, which are @ and {@}, said otherwise, True and False.
Since every proposition is True or False, we get that %2 is Prop.

Lemma R_two_prop : Ro 2 = Prop.
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Module Transposition. (This module has been withdrawn in version 3).

We define here a function T; j, that maps i to j, j to i and everything else to a. Alllemmas
given here are obvious.

Definition create (i j a : Set) := Yo (a =1i) j (Yo (a = j) i a).
Lemma not_i _not_j : forall i j a, a <> i ->a <> j -> create i j a = a.
Lemma i_j_j_i : forall i j a, create i j a = create j i a.

Lemma i_j_i : forall i j, create i j i = j.

Lemma i_j_j : forall i j, create i j j i.

Lemma i_i_a : forall i a, create i i a = a.

Lemma surj : forall i j a, exists b, create i j b = a.

Lemma involutive : forall i j a, create i j (create i j a) =

Lemma inj : forall i j a b, create i j a = create i j b -> a

n
o'

Module Bounded. This module has been withdrawn in version 3, after changing definition
of the cartesian product. The module say that a relation p is collectivizing, under certain
conditions, which are related to the Replacement Axiom.

Let p be a predicate and x a set. Assume p(y) is true if and only if y € x. We say that p
satisfies the axioms if there is such a set x. This set is obviously unique, and will be denoted
by create p.

Definition property (p : Set -> Prop) (x : Set) :=

forall y : Set, (py -> inc y x & inc y x => p y).
Definition axioms (p : Set -> Prop) := ex (property p).
Definition create (p : Set -> Prop) := choose (property p).

If p satisfies the axioms then y is in create p if and only if p(y). If p is bounded (we can
consider different cases) then p satisfies the axioms.

Lemma leml : forall (p : EP) (y : Set), axioms p -> inc y (create p) -> p y.
Lemma lem2 : forall (p : EP) (y : Set), axioms p -> p y -> inc y (create p).
Lemma inc_create : forall (p : EP) y, axioms p -> inc y (create p) = p y.

Lemma criterion : forall p : EP,
ex (fun x : Set => forall y : Set, p y -> inc y x) -> axioms p.

Lemma trans_criterion :
forall (p : EP) (f : EE) (x : Set),
(forall y : Set, py > ex (fun z : Set => (inc z x) & (f z = y))) —>
axioms p.

Lemma little_criterion :
forall (p : EP) (x : Set) (f : x -> Set),
(forall y : Set, py -> exists a : x, f a = y) -> axioms p.

Cartesian Product. We explain here the initial implementation of the cartesian product; it
depended on the module Bounded, that has been withdrawn.

Consider two sets X and Y. For every y € Y we can consider the set of all pairs (x, y) with
x € X. We can consider the union of these sets. It is denoted by X x Y. Bourbaki defines the
product before the union, but uses the same argument as for the union to show existence of
the product.
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We consider here the following property: Let a be a set and f a function. We say that z is
in the record if z is a pair, say z = (x,y), x € a and y € f(x). A Cartesian_record holds u and
v, where u is of type a, and v of type f(Zu). Given such an object i we can create the pair
(Zu,Rv). Let’s denote it by g(i). If z is in the record, it is of the form g(i). This shows that
in_record is bounded.

Definition in_record (a : Set) (f : EE) (x : Set) :=
is_pair x & inc (P x) a & inc (Q x) (f (P x)).

Record Cartesian_record (a : Set) (f : EE) : Set :=
{Cartesian_first : a; Cartesian_second : f (Ro Cartesian_first)Z}.

Definition recordMap (a : Set) (f : EE) (i : Cartesian_record a f) :=
J (Ro (Cartesian_first i)) (Ro (Cartesian_second i)).

Lemma in_record_ex : forall (a : Set) (f : EE) (x : Set),
in_record a f x -> exists i : Cartesian_record a f, recordMap i = x.

Lemma in_record_bounded :
forall (a : Set) (f : EE), Bounded.axioms (in_record a f).

The record R(a, f) of a and f is the set of all pairs (x, y) where x € a and y € f(x). Follow-
ing lemmas are trivial.

Definition record a f := Bounded.create (in_record a f).
Lemma record_in : forall a f x, inc x (record a f) -> in_record a f x.
Lemma record_pr : forall a f x,

inc x (record a f) -> (is_pair x & inc (P x) a & inc (Q x) (£ (P x))).
Lemma record_inc : forall a f x, in_record a f x -> inc x (record a f).

Lemma record_pair_pr : forall a f x y,
inc (J x y) (record a f) -> (inc x a & inc y (f x)).
Lemma record_pair_inc : forall a f x y,
inc x a -> inc y (f x) -> inc (J x y) (record a f).

A product is just a record where the function is constant.

Definition product (a b : Set) := record a (fun x : Set => b).

Module Back. This module has been withdrawn in version 2.

We define RBdefault as a function of x, z and d, where d is of type z. The valueis xif x € z
and Zd otherwise. In any case, this is an element of z.

Definition RBdefault x z (d:z) :=
Yo (inc x z) x (Ro d).

Lemma RBdefault_in :

forall x z (d:z), inc x z —-> RBdefault x d = x.
Lemma RBdefault_out : forall x z (d:z),

~(inc x z) -> RBdefault x d = (Ro d).
Lemma inc_RBdefault : forall x z (d:z),

inc (RBdefault x d) z.
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We define now Bdefault. If y is the value of RBdefault(x, z, d) we know y € z. Applying %
gives t of type z. If x € z then Zt = x, otherwise t = d. If x = Zx’, where x' is of type z then
t=x'.

Definition Bdefault x z (d:z) : z :=
Bo (inc_RBdefault x d).

Lemma R_Bdefault_in : forall x z (d:z),
inc x z -> Ro (Bdefault x d) = x.

Lemma Bdefault_out : forall x z (d:z),
~(inc x z) -> (Bdefault x d) = d.

Lemma Bdefault_R : forall z (y d:z),
Bdefault (Ro y) d = y.

Now the definition of Bnat, as a particular case where z =N, and d = 0. To any set x we
associate an integer n (an object of type nat). If x € N, then Zn = x, otherwise n = 0.

Definition Bnat x := Bdefault x (z:=nat) O.

Lemma R_Bnat : forall x, inc x nat ->
Ro (Bnat x) = x.

Lemma Bnat_out : forall x, ~(inc x nat) ->
Bnat x = 0.

Lemma Bnat_R : forall (i:nat), Bnat (Ro i) = i.

Module FunctionSet. This module has been withdrawn in version 3.

We say that u is in F(aq, f) if u is a functional graph, its domain is a and for every x, the
value 7 (x, ) is in f(x). In section we have defined the record R(aq, f). It is immediate
that u c R(a, f); this has as consequence that the property is bounded.

Definition in_function_set (a : Set) (f : EE) (u : Set) :=
fgraph u
& domain u = a
& (forall y, inc y a -> inc (Vy uw) (f y)).

Lemma in_fs_sub_record : forall a f u,
in_function_set a f u -> sub u (record a f).

Lemma in_fs_eq L : forall a f u,
in_function_set a fu ->u =L a (funy : Set => V y w.

Lemma in_fs_for_L : forall a g v,
(forall y, inc y a -> inc (v y) (f y)) —->

in_function_set a £ (L a v).

Lemma in_fs_bounded : forall a f,
Bounded.axioms (in_function_set a f).

Since the property is bounded, there exists a set, denoted F(a, f) above. It is a subset of

PBR(a, ).
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Definition function_set (a : Set) (f : EE) :=
Bounded.create (in_function_set a f).

Lemma function_set_iff : forall a f u
inc u (function_set a f) <-> in_function_set a f u.

Lemma function_set_sub_powerset_record : forall a f,
sub (function_set a f) (powerset (record a f)).

Lemma function_set_pr : forall a f u,
inc u (function_set a f) ->
(in_function_set a f u & fgraph u & domain u = a
& (forall y, inc y a -> inc (Vy u) (f y))).

Lemma function_set_inc : forall a f u,
fgraph u -> domain u = a >
(forall y, inc y a => inc (V y u) (f y)) -> inc u (function_set a f).

Lemma in_function_set_inc : forall a f u,
in_function_set a f u -> inc u (function_set a f).

Module Notation. Note. This module has been withdrawn in Version 3. The content has
been moved to the file algebra3.

Bourbaki says: a correspondence f = (E A, B) is said to be function if its graph F is a func-
tional graph and if its source A is equal to its domain pr,F [2} p. 81], and has statements of
the form: let f be a mapping of A into B, if f is injective and if A # @ then f has a left-inverse.
The important point is that a function contains three items (source, graph, etc.), and has
some properties as A = pr;F. In Coq this means that source f= P (graph f) is true for every
function f. We do not require graph f= P f. In a first implementation, the graph was defined
by the function graphC below. Then we changed our mind and associated a record to it; the
trouble is then that we cannot consider the set of all functions, but must use instead the set
of all triples (E A, B) associated to the function.

Consider now the following puzzle. We say that a group is a tuple (E, +, —,0) with some
properties and that a ring is a tuple (E, +, —,0, %, 1) and that a field is a tuple (E, +,—,0, *,1,/).
How can we arrange the data structure so that properties true for a group become true for a
field?

One solution is the following: we say that a group is tuple of equalities (u =E,p=+,m =
—,z=0), where u, p, m, z are some constant names (we will use character strings in what fol-
lows). The order becomes irrelevant, and we may have additional, useless, elements. Instead
of u = E we use the pair (¢, E). In other words, a group is a finite functional graph.

A notation is a functional graph, whose domain is string. A finite functional graph is
defined by the two constructors stop and denote. Here stop is the constant function that
associates the empty set to every value and denote a b f is the function similar to f, but it
associates b to a.

Definition is_notation f :=
fgraph f & domain f = string.

Definition stop := L string (fun s => emptyset).

Definition denote str obj old :=
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L string (fun s => (Yo (s = str) obj (Vs old))).

The following four lemmas explain how to use the notation mechanism.

Lemma is_notation_stop : is_notation stop.
Lemma is_notation_denote : forall str obj old,
is_notation old -> is_notation (denote str obj old).

Lemma V_stop : forall x, V x stop = emptyset.
Lemma V_denote_new : forall str obj old x,

x = str -> inc x string -> V x (denote str obj old) = obj.

Lemma V_denote_old : forall str obj old x,
~x=str -> inc x string -> V x (denote str obj old) = V x old.

We define here some commonly used fields.

Definition Underlying := Ro "Underlying".

Definition Source := Ro "Source".
Definition Target := Ro "Target".
Definition Graph := Ro "Graph".
Definition Arrow := Ro "Arrow".

Definition Ul (x : E) := V Underlying x.

Definition sourceC (x : E) := V Source x.
Definition graphC (x : E) := V Graph x.
Definition targetC (x : E) := V Target x.
Definition arrowC x := V Arrow Xx.

This may be used later one when defining unary and binary operations on a set.
Definition unary (x:Set) (f:EE) :=1L x f.

Lemma V_unary : forall x f a, inc a x —>
V a (unary x f) = f a.

Definition binary (x:Set) (f:Set -> Set -> Set) :=
Lx (fun a => (L x (fun b => f b a))).

Lemma V_V_binary : forall x f a b,
inc a x -> inc b x > V a (V b (binary x f)) = f a b.

Module Universe. This module has been withdrawn in the second edition.

A universe is some big set. The definition here says that if u is a universe then it must
contain many sets.

Definition axioms u :=
(forall x y, inc x u -> inc y x => inc y u) &
(forall x (f:x->Set), inc x u -> (sub (IM f) u) -> inc (IM f) u) &
(forall x, inc x u -> inc (union x) u) &
(forall x, inc x u -> inc (powerset x) u) &
inc nat u &
inc string u.
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We give here a list of properties of a universe.

Lemma inc_trans_u : forall x u, axioms u ->
(exists y, (inc x y & inc y u)) -> inc x u.

Lemma inc_powerset_u : forall x u, axioms u -> inc x u ->
inc (powerset x) u.

Lemma inc_nat_u : forall u, axioms u -> inc nat u.
Lemma inc_R_nat_u : forall (n:nat) u, axioms u -> inc (Ro n) u.
Lemma inc_prop_u : forall u, axioms u —-> inc Prop u.
Lemma inc_R_a_prop_u : forall u (p:Prop), axioms u -> inc (Ro p) u.
Lemma inc_a_prop_u : forall u (p:Prop), axioms u -> inc p u.
Lemma inc_proof_u : forall u (p:Prop) (t:p), axioms u -> inc (Ro t) u.
Lemma inc_string u : forall u, axioms u -> inc string u.
Lemma inc_subset_u : forall x u, axioms u —>
(exists y, (inc y u & sub x y)) -> inc x u.
Lemma inc_emptyset_u : forall u, axioms u -> inc emptyset u.
Lemma inc_IM_u : forall x (f:x->Set) u,
axioms u -> inc x u -> sub (IM f) u ->
inc (IM £f) u.

Definition doubleton_step :forall (x y:Set) (m:nat), Set.
intros. induction n. exact x. exact y.
Defined.

Lemma IM_doubleton_step: forall x y,
IM (doubleton_step x y) = (doubleton x y).

Lemma inc_doubleton_u : forall x y u,

axioms u -> inc x u -> inc y u -> inc (doubleton x y) u.
Lemma inc_singleton_u : forall x u,
Lemma inc_pair_u : forall x y u,

axioms u -> inc x u -> inc y u -> inc (pair x y) u.
Lemma sub_u : forall x u, axioms u -> inc x u -> sub x u.
Lemma inc_function_create_u : forall x f u,

axioms u -> inc x u ->

(forall y, inc y x => inc (f y) uw) —>

inc (L x f) u.
Lemma inc_function_tcreate_u : forall x (f:x->Set) u,

axioms u -> inc x u ->

(forall y, inc (f y) uw) ->

inc (tcreate f) u.
Lemma inc_prl_of_pair_u : forall u x,

axioms u -> (exists y, inc (pair x y) u) -> inc x u.
Lemma inc_pr2_of_pair_u : forall u vy,

axioms u -> (exists x, inc (pair x y) u) -> inc y u.
Lemma inc_V_u : forall f x u,

axioms u -> inc f u -> inc x u -> inc (V x £f) u.
Lemma inc_denote_u : forall s x a u,

axioms u -> inc a u -> inc s string -> inc x u —>
Lemma inc_binary_u : forall x f u,

axioms u -> inc x u ->

(forall y z, inc y x -> inc z x -> inc (f y z) u) ->

inc (binary x f) u.
Lemma inc_stop_u : forall u,

axioms u -> inc stop u.
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Functional graphs The diagonal of a set E is the set of all (x, x) for x € E. This is the graph
of the identity function on E, and the following properties are redundant.

Lemma diagonal_fgraph: forall x, fgraph (diagonal x).

Lemma diagonal_graph: forall x, is_graph (diagonal x).

Lemma diagonal_domain: forall x, domain (diagonal x) = x.
Lemma diagonal_range: forall x, range (diagonal x) = x.

Lemma diagonal_V: forall a x, inc a x -> V a (diagonal x) = a.

These definitions and lemmas have been withdrawn.

Definition is_restriction (f g :Set) :=
fgraph g & exists x, f = restr g x.

Lemma is_restriction_pr: forall f g,
is_restriction f g = (fgraph f & fgraph g & sub f g).

Definition restriction_graph f r := restr r f.
Lemma restriction_graph_pr: forall x r y,
(inc y (restriction_graph x r) = (inc y r & inc (P y) x)).
Lemma restricted_graph_is_graph: forall x r,
is_graph r -> is_graph (restriction_graph x r).
Lemma restriction_graph_is_graph: forall f x,
is_function f-> fgraph (restr (graph f) x).

This is the original statement. Assumption (sub (source f) (source g) is redondant.

Lemma sub_function: forall f g,
is_function f -> is_function g ->
(sub (graph f) (graph g)) = ((sub (source f) (source g))
& (agrees_on (source f) f g)).

Correspondences In a first implementation, a correspondence was a set, more precisely, a
functional graph on a set with three elements, Source, Target and Graph.

Definition create x y g:=
denote Source x (denote Target y (denote Graph g stop)).
Definition like (a:E) := a = create(sourceC a) (targetC a) (graphCiN a).
Definition correspondence m:=
like m & is_graph (graph m) & sub (domain (graph m)) (source m)
& sub (range (graph m)) (target m).

After that we decided that a correspondence was no more a set. We had to extent the
axiom of choice to functions. Thus we define choosef, a variant of 17(Q) that produces the
identity function or the empty set if no function f satisfies Q.

Record correspondenceC:Type :=
corresp{ source:Set; target:Set; graph :Set }.
Definition corr_value (x:correspondenceC):=
J(graph x) (J (source x) (target x)).
Definition inv_corr_value z := corresp(P (Q z)) (Q (Q z)) (P =z).

Definition choosef (p:correspondenceC -> Prop) :=
chooseT (fun u=> (ex p -> p u) & ~(ex p) -> u = identity_fun emptyset)

INRIA



Bourbaki: Theory of sets in Coq I (v4) 203

(nonemptyT_intro (corresp emptyset emptyset emptyset)).

Lemma choosef_pr : forall p, (ex p) -> p (choosef p).

The sof value function creates a correspondence from a source, a target and a triple
whose first element is the graph. In the current version, we can use z directlty.

Definition sof_value x y z := corresp x y (P z).
Lemma sof_value_pra: forall x vy z,
let f:= sof_value x y z in
inc z (set_of_correspondences x y) —>
(is_correspondence f & source f = x & target f =y & f = z).

For Bourbaki, an equivalence on a set E is a correspondence whose source and target
are both equal to E, and whose graph F is such that the relation (x, y) € F is an equivalence
relation on E. Note: the correspondence is uniquely defined by F, since E is the substrate of
F; conversely, given an equivalence F on E, the domain and range of Fis E, thus F c E xE, and
(E,E,F)isa correspondenceE]

Definition equivalence_cor r:=

source r = target r &

is_equivalence (graph r) & source r = (substrate (graph r)).
Definition graph_to_eq_cor g := corresp (domain g)(domain g) g.

Intersection. The intersection of a function f of type I — & denoted by intersectiont f, is the
setofall y € E such that y € f(z) forall z: 1. The intersection depends on the set E. In the case
of intersection of sets, we use for E the representative of the set, this is not possible here. One
solution is provided here: either I is empty or not; in the first case, we define the intersection
as being empty, otherwise, we use the axiom of choice, select i : I, and use E = f(i). In Version
4, we changed this, and use for E the union of the family.

Definition intersectiont (In:Set)(f : In->Set):=
by_cases(fun H:nonemptyT In =>
Zo (f (chooseT_any H)) (fun y => forall z : In, inc y (f 2)))
(fun _:~ nonemptyT In => emptyset).

The following is no more used, since direct proofs are shorted.

A corollary is when L has two elements; in the original version, we used the property that
a pair is a set with two distinct elements; here we use the canonical doubleton. Consider two
families F = (F)),er and G = (Gy)xek, and the function L that maps the canonical doubleton to
{F G}. Then L(1) is a functional graph with non-empty domain, provided the same holds for F
and G. The distributivity formulas use the set I = [T]). This set is the product of the domains
of the graphs L(1), namely I and J. We show that it is the product of the family with index set
(E G), that maps the first element to I and the second to J.

Lemma fgraph_rec_variantLc: forall f g,
fgraph f -> fgraph g ->
(forall 1, inc 1 (domain (variantLc f g)) —->
fgraph (V 1 (variantLc f g))).
Lemma nonempty_rec_dom_variantLc: forall f g,

LThis notion has been withdrawn in Version 3
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nonempty (domain f) -> nonempty (domain g) ->
forall 1, inc 1 (domain (variantLc f g)) ->
nonempty (domain (V 1 (variantLc f g))).
Lemma product_variantlLc: forall f g,
productf (domain (variantLc f g)) (fun 1 => domain (V 1 (variantLc f g))) =
product2 (domain f) (domain g).

Other lemmas. Most of these theorems assert that (after simplification) we have x = x.

Lemma Z_pr : forall x py, incy (Zo xp) > py.
Definition elt x y := inc y x.

Lemma elt_inc : forall x y, elt x y = inc y x.
Lemma union2_idempotent: forall u, union2 u u= u.

Lemma source_compose: forall r’ r, source(compose r’ r)
Lemma target_compose: forall r’ r, target(compose r’ r)
Lemma graph_compose: forall r’ r ,

graph(compose r’ r) = compose_graph(graph r’) (graph r).
Lemma target_identity: forall x, target (identity_fun x) = x.

source r.
target r’.

Lemma source_identity: forall x, source (identity_fun x) = x.
Lemma graph_identity: forall x, graph (identity_fun x) = diagonal x.
Lemma source_empty_function: source empty_function = emptyset.
Lemma target_empty_function: target empty_function = emptyset.
Lemma source_restriction: forall f x,
source (restriction_function f x) = x.
Lemma target_restriction:forall f x,
target (restriction_function f x) = target f.
Lemma graph_restriction:forall f x,
graph (restriction_function f x) = (restr (graph f) x).
Lemma source_restriction2:forall f x y, source (restriction2 f x y)

]
o]

Lemma target_restriction2:forall f x y, target (restriction2 f x y)
Lemma af_source: forall f a b, source (BL f a b) = a.
Lemma af_target: forall f a b, target (BL f a b) = b.
Lemma source_first_proj: forall g, source (first_proj g) = g.
Lemma source_second_proj: forall g, source (second_proj g) = g.
Lemma target_first_proj: forall g, target (first_proj g) = domain g.
Lemma target_second_proj: forall g, target (second_proj g) = range g.
Lemma source_ci: forall a b , source (canonical_injection a b)=a.
Lemma target_ci: forall a b, target (canonical_injection a b)=b.
Lemma graph_ci: forall a b, graph (canonical_injection a b)= diagonal a.
Lemma source_diag_app:forall a, source (diagonal_application a) = a.
Lemma target_diag_app:forall a, target (diagonal_application a) = product a a.
Lemma source_inv_graph_canon: forall g, source (inv_graph_canon g) = g.
Lemma target_inv_graph_canon: forall g,
target (inv_graph_canon g) = (inverse_graph g).
Lemma source_fpf :forall f y,
source (first_partial_fun f y) = domain (source f).
Lemma source_spf :forall f y,
source (second_partial_fun f y) = range (source f).
Lemma source_fpfa :forall f,
source (first_partial_function f) = range (source f).
Lemma source_spfa :forall f,
source (second_partial_function f) = domain (source f).
Lemma source_fpfb :forall a b c,
source (first_partial_map a b c) = (set_of_functions (product a b) c).

1]
<
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Lemma source_spfb :forall a b c,
source (second_partial_map a b c) = (set_of_functions (product a b) c).
Lemma target_fpf :forall f y,
target(first_partial_fun f y) = target f.
Lemma target_spf :forall f y,
target (second_partial_fun f y) = target f.
Lemma target_fpfa :forall f, target(first_partial_function f) =
set_of_functions (domain (source f)) (target f).
Lemma target_spfa :forall f, target(second_partial_function f) =
set_of_functions (range (source f)) (target f).
Lemma target_fpfb :forall a b ¢, target(first_partial map a b c) =
set_of_functions b (set_of_functions a c).
Lemma target_spfb :forall a b ¢, target(second_partial_map a b c) =
set_of_functions a (set_of_functions b c).
Lemma source_pri: forall f i, source(pr_i f i) = productb f.
Lemma target_pri: forall f i, target(pr_i f i) =V i f.
Lemma source_prit: forall In (f:In->Set) i, source(pr_it f i) = productt f.
Lemma target_prit: forall In (f:In->Set) i, target(pr_it f (Ro 1)) = f 1i.
Lemma source_productl_canon: forall x a,
source (productl_canon x a) = X.
Lemma target_productl_canon: forall x a,
target (productl_canon x a) = (productl x a).
Lemma source_product2_canon: forall x vy,
source (product2_canon x y) = (product x y).
Lemma target_product2_canon: forall x y,
target (product2_canon x y) = (product2 x y).
Lemma source_pc: forall f u, source (product_compose f u) = (productb f).
Lemma target_pc: forall f u,
target (product_compose f u) =
(productf (source u) (fun k => V (W k u) £)).
Lemma source_prj: forall f j,
source (pr_j £ j ) = (productb f).
Lemma target_prj: forall f j,
target (pr_j f j ) = restriction_product f j.
Lemma source_pam: forall f g,
source (prod_assoc_map f g)
Lemma target_pam: forall f g,
target (prod_assoc_map f g) =
(productf (domain g) (fun 1 => (restriction_product f (V1 g)))).
Lemma source_popc:forall f f’,
source (prod_of_products_canon f f’) =
(product (productb f) (productb £’)).
Lemma source_ext_map_prod: forall Imn src trg f,
source (ext_map_prod In src trg f) = (productf In src ).
Lemma target_ext_map_prod: forall Im src trg f,
target (ext_map_prod In src trg f) = (productf In trg).
Lemma source_ext_to_prod: forall u v,
source (ext_to_prod u v) = product (source u) (source v).
Lemma target_ext_to_prod: forall u v,
target (ext_to_prod u v) = product (target u) (target v).

productb f.

Definition canon_projc f := BL(fun x=> gclass f x)
(source f) (quotient (graph f)).

Lemma source_canon_proj: forall r,
source (canon_proj r) = substrate r.

Lemma target_canon_proj: forall r,
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target (canon_proj r) = quotient r.
Lemma source_canon_projc: forall f,

source (canon_projc f) = source f.
Lemma target_canon_projc: forall f,

target (canon_projc f) = quotient (graph f).
Lemma source_section_canon_proj: forall r,

source (section_canon_proj r) = (quotient r).
Lemma target_section_canon_proj: forall r,

target (section_canon_proj r) = (substrate r).
Lemma source_foq: forall r f b,

source (function_on_quotient r f b)= quotient r.
Lemma source_foqgs: forall r r’ £,

source (function_on_quotients r r’ f)= quotient r.
Lemma source_foqc: forall r f,

source (fun_on_quotient r f)= quotient r.
Lemma source_foqcs: forall r r’ f,

source (fun_on_quotients r r’ f)= quotient r.
Lemma target_foq: forall r f b, target (function_on_quotient r f b) = b.
Lemma target_foqs: forall r r’ f ,

target (function_on_quotients r r’ f)= quotient r’.
Lemma target_foqc: forall r f, target (fun_on_quotient r f)= target f.
Lemma target_foqcs: forall r r’ f,

target (fun_on_quotients r r’ f)= quotient r’.

Lemma composable_identity_left: forall m,
is_correspondence m -> composableC (identity_fun (target m)) m.
Lemma composable_identity_right: forall m,
is_correspondence m -> composableC m (identity_fun (source m)).
Lemma correspondence_of_restricted_eq: forall x,
graph_to_eq_cor(diagonal x) = identity_fun x.
Theorem equivalence_cor_pr: forall f,
is_correspondence f ->
(equivalence_cor f = (source f = target f &
(source f = (domain (graph f))) & compose f f = f &
f = inverse_fun f)).
Lemma restriction_correspondence: forall f x,
is_function f-> sub x (source f)
-> is_correspondence(restriction_function f x).
Lemma w_identity: forall a x, identityC a x = x.
Lemma inc_create_domain: forall sf f a,
inc a (domain (L sf f)) = inc a sf.
Lemma restriction_V: forall f x i,
fgraph f -> sub x (domain f) -> inc i x -> V i (restr f x) =V i f.

9.4 Tactics

The following bunch of tactics was introduced by C. Simpson. They have in general two
letters as in rw; they have the form rwi when they apply to a given hypothesis.

Ltac ir := intros.

Ltac rw u := rewrite u.

Ltac rwi u h := rewrite u in h.
Ltac wr u := rewrite <- u.

Ltac wri u h := rewrite <- u in h.
Ltac ap h := apply h.
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Ltac om := omega.

Ltac am := assumption.

Ltac tv := trivial.

Ltac eau := eauto.

Ltac sy := symmetry.

Ltac uf u := unfold u.

Ltac ufi u h := unfold u in h.

Ltac nin h := induction h.

Ltac uvh a := red in a.

Ltac au := first [ solve [am] | auto ].

Tactics where the last letter is doubled are extensions that call fvin order to solve a goal.

Ltac app u := ap u; tv.

Ltac apw u v := apply u with v ; tv.
Ltac rww u := rw u; tv.

Ltac rwii u h:= rwi u h; tv.

Ltac wrr u wr u; tv.

In the current version of the software we do not use these tactics anymore. Instead of
“rww rel” we use “rewrite rel//” and all facilities provided by the ssreflect package. In the
remainder of this paragraph, we shall describe some of the old tactics, and compare them
with the new variants (described in the next paragraph).

We define here a tactic ee that removes all conjunctions. This may introduce some as-
sumptions named H1, H2, etc. In the current version, amm assumption names are explicit.

Ltac EasyDeconj :=
match goal with
| |- (_ & _) => ap conj; [ EasyDeconj | EasyDeconj ]
| |- _ => idtac
end.
Ltac EasyExpand :=
match goal with
| id1:(?X1 /\ ?X2) |- _ => nin idl; EasyExpand
| |- _ => EasyDeconj
end.
Ltac ee := EasyExpand.

This tactic helps solving a = b by application of the axiom of extent for sets.
Ltac set_extens:= app extensionality; unfold sub; intros.

The cp tactic is a variant of set or pose. The idea is that, if we copy b, this will give some-
thing like “a:=b:c”, that will be converted to “a:c”. This has been replaced by use of the move
tactic.

Ltac Remind u :
set (recalx := u);
match goal with
| recalx:?X1 |- _ => assert X1; [ exact recalx | clear recalx ]
end.
Ltac cp := Remind.

The Ztac tactic can be used when the assumption or conclusion contains x € {y € z| P(y)};
it replaces by: x € z and P(x). This has been removed since it was fragile.

RR n° 6999



208 José Grimm
Ltac Ztac :=
match goal with
| idl:(inc _ (Zo _ _)) |- inc _ (Zo _ _)
=> nin (Z_all idl) ; ap Z_inc; auto
| idl:(inc _ (Zo _ _)) |- _ => nin (Z_all idl)
| |- (inc _ (Zo _ _)) => ap Z_inc; auto
| _ => idtac
end.

The next tactics have been introduced in Version 3. We were able to reduce by 17% the
size of the file sefe2.v described in the previous chapter.

The tactic ue rewrites equation a = b in some cases. The tactic eee is more powerful; it
first handles conjunctions, then tries to use ue; and finally, calls fprops, i.e., auto with some
data base. The uetactic has been simplified: we keep only the rule containing the solve tactic.

Ltac Use_eq :=
match goal with

| H:?7a = 7b |- ?f 7a = ?f 7?b => rww H
| H:?7a = ?b |- ?f ?a _ = ?2f ?b _ => ruw H
| H:?7a = ?b |- ?f _7a=7f _7b => ruw H
| H:?7a =70 |- ?f ?a _ _ =7f 7?b _ _ => ruw H
| H:?7a =%b |- ?f _%a _ =72f _ ?b _ =>rww H
| H:?7a = ?b |- ?2f _ _?a =7f _ _ 7?b =>rww H
| H:?a = 7b |- _ => solve [ rww H ; fprops | wrr H ; fprops]
| Ha : ?7a = ?c, Hb : ?b = 7%c |- ?a = ?b => wr Ha ; wr Hb; tv
| H:?b = _ |- _ ?b => rww H
| H:?b = _ |- _ _ 7b => rww H
| H:?b = _ |- _ ?b _ => rww H
| H:?b = _ |- _ _ 7?b _ => rww H
| H:?b = _ |- _ ?b _ _ => rww H
| H:?b = _ |- _ 7 => rww H

end.

Ltac ue := Use_eq.

Ltac eee := ee ; tv; try ue; fprops.

The next tactic considers x € {a} or y € {a, b} and replaces x or y by a or b in the goal. It
has been removed.

Ltac db_tac :
match goal with
| H: inc _ (doubleton _
| H: inc _ (singleton _
end.

_ ) |- _ => nin (doubleton_or H); ue
) |- _ => rwi singleton_rw H; ue

The inter2tac tactic helps solvings goals of the form x € AUB or consequences of x € AnB.
It has been removed.

Ltac inter2tac
match goal with

| H:inc ?X1 (intersection2 7X2 _ ) |- inc 7X1 7X2
=> ap (intersection2_first H)
| H:inc ?X1 (intersection2 _ ?X2 ) |- inc 7X1 7X2

=> ap (intersection2_second H)
| H:inc 7X1 ?X2 |- inc 7X1 (union2 7X2

)
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=> app union2_first
| H:inc ?X1 ?X2 |- inc ?X1 (union2 _ 7X2)
=> app union2_second
| |- inc _ (intersection2 _ _ )
=> app intersection2_inc
| H:J _ _ =73 _ _ |- _
=> solve [ rww (pri_injective H);fprops | rww (pr2_injective H) ; fprops]
end.

This helps solving equality of functions. Removed.

Ltac corr_tac :=
match goal with
| H: corr_value _ = corr_value _ |- _
=> rwi correspondence_extensionalityl H
| |- corr_value _ = corr_value _
=> rw correspondence_extensionalityl
| Ha: corr_value 7a = ?b, Hb:corr_value 7c = 7?d |- 7?b = 7d
=> wr Ha; wr Hb ;rww correspondence_extensionalityl
end.

The first tactic replaces a goal x = @ by a goal False under the assumption y € x. The
second tactic takes an argument u and proves any goal by asserting u € @. If an assumption
is A = @, the goal will be u € A. These tactics have been modified.

Ltac empty_tac :=
match goal with
| |- _ = emptyset => ap is_emptyset; red;ir; idtac

| _ => idtac
end.
Ltac empty_tacl u := elim (emptyset_pr (x:= u));
match goal with H: 7x = emptyset |- _ => wr H
| H: emptyset = ?x |- _ => rw H end ; fprops.

9.5 Tactics V4

These tactics use one of the five data bases (via autorewrite or auto).

Ltac aw := autorewrite with aw; trivial.
Ltac awi u:= autorewrite with aw in u.

Ltac bw := autorewrite with bw; trivial.
Ltac srw:= autorewrite with sw; trivial.

Ltac fprops := auto with fprops.
Ltac gprops := auto with gprops.

These two tactics can be use to solve a = b via the axiom of extent; all we have to show
is that for all v, the conditions v € a implies v € b and conversely. The first tactic uses an

argument in which to put the assumption ve aor v € b.

Ltac set_extens v Hv:= apply extensionality=> v Hv.
Ltac set_extensl v:= apply extensionality=> v.
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The dneg tactic implements the rule: if A = B then =B = —A. The ex_middle tactic
solves a = b or a € b by contradiction. These tactics take an argument (the name of the

assumption).

Ltac dneg u
H:~ _ |-

end.

Ltac ex_midd
| |- inc ?
| |- 7a =

end.

:= match goal with
~ => move => u; move :H; apply

le u := match goal with
a ?b => case (inc_or_not a b) => // u
?b => case (equal_or_not a b)=> // u

The ue tatics rewrites an equality if it solves the goal. The ee tactic recursively splits a
conjunction and applies intuition if this solves the goal.

Ltac ue :=
match goal
| H:?7a =
end.
Ltac EasyDec
match goal

| |- (_ & _) => apply conj;
=> try solve [intuition]

[
end.
Ltac ee := E

with

?b |- _ => solve [ rewrite

onj :=
with

asyDeconj.

H ; fprops | rewrite - H ; fprops]

[ EasyDeconj | EasyDeconj ]

This tactics solves goals involving existence and pairs.

Ltac ex_tac:
match goal
| H:inc (
=> exis

| H:inc (
=> exis

| H:inc (
=> exis

| H:inc (
=> exis

| H:inc (
=> exis

| H:inc (
=> exis

| H:inc 7
=> exis

| H:inc 7
=> exis

| |- exists

with

J 7x ?7y) 7z |- exists x, inc (J x 7y) 7z

ts x ; assumption

J ?x ?7y) 7z |- exists y, inc (J ?x y) 7z

ts y ; assumption

J 7x ?y) 7z |- exists x, _ & inc (J x 7y) 7z
ts x ; split; trivial

J 7x ?7y) 7z |- exists y, _ & inc (J 7x y) 7z
ts y ; split; trivial

J ?x ?y) 7z |- exists x, inc (J x ?y) Pz & _
ts x ; split; trivial

J ?x ?7y) 7z |- exists y, inc (J ?x y) 7z & _
ts y ; split; trivial

x 7y |- exists x, inc x 7y & _

ts x ; split; fprops

X ?y |- exists x, _ & inc x 7y

ts x ; split; fprops

=> exists y ; split; fprops

| H1 : is_graph ?g, H :
=> rewrite (domain_rw _ H1) ; exists y; exact H
H : inc (J 7x ?7y) 7g |-

is_graph 7g,

inc (J 7x ?y) 7g |-

X, inc x (singleton ?7y) & _

=> rewrite (range_rw _ H1); exists x; exact H
| H: inc ?x 7y |-
=> exists x;assumption

| |- exists y, inc (J (P 7x) y) _

nonempty 7y

inc ?x (domain 7g)

inc 7y (range 7g)
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end.

=> exists (Q x) ; aw
|- exists y, inc (J y (Q 7x)) _
=> exists (P x) ; aw

This solves a goal related to a graph of a function.

Ltac graph_tac :=
match goal with

[- inc (J ?7x (W ?x 7f)) (graph 7f) => apply W_pr3 ; fprops

h:inc (J ?x 7y) (graph 7f) |- W ?x 7f = ?y => apply W_pr ; fprops

end.

h:inc (J ?x ?7y) (graph 7f) |- 7?7y =W 7x 7f
=> symmetry; apply W_pr ; fprops

|- inc (W _ ?f) (range (graph ?7f)) => apply inc_W_range_graph ; fprops
|- inc (W _ ?f) (target ?f) => apply inc_W_target ; fprops

Ha:is_function ?7X1, Hb: inc (J _ 7X2) (graph 7X1)
|- inc 7X2 (target 7X1)

=> apply (inc_pr2graph_target Ha Hb)
Ha:is_function ?X1, Hb: inc (J ?X2 _) (graph ?7X1)
|- inc 7X2 (source 7X1)

=> apply (inc_prigraph_source Ha Hb)
Ha:is_function 7X1, Hb: inc 7X2 (graph ?7X1)
|- inc (P 7X2) (source 7X1)

=> apply (inc_prigraph_sourcel Ha Hb)
Ha:is_function ?X1, Hb: inc 7X2 (graph 7X1)
|- inc (Q ?X2) (target ?7X1)

=> apply (inc_pr2graph_targetl Ha Hb)

The next tactic solves a goal of the form: f is a function.

Ltac fct_tac :=
match goal with

H:bijective 7X1 |- is_function 7X1 => exact (bij_is_function H)
H:injective 7X1 |- is_function 7X1 => exact (inj_is_function H)
H:surjective 7X1 |- is_function 7X1 => exact (surj_is_function H)
H:is_function ?X1 |- is_correspondence 7X1 =>

by case H

H:is_function ?g |- sub (range (graph 7g)) (target 7g)
=> apply (f_range_graph H)

H:composable 7X1 _ |- is_function 7X1 => destruct H as
H:composable _ 7X1 |- is_function ?7X1 => destruct H as
H:composable ?f ?g |- is_function (compose ?f 7g ) =>

apply (compose_function H)

H:is_function ?f |- is_function (compose 7f 7g ) =>

apply compose_function; apply conj=>//; apply conj

H:is_function ?g |- is_function (compose 7f ?7g ) =>

apply compose_function; apply conj; last apply conj=>//

end.

This helps solving goals that depends on the substrate of a relation.

Ha:is_function ?7f, Hb:is_function ?7g |- 7f = 7g =>
apply function_exten

Ltac substr_tac :=
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match goal with

| Hiinc ?x ?r |- inc (P ?7x) (substrate 7r)
=> apply (inc_prl_substrate H)

| H:inc ?x ?r |- inc (Q ?x) (substrate 7r)
=> apply (inc_pr2_substrate H)

| H:related 7?r 7?x _ |- inc 7x (substrate 7r)
=> apply (inc_argl_substrate H)

| H:related ?r _ ?y |- inc 7y (substrate 7r)

=> apply (inc_arg2_substrate H)
| H:inc(J ?x _ ) ?rl- inc ?x (substrate 7r)
=> apply (inc_argl_substrate H)
| H: inc (J _ ?y) ?r |- inc 7y (substrate ?r)
=> apply (inc_arg2_substrate H)
end.

This tatics exploits the properties of an equivalence relation.

Ltac equiv_tac:=
match goal with

| H: is_equivalence 7r, Hl: inc ?u (substrate 7r) |- related 7r 7u 7u
=> apply (reflexivity_e H H1)

| H: is_equivalence ?r |- inc (J 7u 7u) 7r
=> apply reflexivity_e

| H:is_equivalence 7r, Hl:related ?r 7u ?7v |- related 7r 7v 7u
=> apply (symmetricity_e H H1)

| H:is_equivalence ?r, H1l: inc (J ?u ?v) ?r |- inc (J ?v 7u) 7r

=> apply (symmetricity_e H H1)

| H:is_equivalence 7r, Hl:related ?r 7u 7v, H2: related 7r 7v 7w
|- related ?r 7u 7w
=> apply (transitivity_e H H1 H2)

| H:is_equivalence ?r, Hl:related 7r ?v 7u, H2: related 7r 7v 7w
|- related 7r 7u 7w
=> apply (transitivity_e H (symmetricity_e H H1) H2)

| H: is_equivalence ?r, Hi: inc (J ?u ?v) ?r, H2: inc (J ?v 7w) ?r |-
inc (J ?u ?w) ?r
=> apply (transitivity_e H H1 H2)

end.

This tactic solves goals of the form x € ;¢ X;, by guessing the value of i.

Ltac union_tac:=
match goal with

| H:inc ?x (?f ?y) |- inc ?x (uniont 7f)
=> apply (uniont_inc H)

| Ha : inc ?7i (domain ?g), Hb : inc 7x (V ?i ?g) |- inc ?x (unionb 7g)
=> apply (unionb_inc Ha Hb)

| Ha : inc 7?x 7y, Hb : inc ?y 7a |- inc 7x (union 7a)
=> apply (union_inc Ha Hb)

| Ha : inc 7y 7i, Hb : inc ?x (?f ?y) |- inc 7x (unionf ?7i 7f)
=> apply (unionf_inc _ Ha Hb)

| Ha : inc ?y ?i |- inc ?x (unionf ?7i 7f)
=> apply unionf_inc with y; fprops

| Ha : inc 7i (domain ?g) |- inc ?x (unionb ?7g)
=> apply unionb_inc with i; fprops

| Ha : inc ?y 7i |- inc 7x (unionf 7i 7f)

=> apply unionf_inc with y; fprops
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| Ha : inc ?x (V 7i ?g) |- inc 7x (unionb ?7g)
=> apply unionb_inc with i; fprops
| Hb : inc 7x (?f ?y) |- inc 7x (unionf 7i 7f)

=> apply unionf_inc with y; fprops
end.

New versions of empty_tac.

Ltac empty_tacO :=
match goal with
| H:inc _ emptyset |- _ => elim (emptyset_pr H)
end.

Ltac empty_tac v H:=
match goal with
| |- _ = emptyset => apply is_emptyset; move=> v H

end.
Ltac empty_tacl u := elim (emptyset_pr (x:= u));
match goal with H: 7x = emptyset |- _ => rewrite <- H
| H: emptyset = ?x |- _ => rewrite H end ; fprops.
Other tactics.

Ltac try_lvariant u:=
rewrite two_points_pr in u; move:u=> [] ->; bw.
Ltac eq_dichot v:= match goal with |- 7a = 7b \/ _
=> case (equal_or_not a b); first (by intuition); move=> v; right end.
Ltac eqtrans u:= apply equipotent_transitive with u; fprops.
Ltac egsym:= apply equipotent_symmetric.

9.6 List of Theorems

We give here the list of all theorems, propositions, lemmas, corollaries, together
with the Coq names, a page reference, and the statement (we use French quotes
for exact citations).

Section one

Proposition 1 (sub_refl) « x < x », [20].

Proposition 2 (sub_trans) « (xcyand yc z) = (xc z) », .

Theorem 1 « The relation (Vx)(x ¢ X) is functional in X. » This theorem asserts exis-
tence and uniqueness of the empty set, [21].

Section 2

Theorem 1 asserts existence of the product X x Y of two sets, [32].

Proposition 1 (product_monotone and variants) « If A’, B’ are non-empty sets, the
relation A’ x B’ < A x B is equivalent to “A’ c A and B’ = B” », [32].

Proposition 2 (empty_product_pr) « Let A and B be two sets. The relation Ax B =@ is
equivalentto “A=@ orB= 9" »,
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Section 3

Proposition 1 (range_domain_exists) asserts existence and uniqueness of the range
and domain of a graph, [39].

Proposition 2 (image_by_increasing) « Let G be a graph and let X, Y be two sets; then
the relation X ¢ Y implies G(X) < G(Y) », [42].

Corollary (image_of large).

Proposition 3 (inverse_compose) « Let G, G’ be two graphs. The inverse of G' oG is

-1 -1
then G oG’ », .

Proposition 4 (composition_associative) is associativity of composition of graphs, .

Proposition 5 (image_composition) says (G' o G)(A) = G'(G(A)), [45].

Proposition 6 (is_function_compose) says « If f is a mapping of A into B and g is a
mapping of B into C, then go f is a mapping of A into C », [82].

-1

Proposition 7 (bijective_inv_function and inv_function_bijective ) says « Let f be a
mapping of A into B. Then f is a function if and only if f is bijective », ||

Proposition 8 (inj_if _exists_left_inv, and variants) says under which conditions a func-
tion has a left or right inverse, [65].

Corollary (bijective_from_compose).

Theorem 1 (inj_compose) and variants) studies the relationship between injectivity,
surjectivity and composition, [67].

Proposition 9 (exists_left_composable and variants) explains when a function can be
factored through another one, [69].

Section 4

Proposition 1 (uniont_rewrite, intersectiont_rewrite and variants) says thatif f : K — I
is a function, (X,),e1 a family of sets, then the union and the intersection of the
family is the union and the intersection of X ¢ () over K, [78].

Proposition 2 (union_assoc and intersection_assoc) states associativity of union and
intersection, [79].

Proposition 3 (image_of union and image_of _intersection) says that if I' is a corre-
spondence, I'(UX,) = UI'(X,) and I'{NX,) cNT(X,), [80].

Proposition 4 (inv_image_of _intersection) says equality holds for the inverse image
of intersection, [80].

Corollary (inj_image_of _intersection).

Proposition 5 (complementary_union and complementary_intersection) studies the
complementary of unions and intersections, [80].

Proposition 6 (inv_image_of_comp) studies the inverse image of the complementary,
[82].

Corollary (inj_image_of _comp).

Proposition 7 (agrees_on_covering and extension_covering) says that if X, is a covering
of E, then two functions that agree on each X, agree on E, and a function defined
on each X, can be extended to E if the obvious compatibility conditions hold,
[84].

Proposition 8 (extension_partition) says that if (X,), is a partition of X and f; € # (X, T),
then there exists a unique f € % (X, T) that extends every f; , [87].
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Proposition 9 (disjoint_union_lemma) asserts existence of the disjoint union, [87].
Proposition 10 (disjoint_union_pr) relates sum and union, [87].

9.6.1 Section5

Proposition 1 (surjective_etp and injective_etp) says: if f is surjective (resp. injective),
then its extension to the set of sets is surjective (resp. injective), .

Proposition 2 (injective_c3f and surjective_c3f) states under which conditions f —
vo fouisinjective or surjective, [91].

Corollary (bijective_c3f).

Proposition 3 (bijective_fpfa and bijective_spfa) says that & (B x C;A), & (B; #(C;A)
and % (C; & (B; A)) are canonically isomorphic, .

Proposition 4 (bijective_pc) says: Given a family X, and a bijection f, the product []X,
is isomorphic to the product [TX (), [97].

Propositions 6 and 5 (extension_exists and surjective_prj) if X, is nonempty for 1 ¢J,
then prj is surjective from the product [],¢1 X, into the partial product []¢; X, .

Corollary 1 (surjective_pri).

Corollary 2 (nonempty_product and variants).

Corollary 3 (productb_monotonel, productb_monotone2).
Proposition 7 (bijective_pam) states associativity of the product, .

Proposition 8 (distrib_union_inter and distrib_inter_union) states distributivity of
union over intersection and intersection over union, [100].

Corollary (distrib_union2_inter and distrib_inter2_union).

Proposition 9 (distrib_prod_union and distrib_prod_intersection) states distributivity
of product over union and intersection, [LO1].

Corollary 1 (partition_product).
Corollary 2 (distrib_prod2_union and distrib_prod2_intersection).

Proposition 10 (distrib_inter_prod and distrib_prod_intersection) says that the inter-
section of a product is the product of the intersection, [102].

Corollary (distrib_prod_inter2_prod and distrib_inter_prod_inter).
Proposition 11 says that composition of extensions is extension of compositions.
Corollary (injective_ext_map_prod and injective_ext_map_prod).

Section 6

Proposition 1 (equivalence_cor_pr) says: « A correspendence I' between X and X is an
equivalence on X if and only if it satisfies the following conditions: (a) X is the
domain of T; b)) T=T"% () Tol =T », .

Criterion C55 (related_e_rw) characterizes the canonical projection, .

Criterion C56 (rel_on_quo_pr) « Let Rix, x'§{ be an equivalence relation on a set E and
let P{x} be a relation that does not contain the letter x’ and is compatible (with
respect to x) with the equivalence relation §x,x'$. Then, if ¢ does not appear in
Pixi, the relation “t € E/R and (3x)(x € t and Pix})” is equivalent to the relation
“t € E/Rand (Vx)(x € t and P§x$)” ». [119)].

Criterion C57 (exists_unique_fun_on_quotient) « Let R be an equivalence relation on
a set E, and let g be the canonical mapping of E onto E/R. Then a mapping f of
E into F is compatible with R is and only if f can be put in the form ho g, where
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h is a mapping of E/R into F. The mapping & is uniquely defined by f; if f is any
section of g, we have h = fos. »[122]

9.7 Notations and Definitions

In many cases we indicate the page on which an object is defined.

Symbols
x A y is often replaced by “and”. The Coq equivalent is /\.
x Vv y is often replaced by “or”. The Coq equivalent is \/.
—1x is often replaced by “not”. The Coq equivalent is ~.
O is a dummy variable for Bourbaki, [7].

Rix{ is a Bourbaki notation, meaning that R is a relation that may depend on x. If R is
arelation that depends on y, itis also (x|y)R.

Tx(R) is a Bourbaki notation, it is the generic element satisfying Rfx, [12].

x = yisrepresented in Coq byx -> y.

x— yisrepresented in Coq by fun x => y.

x — yis a Coq notation meaning the type of functions from type x to type y.

x = y is equality. We use it as synonym to <= .

(alb)c is a Bourbaki notation, meaning the relation obtained by replacing b by a in c,
8] .

x: y is a Coq notation meaning that x is of type y.

f(x) is the value of the function f at point x, parentheses are sometimes omitted.

f(x) is the value of f on the set x, see fun_image, image_by_graph, image_by_fun.
-1
f (x), see inverse_image.

(Vx)P and forall x, p are similar constructions, .
(Ax)P and exists x, p are similar constructions, [12].
(3'x)P means sometimes exists_unique.

x €y, x3y (is element of): see incand elt.

x C y (is subset of): see sub.

@ (empty set): see emptyset.

{x,R} (set of x such that R): see Zo.

{x}, {x, y}: see singleton or doubleton.
a—-b,a\b,Ca: see complement.

(x,y) (ordered pair): see J.

UX, X, see union.

el
aub, an b, see union2, intersection2.

AxB, uxv,RxR,see product, ext_to_prod, prod_of relation.
f o g, see fcompose, gcompose, compose_graph, compose, composeC.

Ap, see diagonal.

-1

G see inverse_graph, inverse_fun or inverseC.

x— y or x — y is the function that maps x to y, for instance x — sin(x) (source and

target are implicit).
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x— T (x€ A Te ), is the function with source A, target C that maps x to T, [55].

(fx)xea is a shorthand for x — f(x) (x € A); see above, the piece T € Cis implicit.

f, see extension_to_parts

FE, see set_of _gfunctions.

Z (E; F) see set_of _functions.

®(E, F) see set_of _sub_functions.

fx fy sometimes denotes the mappings y — f((x, y)) or x — f((x, y)), implemented as
first_partial_fun, second_partial_fun, [91].

f, sometimes denotes the mappings x — f; or y — fy- Implemented as first_partial_function,
second_partial_function, .

f — f, implemented as first_partial_map, second_partial_map, is a bijection from
Z (B x C;A) into & (B; # (C; A) or F (C; F (B; A)), [91].

HXl see productt.

el
(x)e1 denotes an element of a product indexed by 1.

x ~ y is sometimes used instead of r (x, y) or (x, y) € r, especially when r is the graph of
an equivalence relation.

gr(~), the graph of ~ on E, see graph_on.

~ ¢ may denote eq_rel_associated f.

X, may denote the equivalence class of x, see class.

X may denote a representative of the equivalence class x.
E/ ~, E/R, see quotient.

R/S see quotient_of relations.

X sometimes means f I [FX)), see inverse_direct_value.
Ra see induced_relation.

¢ is not defined. We use it as a paragraph separator.

Letters

2 see Bo.

6c(a,b), 6r(p,q), €(p): see by_cases a b, chooseT and choose.

Cyya stands for constani_function x y a, it is the constant function from x to y with
value a, [50].

Crx may denote the equivalence class of x for R, see class.

CollR says that R is collectivizing in x, [17].

&, see Set.

&x(R) appears in the English version where {x, R} is used in the French version; see Zo.

I, see identity.

Iy see inclusionC, canonical_injection.

xf, Lf, Lanf (creating functions): see L, acreate, BL.

M, Mps [ (inverse of £), see bereatel and bereate.

P (x), see powerset.

pr,z, pryz, pr, f, pry f (projections), see P Q, pr_i, pr_j.

Zx see Ro.

Rupf (restriction) see [54].

V(x, [), V¢x (value of a function): see V.
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Wy x (value of a function): see W.
X (f,y), see Xo.

% (B x,y) see Yo.

Z (x,P) see Zo.

Words
acreate f, £ f, is the correspondence associated to the Coq function f, [42].

agrees_on x [ f’, agreeC x ff’is the property that for all a € x, f(a) and f’(a) are defined

and equal, [52].

bcreate fA B, 45 f, is a kind of inverse of £, .

bereatel f, A f, is a kind of inverse of £ [49).

bijective f, bijectiveC f, means that f is a bijection, [58].

BLfab, £agf, fun_function fa b, is function from A to B whose graph is £, f, [55].

Bo, %, is an inverse of %, [21].

by_cases a b, 6c(a, b), defines an object by applying a if P is true, and b if P is false,
[22].

canonical_injection x y, Iy, is the inclusion map on x c y, , || .

canon_proj r, is the mapping x — X from E onto E/R, the quotient set of r, [116].

class r x is the class of x for the equivalence relation r, [114].

choose p, € (p), is some x such that p(x) is true, the empty set if no x satisfies p, [22].

chooseT p q, 6r(p, q), is our basic axiom of choice, [19].

coarse xis x x x, [112].

coarser_covering I f] g, coarser_c f g two definitions that say for all j € ] thereis i €1
such that g; < f; orfor all g; € g there s f; € f such that g; < f;, .

compatible_with_equiv_p p r means that p(x) and x ~ y implies p(y), .

compatible_with_equiv f r means that x ~ y is equivalent to f(x) = f(y), .

compatible_with_equivs fr r’ means that x ~ y is equivalent to f(x) z f, || .
complementab, a—b, a\ b, Cb, is the set of element of a not in b, [26].

composableC f g, composable f g is the condition on correspondences (resp. functions)
f and g for f o g to be a correspondence (resp. function), [45], [57].

compose_graph fg, f o g, composition of two graphs, [44].

compose fg, composeCfg, f o g, is the composition of two functions, [45], [52].

constant_graph s x is the graph of the constant function with domain s and value x,
[97].

correspondenceC is a data type with three slots, source, target and graph,

corr_value f associates to a correspondence f its triple (G, A, B), [40].

covering fx, covering f1 fx, covering s f x, three variants of a family of sets (defined by
f and I) whose union contains x, [82].

cut x pis the set of all x that satisfy p, [194].

cut rxis r{{x}), replaced by im_singleton .

diagonal A, Ap, is the set of all (x, x) such that x € A, .
diagonal_application Ais the diagonal mapping x — (x, x) of A into A, [61].
diagonal_graphp I E is the set of graphs of constant functions from I to E, [97].
disjoint xymeans xny = @, [84].
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disjoint_union f, disjoint_union_fam f are two variants of the disjoint union of the

family of sets f, [87].

domain f is the set of x for which there is an y with (x, y) € f, itis pr,(f), [33].

doubleton x y, {x, y}, is a set with elements x and y, .

EEE is a shorthand for the type Set — Set — Set.

EEPis a shorthand for the type Set — Set — Prop.

eltxy, x 3y, is the same as y € x, [20].

empty_function, empty_functionC is the identity on @, [50].

emptyset, @, is a set without elements, [21].

eq_rel_associated f is the graph of the equivalence relation f(x) = f(y), [114].

equipotent x y means that there is a bijection from x to y.

equivalence_associated f is the equivalence relation f(x) = f(y), [114].

equivalence_r r, equivalence_re r x, says that the relation r is an equivalence relation
(in x), [109].

equivalence_corr r says that the correspondence r is associated to an equivalence,
[203].

exists_unique p,(3'x)p, (this notation is not in Bourbaki) means that there exists a
unique x such that p(x), [20].

extends g f, extendsC g f says g(x) = f(x) whenever f(x) is defined, [54].

ext_map_prod 1 XY g is the function (x,),e1 — (g (%)) i1 from [[; X, into [[;Y,, .

ext_to_prod u vis the function (x, y) — (u(x), v(y)), sometimes denoted u x v, [71]

extension_to_parts f, denotes the function x — f(x), from J3(A) to B(B),

finer_equivalence s r, comparison of equivalences, x ~ y implies x ~ y, || .

first_proj g is the function x — pr; x (x € g).

first_proj_equivxy, first_proj_equivalence x y, is the equivalence associated to first_proj
on the set x x y, [117].

fcompose fg, f o g, composition of two graphs, without assumption, [35].

fcomposable f g says that graphs g and f o g have the same domain, [35].

fgraph f says that f is a functional graph, [33].

functional_graph f says that f is a functional graph, [46].

fun_image x f, f(x), is the value of f on the set x, [27].

fun_on_quotientrf, function_on_quotientr fb, function_on_quotients, fun_on_quotients
r r’ f, the function obtained from f on passing to the quotient of r (or r and r'),
[122], [123].

fun_set_to_prod E X is the canonical bijection between (] X)F and HXF, .

function_prop f's t, function_prop_sub f s t. This is the property that f is a function
from s into ¢, or into a subset of ¢, [84].

gcompose f g, f o g, composition of two graphs, assumes that range g is a subset of
domain f, [35].

graph f is a part of a correspondence, [40].

graph_on r X is the graph of the relation r restricted to X, [I11].

identity A, 14, is is the graph of the identity function on the set A, [36].

identity_fun A, 1, is the identity function on the set A, .

IM stands for the image of a function. Its axioms implement the Scheme of Selection
and Union, [20].
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image_by_fun fA, f(A),is {t,3x €A, t = f(x)}, [42].

image_by_graph fA, f(A)is {t,3x €A, (x,1) € f}, [42].

image_of_fun f, is the image of f, [42].

incxyor x € y means that x is an element of y, [17].

inclusionC x y, 1., is the inclusion map on x < y as a Coq function, .

induced_relation R A, Ry, is the equivalence induced by R on A, .

injective f, injectiveC f, means that f is an injection, [58].

in_same_coset f is the relation “there exists i such that x € f(i) and y € f(i)” between
xand y, [118].

intersection X, (X, is the intersection of a set of sets, [29].

intersectiont 1 f, intersectionf x f, intersectiont g, ()X, is the set of elements a such that
el

forall 1 € I we have a € X, [76].
intersection2 X Y, X NY, is the intersection of two sets [29].

intersection_covering, intersection of coverings, [83].

inverse_direct_value fX, Xy, is f1(f(X)), [120].
-1
inverse_graph G, G, inverse graph of the graph G, .
-1
inverse_fun f or inverseCa b fH, f,inverse of the function f, , ||

-1
inverse_image x f, f (x), is the inverse value of f on the set x, .
inv_image_relation f, is the inverse image of the relation r under the function f, [126].

inv_image_by_graph f x, inv_image_by_funr x, }l(x), direct image of a set by the in-
verse function,

inv_corr_value t associates to a t = (G, A, B) its correspondence f, [40].

inv_graph_canon G is the bijection (x, y) — (y, x) from G to G .

is_class r x says that x is an equivalence class for r,

is_correspondence f says that f is associated to a triple (G, A, B),

is_equivalence r says that the graph r is an equivalence, [110].

is_function f says that f is a function in the sense of Bourbaki, [46].

is_graph f says that f is a set of pairs, [33].

is_graph_of g r is true if g is the graph of the relation r, [111].

is_left_inverser f means that r is aretraction or left-inverse of f, and ro f is the identity,
[64].

is_reflexive r says that the graph r is reflexive, [110].

is_restriction f g says that f is the restriction of g to some set,

is_right_inverse s f means that s is a section or right-inverse of f, and fosis the identity,
[64].

is_singleton x means that x is a singleton.

is_symmetric r says that the graph r is symmetric, [110].

is_transitive r says that the graph r is transitive, [110].

Jxy, or (x,y),is an ordered pair, formed of two items x and y, .

LXf, fereate X f; £#x f is the graph formed of all (x, f(x)) with x € X, [35].

largest_partition x is the set of all singletons of x.

left_inverseC, left inverse of a Coq function, [65].
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LHS is the left hand side of an equality.

Lvariant a b x y, variant a x y, Lvariantc x y, these are functions whose range is the
doubleton {x, y}, [86].

mutually_disjoint f says that for all distinct i and j, f(i) and f(j) are disjoint,

X # Y, neq xy, x <>y is inequality, [20].

one_point is the basic singleton, [26].

Pz, pr,z denotes x if z is the pair (x, ), [30].

partial_funl fy, partial_funl fx, partial functions, [70].

partition y x, partition_s y x,partition_fam f x, thee variants that say that y or f is a
partition of x, [84].

partition_relation fxis the equivalence relation associated to the partition f of x, [118].

partition_with_complement X 4, is the partition of X formed of A and its complemen-

tary set, [86].
powerset x, B (x), is the set of subsets of x, [27].

pr, 2, proz stand for pr1 zand pr2 z. These are also denoted by P and Q. If z is the pair
(x,y), these functions return x and y respectively, [30].

pr_i fi, pr_it fi, pr; f, denotes a component of an element of a product. [95].
pr_j fJ, pr; f, is the function (x)er — (x):e7, .

prod_assoc_map is the function whose bijectivity is the “theorem of associativity of
products”, [99].

prod_of function u v, is the function x — (u(x), v(x)), [103].
prod_of_products_canon F F’, is the bijection between [TF, x [TF, and [1(F, x F)), [103].
prod_of _relation R R, R x R, is the product of two equivalences, [130].

product A B, A x B, is the set of all pairs (a,b) with a € A and b € B, [32]. See also
ext_to_prod u v.

productt I X, product b g or productfIf, HXl is the product of a family of sets, .

el
productl x ais the product of the family defined on the singleton {a} via value x, [96].

productl_canon x ais the canonical application from x into productl x a, [96].

product2 x y is the product of the family defined on the doubleton {a, b} via value x and
¥, 196].

product2_canon x y is the canonical application from x x y into product2 x y, [96].

product_compose, auxiliary function used for change of variables in a product, [97].

Q z, pr,z denotes y if z is the pair (x, ), [30].

quotient R, E/R, is the set of equivalence classes of R,

quotient_of relations r s, R/S, is the quotient of two equivalences,

range f is the set of y for which there is an x with (x, y) € f, itis pr,(f), [33].

reflexive_r r x says that the relation r is reflexive in x, [109].

related r x y is a shot-hand for (x,y) €r, .

relation_on_quotient p r is the relation induced by p(x) on passing to the quotient
(with respect to x) with respect to R, [119]

rep x is an element y such that y € x, whenever x is not empty, [23].

representative_system s f x means that, for all i, snX; is a singleton, where X; is a parti-
tion of x associated to the function f, [119].
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representative_system_function g f x, means that g is an injection whose image is a
system of representatives (see definition above), [119].

restr x G is the restriction to x of the graph G, [36].
restricted_eq E is the relation “x€ Eand y € E and x = y”, [112].
restriction_function fx is like restr, but f and the restrictions are functions, [53].

restriction2_axioms f x y is the condition: f is a function whose source contains x,
whose target contains y, moreover a € x implies f(a) € y, [54].

restriction2 f x y, restriction2C fx y, restriction of f as a function x — y, [54].

restrictionC f H is the restriction to x of the function f : a — b, where H proves x c a
implicitly, [52].

restriction_product fj is the product of the restrictions of [T f to J, [98].

restriction_to_image f is the restriction of the Coq function f to its range, [73].

retraction: see is_left_inverse.

RHS is the right hand side of an equality.

right_inverseC, right inverse of a Coq function, .

Ro x or Zx converts its argument x of type u to a set, which is an element of u, [19].

saturated r x means: for every y € x, the class of x for the relation r is a subset of x,
[120].

saturation_of r x is the saturation of x for r, [121].

second_proj g is the function x — pr,x (x € g).

section: see is_right_inverse.

section_canon_proj R is the function from E/R into E induced by rep, [121].

Set or & is the type of sets, [17].

set_of correspondences A Bmeans the set of triples associated to correspondences from
Ato B, itisB(A x B) x {A} x {B}, [41].

set_of _endomorphisms E, is the set of triples (G, E,E) associated to functions from E
into E,

set_of functions E F, denoted & (E;F), is the set of triples (G, E,F) associated to func-
tions from E into F,

set_of_gfunctions E F, denoted FF, is the set of graphs of functions from E to F,

set_of sub_functions E F, denoted @ (E; F) is the set of triples (G, A, F) associated to func-
tions from A cE into F,

singleton x, {x}, is a set with one element, [26].

sof _value x y z converts three elements into a correspondence, [90].

small_set x means that x has at most one element, [50].

smallest_partition x is the singleton {x}.

source f contains (resp. is equal to) the domain of the graph of a correspondence f
(resp. function f) [40], [46].

strict_subxy, x C y, means x c y and x # y, [20].

sub x y, x € y, means that x is a subset of y, [17].

surjective f, surjectiveC f, means that f is a surjection, [58].

substrate r is the union of the domain and range [109).

symmetric_r r says that the relation r is symmetric, [109].

target f contains the range of the graph of a correspondence f, [40].
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transf_axioms f A B says that for all x € A we have f(x) € B, case where Zxpf is a
function, [55].

transitive_r r says that the relation r is transitive, .

two_points is the basic doubleton, [25].

union X, UX, is the union of a set of sets, [27],

uniont I f, unionfx f, uniont g, | JX, is the set of elements a such that a € X, for some

Lel, [79]. el
union2 a b, aU b, is the union of two sets, [28].
Vxf, V(x, f) or ¥rx, is the value at the point x of the graph f, .
variant, see Lvariant.
Wxf, Wix,is the value at the point x of the function f, .
Xofy, Z(f,y), thisis f(x)if y = Zx, [25].
Yo Pxy, % (P, x, y), is a function that associates to z the value x is P is true, and y if P is

false, [23].
Zo x R, Z(x,R), x(R) or {x,R}: it is the set of all x that satisfy R, [24].
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