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Abstract: This paper addresses the fingerprinting of communication protocols
based on temporal and behavioral information. The objective of fingerprinting a
device speaking a given protocol is to uniquely identify the device by looking at
captured traffic that is generated by devices implementing that protocol. This
paper proposes a conceptual model for capturing behavior and related temporal
information from devices that implement a given protocol. Our key contribu-
tion is a fingerprinting scheme, where individual fingerprints are represented by
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machines for this purpose. We have validated the proposed approach on Session
Initiation Protocol and concluded that very good classification performance is
achieved.
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Fingerprinting comportemental et temporel

Résumé : Ce document propose une nouvelle approche de fingerprinting des
équipements grace a l'analyse de leurs comportements en terme de messages
échangés mais aussi grace aux délais entre ces derniers. L’objectif est d’identifier
chaque équipement différent utilisant le méme protocole. Dans un premier
temps, les informations comportementales et temporelles sont capturées et stock-
ées dans des arbres dont la spécification formelle est définie dans ce document.
Dans un second temps, une classification multi-classe supervisée basée sur les
machines a vecteurs de support permet d’identifier les différents équipements.
Cette nouvelle technique est validée grace & de nombreuses expérimentations
sur le protocole SIP dont les résultats sont trés prometteurs.

Mots-clés : fingerprinting, signature, machines a vecteurs de support, ma-
chine & états finis
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1 Introduction

Fingerprinting a device is an essential task in network security assessment, in-
trusion detection scenarios and copyright infringement trials. When performing
a security assessment task, being able to identify the remote operating system
and/or application is crucial for the accuracy and overall quality of the assess-
ment. A similar case holds for intrusion detection and security monitoring. For
instance, in a VoIP network that is operated only with a well-defined set of
SIP (Session Initiation Protocol) [I] hardphone types, the presence of another
type of end device could be detected, even if the overall security credentials
are valid. Most application level protocols do contain information about the
device identity (user agent) that generated the message, but in most cases it is
not protected against malicious scrubbing. For instance, a popular and widely-
deployed VoIP system used the following license agreements. A fixed number to
tokens were distributed to the main VoIP server (call manager). A SIP device
manufactured by a popular network vendor in the San Francisco area would
consume one token, while any other SIP end device would consume at least two
tokens. The device identity was asserted only from the user agent field (which
was cryptographically unprotected) in the SIP signalling. We are convinced
that an extended authentication mechanism can be built on top of device-level
fingerprinting — for instance to allow only real hardphones to connect to a VoIP
server.

In the past, several approaches for the remote identification of a device have
been proposed. In most cases, these approaches were based either on iden-
tifying vendor- or device-specific deviations in the implementation of a given
protocol. Such deviations are possible because of simple omissions in the spec-
ifications/norms — many current specifications either do not completely cover
all the exceptional cases or lack the necessary precision, and thus leave to many
degrees of freedom to the software implementers. The existing fingerprinting
approaches exploit this in order to fingerprint a device. For instance, individual
fields in the TCP header can lead to passive fingerprinting, as implemented in
[2]. The main contribution of our paper is a new fingerprinting scheme that
is accurate even in the case protocol stacks that are completely identical, but
which are run on hardware having different capabilities (CPU power, mem-
ory resources, etc). We also look at the fingerprinting problem under more
restrictive constraints. We propose a fingerprinting scheme that can learn dis-
tinctive patterns in the state machine of a particular implementation. We see
such a pattern as a restricted tree finite state machine that provides additional
time-related information about the transition performed. We define a similarity
metric between patterns that is highly accurate for the classification of a given
network capture.

Our paper is structured as follows: we start in section Pl with the presen-
tation of the formal model that captures a temporal and state machine-related
fingerprint. We continue in section 3 by explaining the functioning of our finger-
printing system and the way to construct the fingerprints. Section 4 is dedicated
to the classification method. The metrics used for evaluating our system are
described in section 5 and the datasets used for our experiments are detailed in
the next section. Section 7 focuses on the determination of the best parame-
ters based on a single dataset. Section 8 presents complete results from several
datasets. Related work is summarized in section 9 before concluding.

RR n°® 6995



4 J. Frangois, H. Abdelnur, R. State, O. Festor

2 Formal Model

We model a behavioral fingerprint using a Temporal Random Parameterized
Tree Extended Finite State Machine (TR-FSM). The TR-FSM is an extension of
the parameterized extended finite state machine introduced in [3]. Our extension
concerns the introduction of temporal information and one additional constraint
on the transitions in the state machine.

A TR-FSM is formally defined by a tuple
M =< S,Sinit,I,O,X,T,? >

where:

e S is a finite set of states with |S| = n;
® Sinst 1S the initial state;

o I ={ig(t0),i1(v1),...,ip1(ip 1)} is the input alphabet set of size p. Each
symbol is associated with a vector of parameters;

o O = {og(uwp),o1(w1),...,0q—1(wg"1)} is the output alphabet set of size g.
Each symbol is associated with a vector of parameters;

e X is a vector of variables;

e T'is a finite set of transitions and each ¢t € T is defined as
t =< s1,89,i(7), 0(@), P(X,i(7)),Q(X,i(7),0(w)) >. s1 and s, are the
start and end state, ¢ is the input symbol triggering the transition and
o is the triggered output symbol. P(X,i()) represents the condition to
achieve the transition and Q(X,i(%),o(w)) is the action triggered by the
transition, based on an operation on the different parameters;

e Y is an — 1 dimensional random vector described later.
Additionally, the transitions of state machine are restricted to form a tree:
Vs € S| 8% Sinit, 3| r states s;1, Sizy - .-, Sir
such that:
Si1 = Sinit \ Sir =

where the notation ij represents a single index. The structure is a tree if there is
only one possible sequence of transitions from the initial state to the destination
state. Thus, we denote the corresponding transitions:

Vi, 1<j<nrtyeT
tig =< sijs Si(j41), 1 (U7), (@), Pij (X, ()
Qi (X, i45(0), 035 (0)) >

Hence, the cardinality of T is defined by [T| =n—1and T = {t1,...,t,-1}.

Finally Y is a n — 1 dimensional random vector with Y;, representing the
(measured) average time to perform the transition ¢;.

In the rest of the paper, states and transitions are synonyms for nodes and
edges because the TR-FSMs are trees and state machines also. Thus, a TR-

FSM can be characterized by its height and its cardinality corresponding to
|S].

INRIA
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Figure 1: Fingerprinting architecture

One important note should be made. The location at which the measure
is taken is important, especially when done from a remote site and over a net-
work. The inherent additional noise due to the round-trip time can be filtered
out. This is done by taking the network round-trip time into account. Alterna-
tively, if the fingerprinting is integrated within an intrusion detection system,
the measurements can be used directly without any other additional filtering,
because in this case the system is learning local and deployment-specific param-
eterized device signatures.

The problem of fingerprinting can be now stated as follows. Given a can-
didate group of implementations C' = {My, Ms, ..., M)} and a set of behav-
ioral fingerprints {71, T}o, ..., T}, } for each implementation M, the goal is to
find a classifier that correctly maps behavioral fingerprints to the corresponding
classes.

We assume a similarity measure A(T4,T3), which is a distance based on the
the tree structure and the vector }7, between two TR-FSMs T3 and T5.

3 Fingerprinting framework

3.1 SIP background

We have considered SIP as a target application domain. We did this for sev-
eral reasons. Firstly, SIP is widely deployed and the study of the security
of VoIP currently is still in its infancy. Our goal was to provide a security
monitoring framework that takes the fingerprint of a device into account. For
instance, whenever one SIP device (identified by its IP address) shows a change
in its underlying device fingerprint, this should be clearly treated as an at-
tack. SIP messages are divided into two categories: requests and responses.
Each request begins with a specific keyword like REGISTER, INVITE, OPTIONS,
UPDATE, NOTIFY... The SIP responses begin with a three-digit numerical code

RR n°® 6995



6 J. Frangois, H. Abdelnur, R. State, O. Festor

divided into six classes identified by the first digit. Figure gives some
examples of SIP sessions.

A session is composed of a sequence of messages and its delimitation de-
pends on the protocol. Considering SIP protocol, a session is identified by
a specific identifier (SIP call ID). Because an identifier can be reused several
times, a session is considered finished after an inactivity period.

3.2 Architecture

Figure [ depicts our fingerprinting architecture. First, the SIP traces are col-
lected from the local network or Internet through a proxy where the clients are
connected. Consequently, the clients are not connected via a dedicated network,
entailing much noise on the traffic. The first step aims to identify the differ-
ent sessions and to create the corresponding fingerprints as TR-FSMs (the next
section details this step). The next stage is divided into two parts:

e during the learning phase (1), the fingerprints database is generated by
identifying the devices using some knowledge of their characteristics. For
example, the SIP user agent field (device identifier) can be used if the
collected traces are assumed to be free of malformed messages.

e during the testing phase (2), the device identification module tests new
fingerprints against the database in order to detect device changes or to
check newly connected devices.

3.3 Fingerprint generation

The fingerprint is a tree with a generic ROOT node. The fingerprint represents
a specific device and is generated from a subset of sessions in which this device
participates. Each state of the TR-FSM is represented by a type composed of
SIP request type or the SIP response code prefixed by ! (outgoing message at the
device fingerprinted) or ? (ongoing message at the device fingerprinted). Figure
illustrates a TR-FSM corresponding to an Asterisk server. Therefore, nodes
prefixed by ! are messages sent by Asterisk, whereas those prefixed by ? are
emitted by any second party. This tree represents a signature for the Asterisk
SIP proxy. A transition is indicated by an arrow between two states. In addition,
the vector Y corresponds to the average delays put on the edges like in figure
2(b)

The signature in figure is generated from the sessions shown in figure
In fact, each session is represented by a sequence of states and the shared
prefixes are merged. For instance, the sessions S5 and Sy of the ﬁgure have
the two first messages in common and so they share the first two nodes which
are gray colored in figure

The algorithm [ details the construction of a signature. For reasons of
simplicity, the delay of a transition is directly stored on the node representing
the end state without loss of information, since the tree structure involves only
one ongoing edge for each node. Briefly, the algorithm maintains a current node
initialized to the ROOT node. For each message m of the sessions, lines [[GHIY
aim to find a node n corresponding to the type of m among the children of
the current node in order to update it. If this is not possible, a new node is

INRIA
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Figure 2: Example of the fingerprint generation

created. The delay associated with an edge is the average delay in transmitting
the corresponding message.

Considering a total of n messages, s sessions and the number of messages per
session n; = |9;], algorithm [l iterates over all messages of all sessions, meaning
that the number of iterations of lines [l and [[3 equals n. For each message, in
the worst case the search (line[[H) iterates over all possible children, which are at
most as many as the previously examined sessions. Therefore the total number
of iterations is it = »_°_, ixn,. Considering that all sessions except the last have
only one message, we obtain the maximal value it = s(n — (s — 1)) + Z:llz =
ns + 1.55 — 0.55% < ns + 1.5s. Because, unlike n, the number of sessions to use
is a fixed constant parameter, the overall complexity is O(n).

4 Automated fingerprinting

4.1 Terminology

A dataset is composed of TR-FSMs. For a given dataset, the size N is the num-
ber of TR-FSMs tq,ts, ...ty that it contains. We follow the standard method-
ology in supervised learning. Each dataset is divided into a learning set used to
train the system and a testing set. The testing set is used to evaluate the per-
formance of the system when generalizing on new data. Each sub-dataset also
has an associated size: N _train and N _test with N = N _train + N _test.

RR n°® 6995
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Algorithm 1 Tree construction

: S a table containing the sessions

: 57 is the node representation of the jth message of the ith session

: tab.length returns the number of elements in tab

m.type returns the type of the message m prefixed by ? or ! depending on the direction

m.time returns the delay of the message m

n.children returns the child nodes of the node n

: create _node(t) creates a new node from the message type ¢

: n.update(d) updates the average delay of the ongoing edge of the node n using the delay
d

9: n.add_child(n2,d) links the node n2 to n with an edge having delay d
10: nrooT is the root node
11: for i < 1 to length(S) do

12: current_node < nrooT

13:  for j < 1 to length(S;) do

14: child = current _node.children

15: k—1 ]
16: while k < child.length A childy .type # SZJ type do
17: k«—ind+1

18: end while

19: if k > child.length then

20: new «— create_node (S .type)

21: current_node.add_child(new, S} .time)
22: current__node <+ new

23: else )

24: childy,.update(S? .time)

25: current__node < childy,

26: end if

27: end for

28: end for

The number of sessions extracted for building each tree is named session
size: training session size for the training set and test session-size for
testing set. These are important parameters for our method.

There are N _dewvices distinct devices:

D= dla d2; .. -dN_de'uices-
Two functions can be applied to each tree t;:

e real(t;) returns the real identifier (device or implementation stack) for a
TR-FSM t;

e assigned(t;) returns the class name (device or implementation stack) for
a TR-FSM ¢; that is assigned by the fingerprinting scheme.

4.2 Supervised learning for fingerprinting

We briefly review the basics of support vector machines (SVM) in this section
in order to make the paper self-contained. Additional reference material can be
found in []. We relied on the multi-class classification [5] and adapted it to our
fingerprinting task. The chosen approach is known as the one-to-one technique
due to its good trade-off between classification accuracy and computational time

[6].
Assuming the terminology of the previous section, the SVM classes cor-

respond to the N _devices devices, and the input space data points are the
N _train trees from the training set. Firstly, each point ¢; of the training set is

INRIA
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mapped to a high-dimensional feature space thanks a non-linear map function
¢(t;). Then, for each class pairwise < ¢, ¢; >, an hyperplane with the maxi-
mum separation from both classes is found. First, we define the points involved
for these classes:

T, = {t;|real(t;) = 1}
Ty = {ti|real(t;) = ci} (1)

Then, the hyperplane is defined by a vector w** and a scalar b** and is under
the following constraints:

Vt; € {Tl U Tk}
(Bt:) - w'™) + 6" > 1= &F, if real(t;) = o (2)

(B(t;) - W) + 0% > —1+ &F, if real(t;) = cx
where the & terms are slack variables allowing some classification errors, i.e.,
some points not on the correct side of the hyperplane because this is necessary
when data points are not totally separable. The corresponding optimization

problem can be converted to its dual form using the Lagrangian. Assuming
that pik is equal to 1 when t; € T;, and —1 when t,, € Tk, the problem is:

1
Ik Ik Ik Ik Ik
max E X T E Q; O P, Pth(tiatj) (3)
t; e{TyUT} } t; e{TyUT} }
t;e{TiUTy}

subject to:

Ik Ik _
Z o pr; =0

t; €{T1UT: } (4)
0<alh <C, t; e {UT}

where K is a kernel function such as the following dot product:
K(tit;) = ( o(x:). ;) ) (5)

This kernel trick allows the problem to be solved without computing or knowing
the ¢ function. The only requirement is a kernel function which has to be applied
to each pair of data points. It is basically a similarity function constrained by
Mercer’s theorem [[]. Finally, a decision function, applied to each t, of the
testing set, is defined as:

) = S altpn K(tt) + b (6)
t; E{Tl UT} }

In fact, the support vectors are the trees ¢; with non-zero aé’f and form the set
SV from which b'* is obtained:

1
V= e 2 (i D ollpfK(t ) (7

t,eSVIE t, e{TyUT}}

RR n°® 6995



10 J. Frangois, H. Abdelnur, R. State, O. Festor

(a) Twinkle 1.10 (softphone) (b) Cisco 7940 firmware 8.93 (hard-
phone)

Figure 3: Sessions tree examples of one hardphone and one softphone. The attribute
on a directed edge is the average delay of the transition. Two shared paths
are grey colored

During the testing stage, each decision function f;; is applied to ¢;, where t; is
a TR-FSM to classify. Depending on the return value, t; is assigned to the class
¢ or ¢. Using a voting scheme, the class chosen most often is considered to be
correct.

Figure shows a behavioral fingerprint for a SIP hardphone, while figure
presents a fingerprint for a softphone. However, the softphone makes one
transition almost ten times faster then the hardphone. Therefore, if properly
captured and used, time-related information can be be very useful when the
same application is executed on different hardware, it will reflect differences in
the architectural and computational features. For instance, the same SIP stack
running on a CPU-limited capabilities hardphone will show higher transition
times than the same stack on a high-performance workstation (softphone). The

figures and B(a)] illustrate this hypothesis.

4.3 Kernel function

The kernel function is one important parameter in SVM applications. The
Gaussian kernel is a well-known possible function for simple data points given
by a tuple of values. However, the current problem data points are trees with
labelled edges. Therefore, we propose extending our previous method [8], based
on the tree comparison method proposed in [9]. The goal is to obtain a similarity
equal to 1 for exactly the same trees and O for totally different ones. Firstly,
the set of paths from the root to each node of the tree ¢; is designated by
paths' and composed of m paths: pathi,...path;, where path} represents a
single path. The function nodes(pathj») returns only the nodes and transitions
without delay properties. The function nodes(paths®) returns the set of the
different paths paths’® of the tree ¢; without delays i.e., the tree structure.
The intersection of the trees ¢; and ¢; is defined as:

I;; = nodes(paths") N nodes(paths?) (8)

In figure B the two fingerprint intersections are shaded in gray.

INRIA
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For all shared paths, weight are derived from the delay differences and
summed to obtain the similarity measure:

inter _sim = Z weight(pathsy, paths]) ©))

pelij
nodes(path;,)=p
nodes(path])=p

Without considering the delays, path{ and pathi are exactly the same for a
given p. A comparison function is then calculated for each node n, € p based
on the Laplace kernel. Consequently, the new similarity measure is:

we’l;ght(p1,p2) — Z efa‘fdelay(nvpl)ffdelay(nvf&)l (10)
npEP1L

where fgeiay(n,p) is a time-based function which returns the average delay
for the ongoing edge from node n in the path p. Because a fingerprint concerns
one device only, the delay due to other equipment has to be discarded, and so
fdetay(n, p) = 0 for n a message received by the device (node name prefixed by

7).

Theorem The following function is a valid kernel i.e., which satisfies Mercer’s
theorem (Chapter 3 of [4]):

K(ti’tj) _ Z Z el factay (n,p1) = factay (n,p2)] (11)

pelij np€EP
nodes(path),)=p
nodes(path])=p

Proof: Eq. (), which forms the inner sum, is a valid kernel known as
Laplace Kernel K;. The function fgeiay(n,p) can be expressed as a real-valued
function f(¢;) because n and p are subparts of ¢; as well as t;. Hence, the terms
in the sum of K are expressed as K;(f(t;), f(t;), which is also a kernel due to
kernel construction properties. Finally, a sum of kernels is also a kernel and so
K is a kernel. Readers interested in kernel construction and related proofs are
referred the section 3.3 in 7.

5 Performance evaluation

5.1 Metrics

Standard metrics for multi-class classification are defined in [I0]. Obviously,
the following functions are applied to testing trees only. The number of trees
corresponding to a particular device d is denominated as x4. The number of
trees classified as device d is y4. The number of trees classified as device d; and
which correspond in reality to the device ds is 24,4,

The sensitivity of a device type d represents the percentage of the corre-
sponding trees which are correctly identified:

sens(d) = zqa/xq (12)

RR n°® 6995
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The specificity of a device d represents the percentage of trees which are
labelled as d and which are really of this type.

spec(d) = zqa/ya (13)

The overall metric, designated fingerprinting accuracy in this paper, corre-
sponds to the percentage of trees correctly identified. The corresponding formula
is:

acc = Z zaa/N _test (14)
deD

The mutual information coefficient (IC) is a combination of entropies using
the following distribution: X = z;/N _test, Y = y;/N _test, Z = z;;/N _test.
It is defined as:

H(X)+H(Y)—- H(Z)
H(X)

where H is the entropy function. This IC is a ratio between 0 and 1 and is
maximal for a perfect classification. It is very useful to compare classifications
with the same overall accuracy. In this case, the ratio can be degraded when
each class is not well represented. For example, it is easy to obtain an accuracy
of 80% if 80% of data points are of the same type by assigning all of them to a
single class. However, in this case the information coefficient will be 0.

1C =

(15)

6 Experimental datasets

We made extensive use of network traces from which we could extract the SIP
user agent (device type) in order to perform both the training and the testing
our system. We assumed that our traces did not contain malicious messages,
where for instance an attacker spoofed the user agent field. Our implementation
is based on the LIBSVM library [T1].

We used two kinds of datasets. The first was generated from our testbed com-
posed of various end-user equipment including softphones like Twinkle or Ekiga
and hardphones from the following brands: Cisco, Linksys, Snom or Thomson.
The testbed also used servers such as Asterisk and OpenSer/Cisco Call Man-
ager. This dataset will be described as testbed dataset in the remainder of
the paper. The other datasets designated operator datasets (T1 to T4) were
provided by four real VoIP operators (about 45MB of traces were extracted).
Most equipment is hardphones or SIP servers. The main difference between the
two kinds of dataset is the network environment. The first characterizes a local
network, while the operator datasets capture traffic from devices that con-
nect from the Internet. This implies greater noise and longer delays, as shown
in the table [l We used these different target environments intentionally in or-
der to validate the robustness of our approach in noisy conditions. Obviously,
the time delays are relevant when comparing different datasets, but within one
dataset, the fingerprinting process should be able to properly identify each de-
vice. Table[llshows main characteristics of the datasets: the number of different
devices, the number of messages, as well as the number of INVITE messages,
which indicates the number of VoIP calls made through the network. Although
the operator datasets are more complete in terms of messages and devices,
the number of INVITESs is quite low, indicating that most of the SIP sessions

INRIA
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Testbed | T1 T2 T3 T4
#devices 26 40 42 40 40
#messages 18066 96033 | 95908 | 96073 | 96031
#INVITE 3183 1861 1666 1464 1528
#sessions 2686 30006 | 29775 | 30328 | 30063
Avg #msgs/session | 6.73 3.20 3.22 3.16 3.20
Avg delay (sec) 1.53 7.32 6.76 6.11 8.52

Table 1: Experimental datasets statistics

are not phone calls, but registration requests. This reflects realistic SIP traffic,
as all SIP user agents have to periodically send out a registration request in
order to maintain the binding between a SIP AOR. (the generic and global iden-
tifier for a user) and the current IP address. Being able to fingerprint devices
just by looking at the registration messages is also important for device level
authentication.

Figure HE highlights some of the differences between the devices for the
testbed dataset and the first operator T1. Each point in the figure repre-
sents one device. We considered only messages emitted by the corresponding
device and we used a logarithmic scale. For the two datasets, the distribu-
tion of messages per device is obviously not uniform, reflecting reality because
some devices are used more than others. Thus, this implies that the differences
between devices for the number of sessions and INVITE messages are similar.
Additionally, the distribution ranges of the number of messages and the number
of sessions is greater for the operator T1 (figure @I) Hence, the differences
between devices are highlighted. For instance, one device has only generated
one SIP session while another more than 10,000 as shown on the second graph
of figure

Due to the difference in the average time delays, it seems possible to finger-
print devices based on such pieces of information. However, when these differ-
ences are however insignificant, additional information is needed. Our approach
combines the temporal aspect with the behavioral aspect. For example, in figure
four or five groups of devices can be easily identified just by comparing the
average delays. Considering the dataset T1, the transition delays are generally
higher than for testbed dataset and the median value is doubled. Moreover,
many devices have not sent any INVITE message and so are not plotted on the
graph due to the logarithmic scale. The median value is also zero and so not
plotted.

7 testbed dataset results

The characteristics of the testbed dataset are depicted in figure and in
table[ll We used it to assess the accuracy of the behavioral and temporal finger-
printing. One objective was to determine the impact of the different parameters
on these performance metrics and tune them. These tuned parameters would
then be used on the larger operator datasets.

We randomly selected 40% of the sessions of each device to form the training
set. The remainder (60%) represents the testing set. Each experiments was run
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Figure 4: Experimental dataset statistics by device (Logarithmic scale; horizontal
black bar is the median value; each point represents a device)

ten times, shuffling the sessions before selection in order to improve the validity
of the experiments. Then, the average values over the different instances of the
classification metric are considered. Furthermore, we use quartiles to gain an
idea of the distribution of the results. Figure H represents quartiles, where the
extrema are the minimal and maximal observed values. The lower limit of the
box indicates that 25% of the observations are below this value. The upper limit
of the box is interpreted in the same way with a percentage of 75%. Finally the
horizontal line inside the box is the median value. Therefore, the box contains
the 50% of the observations closest to the median.
With the exception of Section [[3, o1 and s are set to 1000.
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7.1 Session-size tree

We first investigate the optimal session sizes for training. The test session-size
is more important because it shows how reactive the system is. In the best case,
a session size of one implies the recognition of one device with only one session.
Secondly, we look at the relationship between testing session size and training
session size.

Table @ provides a short summary of this data. The shading key simply
highlights the main observations concerning fingerprinting accuracy. Our tech-
nique cannot be applied to detect a device with only one session (first column
is very pale). The darkest row corresponds to a train session-size of five. The
training process does not need both huge trees and many sessions because the
greater the session size is, the more necessary the sessions. Using a training
session size of five and a testing session size of ten, the maximal accuracy (~
90%) is obtained. Subsequent experiments assume this optimal configuration.
It can be seen that, even if our technique is not designed for single session de-
vice identification, its results are very good. Using only ten sessions or even five
sessions, the corresponding accuracy is about 86%.

Finally, the low standard deviation shown in brackets indicates that the
accuracy is still about the same during the different experiments especially in
the best configrations (dark gray).

Regarding the average sensitivity appearing in table Bl the optimal configu-
ration is still the same and the corresponding accuracy is 65%. This relatively
low result is due mainly to some incorrectly fingerprinted devices. In fact, some
devices are poorly represented in the dataset as shown in figure For in-
stance, a training session size of five and a training set of 40% of sessions results
in a minimal number of [5/0.4] = 13, sessions which is not the case for six
devices (figure Furthermore, this minimal value implies only one training
tree and all learning clustering techniques need more training data for efficiency.
The impact of training set size is studied in the next subsection.

Although comparing identically-sized trees seems more logical and probably
more efficient, this experiment shows the reverse due primary to our comparison
function, which considers the various paths in the trees separately (see equations

®- )-

7.2 Training set size

As it was previously mentioned, the fingerprinting accuracy per device is much
affected by underrepresented devices. We assess the minimal training trees per
device capable of achieving good results. This number varies from 1 to 20 in
figure @l Firstly, if there are at least two trees for each device, the accuracy is
more than 80% in most cases. Thus, a training session size of 5 implies at least
5 x 2 = 10 sessions for the training process, which is reasonable. Going further,
the accuracy is close to 90% for a minimal training set size equals eight.

7.3 Effect of the o parameter

The parameter « is introduced in formula (), and has a potential impact on
fingerprinting accuracy, since it impacts the average delay weight. The higher «
is, the more important are small delay differences. Figure@highlights the impact
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Training Testing session size
session 1 5 10 20 40
size 1 0.682 0.819 0.830 0.805 0.745
(0.009) | (0.013) | (0.013) | (0.031)
5 0.469
(0.028)
10 0.376 0.809
(0.044) (0.011)
20 0.272 0.656 0.821
(0.028) (0.028) | (0.015)
40 0.221 0.469 0.627 0.764
(0.027) | (0.026) (0.030) | (0.037)
< 50% | 50-70% | 70-80% | 80-85% | 85-90% | > 90%
| | h

Table 2: testbed dataset: Average fingerprinting accuracy (standard deviation is put

in brackets)

Training Testing session size
session 1
size 1 0.504
(0.011)
5 0.294
(0.026)
10 0.224 0.550
(0.028) | (0.017)
20 0.145 0.452
(0.021) | (0.050)
40 0.109 0.316 0.399 0.505
(0.028) | (0.030) | (0.032) | (0.050)
< 30% | 30-40% | 40-50% | 50-55%

55-60% | > 60%

Table 3: testbed dataset: Average sensitivity (standard deviation is put in brackets)
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Figure 6: testbed dataset: « parameter impact (testing session size — 10, training
session size = 5)

of o on average accuracy by showing the quartiles. Its shape is a parabola with
smallest, values at the extremities. Broadly, when considering a reference time, a
difference between 1 second and 4 second has to be interpreted differently from
the difference between 56 and 59 seconds. This can be achieved by increasing
«. However, when « is too high, the difference between 0.1 second and 0.2
second could be too discriminatory. This means that the correct trade-off is the
maximal value on figure @l In fact, the values 100, 1000 or 10000 are possible
choices because accuracy is similar. However, we prefer « = 1000 as the median
value is the best, and above all the results are concentrated very close: around
the median. We expect a similar accuracy independent of the sessions selected
for use in the training stage.
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8 Global results

We will consider a train session-size of five and a test-session of ten because
this configuration previously gave the best results. Table B gives all statistics
and results. The initial rows are related to dataset statistics. Considering the
testbed dataset, even when more sessions are selected for the testing process,
the number of testing trees is lower due to a higher test session-size. Each ex-
periment is performed three times for the operator datasets and ten times
for the testbed dataset. Except for the number of trees, which is fixed for
all experiments, the average values are given, with the standard deviation in
brackets. For the operator datasets, only 10% of sessions are used for the
training stage. It is important to note that the standard deviation of maximal
and average heights and cardinality is high. This shows that our experiments
cover many configurations. At the same time, the classification results in the
lower part of the table are stable, as highlighted by a low standard deviation,
demonstrating that our fingerprinting approach is suited to many distinct con-
figurations. Obviously, the TR-FSMs of the operator datasets are higher
and bigger because the datasets are more complete.

Considering the operators, the overall accuracy reaches about 86%, which
is lower than the testbed dataset (91%), due principally to additional noise
on Internet. Moreover, the mutual information coefficient (IC) for the testbed
dataset is very high, indicating that the high accuracy is not due an over-
represented device. However, this coefficient is lower for the operator datasets
because some devices are clearly present ingreater numbers than others, as high-
lighted in Once again, for several devices, the number of sessions is too
low to have complete training sets and so the average sensitivity is concentrated
between 45% and 58%. However, the specificity is always high, meaning that
the misclassified trees are well-scattered among the different devices.

9 Related work

Network and service fingerprinting is a common task that is often used by at-
tackers to design efficient attacks. However, it is also a useful and legitimate
tool for security assessment, penetration testing and monitoring the diversity
of hardware and software on the network. The key assumption is that subtle
differences due to development choices and/or incomplete specification can be
traced back the specific device/protocol stack [I2]. There are two main classes
of fingerprinting scheme: active and passive. Passive fingerprinting monitors
network traffic without any interaction. The most efficient tool for this purpose
is pOf 2], which uses a set of signatures to identify the operating system that
generated a TCP packet. Each signature is based on the specific values in partic-
ular TCP/IP header fields. In contrast, active fingerprinting generates specific
requests directed to a device and monitors the responses. For instance, [13]
implements this scheme in order to detect the operating system and service ver-
sioning of a remote device. A related work is [I4], which describes active probing
and proposes a mechanism to automatically explore and select the right requests
to make. These requests can themselves considered as fingerprints themselves.
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| Metric | Testbed | T1 | T2 | T3 | T4
#Training trees 440 1223 1217 1237 1224
#Testing trees 332 5409 5367 5471 5423
Max 71.95 464.67 | 476.33 | 420.33 431.33
height (32.03) | (41.35) | (38.58) | (30.56) (0.94)
Min 1.9 1.00 1.00 1.00 1.00
height (0.30) (0.00) (0.00) (0.00) (0.00)
Avg 9.53 8.80 8.85 8.70 9.05
height (2.13) (1.53) (1.89) (1.73) (1.38)
Max 89.00 492.67 | 491.17 | 540.84 464.84
card (35.72) | (44.68) | (47.65) | (157.00) | (21.52)
Min 3.95 2.67 2.00 2.00 3.00
card (1.56) (0.47) (0.00) (0.00) (0.00)
Avg 18.97 12.93 12.94 12.85 13.23
card (4.69) (2.68) (3.09) (2.98) (2.56)
Accuracy 0.91 0.81 0.86 0.85 0.83
(0.011) | (0.004) | (0.001) | (0.002) (0.004)
Sensitivity 0.64 0.53 0.58 0.54 0.43
(0.030) | (0.019) | (0.026) | (0.012) (0.015)
Specificity 0.91 0.79 0.81 0.77 0.77
(0.035) | (0.001) | (0.025) | (0.028) (0.028)
Ic 0.87 0.64 0.65 0.65 0.63
(0.012) | (0.001) | (0.001) | (0.003) (0.004)

Table 4: Experimental datasets results (o« = 1000, test session-size = 10, train session-
size = 5). Average values given and standard deviations in brackets
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Fingerprinting might have also another interpretations: for instance [I5] and
[16] focus on the identification on the flow types, unlike our method which aims
to distinguish specific implementation of a protocol.

The fingerprinting of SIP devices has already been addressed in |17, [T8, §].
However all these works consider that it is possible to extract specific SIP fields.
We have addressed a somewhat related topic in [I9], where we looked at the
identification of the different message types used by an unknown protocol and
were able to build up the tracking state machines from network traces. That
approach can serve to build TR-FSMs for an unknown protocol without any
domain-specific knowledge, especially of the grammar of the protocol. Secondly,
we have not until now considered both behavioral and temporal aspects of the
fingerprinting task at the same time. Support vector machines have been already
proposed in the context of network security monitoring and intrusion detection.
For instance, [20] addresses the issue of SVMs in intrusion detection approaches,
while our own previous work [21] showed a VoIP-specific application for SVMs.
None of the previous related work addressed the construction of time based
behavioral fingerprints.

Construction of the state machine of a protocol from a set of examples has
been studied in the past. Although known to be NP complete (see [22],[23] and
[24] for good overviews on this topic), the existing heuristics for this task it are
based on building tree representations for the underlying finite state machine.
In our approach we do not prune the tree and, although the final tree repre-
sentation is dependent on the order in which we constructed the tree, we argue
that the resulting substrees have good discriminative features. We developed a
classification method based on tree kernels in order to take into account the pe-
culiar nature of the input space. Tree kernels for support vector machines have
recently been introduced in [25], [26], [27] and allow the use of substructures of
the original sets as features. Our approach extends this concept in order to be
applicable to the TR-FSMs we defined. In consequence, a new valid kernel is
proposed in this paper.

10 Conclusion

In this paper, we have addressed the problem of fingerprinting devices and/or
implementation stacks. Our approach is based on the analysis of temporal and
state-machine-induced features. We introduced the TR-FSM, a tree-structured
parameterized finite state machine having time-annotated edges. A TR-FSM
represents a fingerprint for device/stack. Several such fingerprints are associ-
ated with a device. We propose a supervised learning method, where support
vector machines use kernel functions defined over the space of TR-FSMs. We
validated our approach using SIP as a target protocol. We will continue this
work in two main directions. Firstly, we will look at other protocols — for
instance wireless protocols — and assess the operational applicability in this
scenario. This would for instance allow the identification of rogue access points
within a large wireless access infrastructure. A second research direction con-
sists of defining other kernel functions specific to the TR-FSMs that allow the
modeling of the probability distribution of transition times at each edge. This
will leverage not only the average transition time for one edge, but also the
underlying probability distribution.
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