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Abstract

There are many situations where distributed control applications have to exchange in-
formation through limited bandwidth communication channels. Examples may be found in
areas ranging from the underwater robotics to the control of satellites clusters. Bandwidth
limitations affect the behavior of these systems. For that reason, there is a strong need for
developing methods that maximize the relevancy of the exchanged control information. In
general, increasing control inputs update frequency improves the disturbance rejection abil-
ities whereas increasing their quantization precision improves the steady state performance
(set point tracking precision for example). However, when the bandwidth is limited, increas-
ing the update frequency necessitates the reduction of the quantization precision and vice
versa. Motivated by these observations, and focusing on the uplink bandwidth limitations,
an approach for the dynamical on-line state-feedback assignment of control inputs quanti-
zation precision and update rate is proposed. This approach, which is based on the model
predictive control (MPC) technique, enables to choose the update rate and the quantization
levels of control signals from a predefined set, in order to optimize the control performance.
A heuristic approach allowing an efficient choice of the elements of this set is proposed.
Practical stability properties of the approach are then studied. Finally, the effectiveness of
the proposed method is illustrated on a simulation example.

Keywords: Quantized systems, networked control systems, model predictive control, prac-
tical stability.
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1 Introduction

Recent years have seen a considerable development in microelectronics. Many small-size
and low cost sensors and actuators, based on the micro-electro-mechanical systems (MEMS)
technology have emerged. The price of the hardware components has continuously de-
creased to make them more affordable. This impacted the price of embedded processors,
such as digital signal processors (DSPs), as well as wired and wireless communication net-
works hardware components. Consequently, designers have an increasing choice of inex-
pensive, ubiquitous and pervasive means of communication, computation, sensing and ac-
tuation, offering considerable opportunities for the development of new distributed control
applications.

These developments make it more and more important to study the interplay between
control theory and information theory, especially when the communications aspects influ-
ence the behavior of the controlled dynamical systems. These communication aspects that
influence the control may be classified into four categories: bandwidth limitations [10,13,15,
18, 27, 30, 33], medium access constraints [6, 11, 22, 25], transmission delays [20, 26, 34] and
information loss [28].

Bandwidth limitations affect many areas such as embedded systems [1], formations con-
trol [2], underwater robotics [29] or large arrays of MEMS [8]. However, the majority of
the works studying the problem of the control over limited bandwidth channels have been
focused on stability issues in presence of quantization and information limitations. Fewer
works addressed the problems of the performance in presence of quantization [19, 24, 32].

The proposed approach is also motivated by practical issues. In fact, as shown in [17], im-
proving the efficiency of a real-time communication protocol amounts to sending messages
with a “maximized” data field. In fact, in all communication networks, protocol frames con-
tain fields with fixed and incompressible length. Gathering the data in the same message
leads to a more efficient use of the communication resources, since it helps avoiding the
fragmentation of the data into several messages and prevents the resulting overhead. This
may be done using a “smart” quantization of the control information.

This paper studies the problem of the control over limited bandwidth communication
channels and focuses on practical stability and performance aspects in presence of infor-
mation limitations. It extends the preliminary results exposed in [4]. The communication
constrains are modeled at the bit level, in bits per second. Using this modeling, we have to
determine the control inputs that have to be updated as well as their quantization precision.
Naturally, handling dynamically the quantization precision requires some communication
resources and some extra computational resources. Consequently, we have to jointly handle
the computational complexity, the protocol bandwidth consumption and performance im-
provements. In order to limit the inherent complexity of the proposed protocol, we suppose
that the quantization precision choices of the input control signals belong to a reduced finite
set. At each sampling period, quantization possibilities may be chosen from this set. We pro-
pose a methodology allowing the construction of this set, in order to ensure the stability and
to comply with the computational requirements. Our approach contrasts with the approach
of [18], where the quantization precision of control signals is fixed. The proposed approach
aims to capture the intuitive idea that high sampling rates improve the disturbance rejection
and the transient behavior whereas the fine quantization improves the static precision near
the origin [15]. At the same time, it allows to dynamically choose the pertinent control infor-
mation to send, knowing the plant state and subject to the communication limitations [5, 6].



2 Trading Quantization Precision for Sampling Rates

This paper is organized as follows. Section 2 describes the considered model of a control
system with communication constraints affecting the transmission of the control inputs to
the actuators. In Section 3, we describe the basic static control and communication scheme,
and investigate its practical stability properties. Then, in Section 4, the MPC algorithm, al-
lowing the dynamical assignment of control signals quantization precision and update rate
is introduced and studied. Finally, in Section 5, simulation results are presented in order to
illustrate the effectiveness of the proposed approach.

2 Problem setting

Consider the discrete-time LTI system described by the state equation

x(k + 1) = Ax(k) + Bu(k), (1)

where x(k) ∈ R
n and u(k) ∈ R

m. We assume that the pair (A,B) is reachable and that the
full state vector x(k) is available to the controller at each sampling period.

The controller is connected to the actuators of the plant through a limited bandwidth
communication channel. At each sampling period, at most R bits can be sent to the actuators
through the communication channel. The considered communication scheme is described in
Figure 1. The control inputs, which are computed by the controller, need to be properly en-

Channel

Decoder

Encoder Controller

Plant
u(k)

(ū(k), p(k))

x(k)

Figure 1: Information pattern

coded before their transmission over the network. This function is performed by the encoder,
which converts these control inputs into a sequence of binary symbols. The transmitted in-
formation is then decoded by the decoder and applied to the inputs of the plant. We assume
that the inputs of the plant are subject to saturation constraints at the actuators, which are
defined by

−Ui ≤ ui(k) ≤ Ui, where Ui > 0 and i = 1, . . . ,m. (2)

In this paper, ‖.‖ denotes a given matrix norm, 0n,m represents the n × m matrix whose
elements are equal to zero and In the n × n identity matrix.

Remark 1 (Down-link resources limitations). The literature addressing the problem of control
under communication constraints mainly considered the down-link resources limitations,
rather than the up-link. For that reason, our contribution may be seen as complementary
approach. For its practical implementation on systems with both down-link and up-link
limitations, the previously proposed methods in the literature may be used in order to ob-
tain a state estimation at the controller, which could be subsequently used in our proposed
approach.
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2.1 Quantization aspects

Quantization is the process of approximating a continuous range of values into a finite set
of discrete values, called reconstruction levels (or quantization levels). In this paper, the quan-
tization is performed using mid-tread uniform quantizers, which are characterized by an odd
number of reconstruction levels (which include the value of zero). Let u be a bounded con-
tinuous scalar signal verifying

|u| ≤ U , U ∈ R
∗
+. (3)

The set of reconstruction levels of the mid-tread uniform quantizer which may be encoded
using M bits (M > 1), given the lower and upper bounds −U and +U , is defined by the
set-valued function

U(M,U) =
{−U + lL(M,U), l = 0, . . . , 2M − 2

}
, (4)

where l is the quantization index and L(M,U) defined by

L(M,U) =
U

2M−1 − 1
(5)

is the quantization step size.

Remark 2 (Odd number of quantization levels). In the definition of the set valued function
U(M,U), we have intentionally chosen to obtain an odd number of reconstruction levels
0, . . . , 2M − 2 instead of having an even number of reconstruction levels 0, . . . , 2M − 1. This
choice was motivated by the need of integrating the zero reconstruction level, which have a
particular signification, from the control point of view.

Given M ∈ N
∗ such that M > 1 and U ∈ R

∗
+, the quantizer Q(M,U) is defined by

Q(M,U) : R −→ U(M,U)
u �−→ c,

such that

c = Q(M,U)(u) =




+U if u > U,

−U if u ≤ −U,

−U +
⌊

u+U
L(M,U) + 1

2

⌋
L(M,U) if − U < u ≤ U.

The quantizer Q(M,U) uniquely associates to a real scalar u ∈ R a nearest neighbor c ∈
U(M,U).

Remark 3. (Quantization when M = 1) When M = 1, the expression (5) is not defined. For
the sake of simplicity in the following discussions, we will assume that when M = 1, for all
u ∈ R, Q(1,U)(u) = 0.

2.2 Information pattern

The number of reconstruction levels of the components of a given control input may vary
over the time according to an optimization policy (which will be developed in Section 0.4).
Consequently, it is necessary for the decoder to identify how to reconstruct the different
components of the control input of the plant from the received binary symbols. To this end,
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the precision vector p(k) ∈ N
m is introduced. The ith component pi(k) of the precision vector

p(k) describes the number of bits that are required to encode all the reconstruction levels of
the quantized control signal ui(k) (using the quantizer Q(pi(k),Ui)). A compact representation
of the precision vector has to be sent to the decoder, together with the control information. To
minimize the necessary decoding information (which is described by p(k)), and to be able to
produce compact representations of p(k), the set P of possible values of p(k) should contain
a limited number of elements.

Let RI and RD be the number of bits which are used to encode respectively the control
information and the decoding information. The communication constraints impose

RI + RD = R. (6)

Then P must verify

P ⊆
{

p ∈ N
m such that

m∑
i=1

pi = RI

}
, (7)

and
|P| ≤ 2RD , (8)

where |P| denotes the cardinality of P.

2.3 Notion of quantization sequence

The notion of communication sequence was introduced by Brokett [11] and generalized by
Hristu [21] in order to quantify the notion of attention [12]. A communication sequence de-
scribes, at each sampling period, which control inputs of the system are updated, assuming
an infinite quantization precision, which represents an idealized situation.

Definition 1 (Periodic communication sequence [21]). A periodic communication δT−1 se-
quence of period T and width m is an infinite sequence (δ(0), . . . , δ(T − 1), . . .) of elements
of {0, 1}m verifying ∀i ∈ N, δ(k + iT ) = δ(k). A periodic communication sequence is fully
characterized by the sequence δT−1 = (δ(0), . . . , δ(T − 1)) corresponding to the first period.

The notion of communication sequence is well suited to model the problems of medium
access arbitration, when quantization aspects are disregarded. In this paper, since quanti-
zation is a main concern, we propose a generalization of the notion of communication se-
quence, to take into account quantization aspects. This leads to the notion of quantization
sequence.

Definition 2 (Periodic quantization sequence). A periodic quantization sequence sT−1 of
period T , width m and maximal precision M is an infinite sequence (s(0), . . . , s(T − 1), . . .)
of elements of {0, . . . ,M}m verifying ∀i ∈ N, s(k + iT ) = s(k). A periodic quantization
sequence is fully characterized by the sequence sT−1 = (s(0), . . . , s(T − 1)) corresponding to
the first period.

Example 1. The sequence

s2 =




 2

1
4


 ,


 1

4
3


 ,


 0

4
2


 ,


 2

1
4


 ,


 1

4
3


 ,


 0

4
2


 , . . .



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is a periodic quantization sequence of period T = 3, width m = 3 and maximal precision
M = 4.

In this paper, precision vectors are restricted to belong to the set P. For that reason, we
will only consider quantization sequences whose components are precision vectors in P.
These particular periodic quantization sequences are called admissible periodic quantization se-
quences. Since P contains only precision vectors that respect the communication constraints,
an admissible periodic quantization sequence implicitly respects the required communica-
tion constraints.

Remark 4 (Communication delays and packet-dropouts issues). The proposed approach could
be easily extended to take into account packet-dropouts which are known in advance (and
which may be easily modeled using the notion of quantization sequence). However, the
problem of the quantized control with unknown packet loss and communication delays is
challenging and is out of the scope of this contribution.

2.4 Performance index definition

The performance of the controlled system (1) is evaluated using a quadratic cost function,
which may be seen as the design specification of its ideal controller.

J(x, u, 0, N) =
N−1∑
k=0

�(x(k), u(k)). (9)

where N is the final time, and

�(x(k), u(k)) =
[

x(k)
u(k)

]T [
Q1 Q12

QT
12 Q2

] [
x(k)
u(k)

]
,

and Q1, Q2 and Q12 are respectively n × n, m × m and n × m matrices. Let

Q =
[

Q1 Q12

QT
12 Q2

]
.

In the following, we assume that Q is positive definite.

3 Static strategy

3.1 Algorithm description

Let sT−1 be an admissible T -periodic quantization sequence. Let Λ be the function defined
by

Λ : {0, . . . ,M}m −→ {0, 1}m

s �−→ δ,

such that {
δi = 1 if si �= 0
δi = 0 if si = 0.
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Let LT−1
s = (Ls(0), . . . , Ls(T−1)) be the periodic sequence of control gains characterizing the

optimal T-periodic controller of system (1) if the communication constraints are described by
the periodic communication sequence δT−1 = (δ(0), . . . , δ(T − 1)) = (Λ(s(0)), . . . ,Λ(s(T − 1))).
In this situation, the optimal controller, taking into account the medium access constraints
modeled by δT−1, is the state feedback control law

u(k) = Ls(k)x̃(k), (10)

where

x̃(k) =
[

x(k)
u(k − 1)

]
.

The control gains sequence LT−1
s may be derived using the approach described in [6].

Remark 5 (Control gains and communication constraints). The control gains Ls(k) are de-
signed to take into account the communication constraints δi(k) = 0 =⇒ ui(k) = ui(k − 1)
(i.e. if δi(k) = 0, then the ith line of Ls(k) verifies Lsi,n+i(k) = 1 and Lsi,j(k) = 0 for j �= n+ i).

To each admissible T -periodic quantization sequence sT−1, a periodic control gains se-
quence LT−1

s , derived as mentionned previously, may be associated. A simple approach for
controlling the system (1) is to use the following control algorithm

p(k) = s(k)
v(k) = Ls(k)x̃(k)
ui(k) = Q(pi(k),Ui) (vi(k)) if pi(k) �= 0
ui(k) = ui(k − 1) if pi(k) = 0.

(11)

This algorithm is called static strategy, because it is based on a fixed periodic quantization
sequence, in opposition to the adaptive strategy, that will be described in the Section 0.4.

3.2 Practical stabilization using the static strategy

In this subsection, we are interested in the practical stability properties of the static strategy.
Since the control inputs can only take a finite number of values, achieving the asymptotic
stability is practically impossible. In fact, in its seminal paper [14], Delchamps has proved
that when the input of the system passes through a quantizer having a finite number of
quantization levels, then the set of trajectories that correspond to the asymptotic stability
has Lebesgue measure zero. This fundamental result motivates the use of practical stability
for the studied problem. In the following, the main definitions that are related to the stability
notions that will be considered in this paper are reviewed.

Definition 3 ((W,V )-stability [16]). Let V and W be two compact sets of R
n+m containing

the origin in their interiors and such that V ⊆ W . System (1)(2)(11) is called (W,V )-stable if

• W is positively invariant for system (1)(2)(11),

• for all x̃(0) ∈ W , there exists k0 (function of x̃(0)) such that any state trajectory of
(1)(2)(11) with initial condition x̃(0) satisfies x̃(k) ∈ V for all k ≥ k0.

Furthermore, system (1)(2)(11) is called (W,V )-stable in N -steps if k0 ≤ N .
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Assume that system (1), is uniformly exponentially stable using the control law (10). Let
η > 0 and Bη the ball defined by

Bη =
{
x̃ ∈ R

n+m, such that ‖x̃‖ ≤ η
}

. (12)

When system (1)(10) is uniformly exponentially stable, a question that arises is whether it is
possible to guarantee the ultimate boundedness of the trajectories of system (1)(2)(11) to any
desired final set Bη, if its inputs are quantized with a sufficiently high precision. However,
due to the possibility of saturation of the control inputs, this ultimate boundedness property
may not be verified if the initial extended state is situated in some regions of R

n+m, where
even the non quantized system (1)(2)(10) subject to control inputs saturations may not be
stabilizable. For that reason, and due to these saturation constraints that are considered in
the proposed problem formulation, the latter question is reformulated in terms of (W,V )-
stability. Consider the following perturbed system

x(k + 1) = Ax(k) + Bu(k) + Bw(k). (13)

Assume that the disturbance w(k) belongs to a convex and compact set W . The disturbance
w(k) may be seen as a model of the quantization error and its effect on the system.

Several methods have been proposed in the literature for computing robustly positively
invariant sets, for example [9, 23, 31]. Let F be the set of states that do not lead to the satura-
tion of the control commands using the control law (10). The set F is defined by

F =

{
x̃ ∈ R

n+m such that ∀k ∈ {0, . . . , T − 1}, Ls(k)x̃ ∈
m∏

i=1

[−Ui, Ui]

}
. (14)

Let Gγ the greatest convex and compact set in F that is robustly positively invariant for the
perturbed system (13)(2)(10) and for bounded disturbances w(k) belonging to Wγ defined
by

Wγ = {w(k) ∈ R
m such that for all k ∈ N, ‖w(k)‖ ≤ γ} . (15)

Under these assumptions, the set Gγ is positively invariant for system (1)(2)(11) if the “quan-
tization error” is less than or equal to γ. The (Gγ ,Bη)-stability of system (1)(2)(11) is ad-
dressed in the following theorem.

Theorem 1 ((W,V)-stability of the static strategy). For all ε > 0, if system (1)(10) is uniformly
exponentially stable, and the set G ε

ϕ
(as previously defined) is robustly positively invariant for the

system(13)(2)(10), where ϕ is a constant that depends on the plant model (1), the controller (10) and
ε, then there exists p0 ∈ N such that system (1)(2), controlled by the control law (11) that is based
on the periodic quantization sequence p0 × sT−1 and the periodic control gains sequence LT−1

s is
(G ε

ϕ
,Bε)-stable.

Proof. Let γ > 0. Let x̃(0) ∈ Gγ be the initial condition of system(1)(2)(11) and x̃(k) its
extended state at instant k. Assume first that Gγ is robustly positively invariant for the
system(13)(2)(10). Let p ∈ N and v(k) = Ls(k)x̃(k). The quantization error e(p)(k) is defined
for i ∈ {1, . . . ,m} by

e
(p)
i (k) =

{
Q(p×si(k),Ui)(vi(k)) − vi(k) if si(k) �= 0,
0 if si(k) = 0.
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Let

Ā(k) =
[

A 0n,m

0m,n 0m,m

]
+
[

BLs(k)
Ls(k)

]
.

At a given discrete instant k, the extended state x̃(k) of system(1)(11) verifies

x̃(k) = Φ(k, 0)x̃(0) +
k−1∑
i=0

Γ(k, i)e(p)(i), (16)

where

Φ(k, i) =




k−i∏
j=1

Ā(k − j) if k > i,

In+m if k = i,

(17)

and

Γ(k, i) =




(
k−i−1∏
j=1

Ā(k − j)

)
B if i < k − 1,

B if i = k − 1,
0n,m if i = k.

(18)

The norm ‖.‖ being a matrix norm, we may write

‖x̃(k)‖ ≤ ‖Φ(k, 0)‖ ‖x̃(0)‖ +
k−1∑
i=0

‖Γ(k, i)‖
∥∥∥e(p)(i)

∥∥∥ . (19)

Since Gγ ⊆ F and Gγ is positively invariant for system (1)(2)(11), then the control inputs
corresponding to any state trajectory starting from x̃(0) ∈ Gγ never saturate. Consequently,
the quantization error converges to zero as p tends to infinity. Hence, for any desired worst-
case quantization error γ, there exists p0 ∈ N such that

∀p ≥ p0,∀k ∈ N,
∥∥∥e(p)(k)

∥∥∥ ≤ γ.

For p ≥ p0,

‖x̃(k)‖ ≤ ‖Φ(k, 0)‖ ‖x̃(0)‖ +
k−1∑
i=0

‖Γ(k, i)‖ γ. (20)

Let ε′ sufficiently small and verifying 0 < ε′ < ε. Let M = max
x̃∈F

‖x̃‖. Since system (1)(10)

is uniformly exponentially stable, then Φ(k, 0) converges exponentially to zero as k tends to
infinity. Consequently, there exists k

′
0 ∈ N such that ∀k ≥ k

′
0, ‖Φ(k, 0)‖ ≤ ε′

2M . Furthermore,
we have

k∑
i=0

‖Γ(k, i)‖ = ‖Φ(k, 1)B‖ + ‖Φ(k, 2)B‖ + . . . + ‖Φ(k, k)B‖ + ‖B‖

≤ (‖Φ(k, 1)‖ + ‖Φ(k, 2)‖ + . . . + ‖Φ(k, k)‖ + 1) ‖B‖ .

(21)

The uniform exponential stability of system (1)(10) implies that there exists two positive
constants c and β < 1 such that for all i

‖Φ(k, i)‖ ≤ cβk−i , for k ≥ i.
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Consequently

k∑
i=0

‖Γ(k, i)‖ ≤ ‖B‖ (1 + c

k∑
i=0

βk−i) = ‖B‖ (1 + c

k∑
i=0

βi) = ‖B‖ (1 + c
1 − βk+1

1 − β
).

Since the sequence dk =
k∑

i=0
‖Γ(k, i)‖ is increasing and upper bounded by the convergent

sequence ‖B‖ (1 + c 1−βk+1

1−β ), then it is convergent too. Let

ϕ′ = lim
k→+∞

k∑
i=0

‖Γ(k, i)‖ .

It follows that there exists k
′′
0 ∈ N such that ∀k ≥ k

′′
0 ,

∣∣∣∣ k∑
i=0

‖Γ(k, i)‖ − ϕ′
∣∣∣∣ ≤ ε′

2γ . Let k0 =

max(k
′
0, k

′′
0 ). Consequently,

∀k ≥ k0, ‖x̃(k)‖ ≤ ε′

2M ‖x̃(0)‖ + (
ε′

2γ
+ ϕ′)γ ≤ ε′ + ϕ′γ. (22)

Chossing ϕ = ϕ′ε
ε−ε′ and γ = ε

ϕ , the theorem is proved.

Theorem 1 states conditions that guarantee the positive invariance of the extended state
as well its the ultimate boundedness to a given ball including the origin, using the static
strategy.

4 Model predictive control

4.1 Algorithm description

Assume that a set C of admissible periodic quantization sequences is defined (a method
for the construction of this sequence will be presented in Section 4.2). Then, the problem
of the integrated control and communication may be solved on-line using the model pre-
dictive control algorithm. The model predictive control is an elegant solution to tackle the
hybrid aspect of the considered model, where both the control inputs and the quantization
frequency decisions need to be determined at each sampling period. Model predictive con-
trol was successfully applied to the control of hybrid systems [3] and to the problems of
integrated control and medium access allocation [6].

Using the MPC approach, an optimization problem is solved at each sampling period, in
order to determine both the control inputs of the plant u(k) and their quantization precision
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p(k). This problem is formulated as in the set of equations (23) below.


min
sT−1∈C

N−1∑
h=0

� (x̂(k + h|k), û(k + h|k))

subject to
x̂(k|k) = x(k)
û(k − 1|k) = u(k − 1)
and for all h ∈ {0, . . . , N − 1} , for all i ∈ {1, . . . ,m}
p̂(k + h|k) = s(h)
v̂(k + h|k) = LsT−1(h)

[
x̂T (k + h|k) ûT (k + h − 1|k)

]T
ûi(k + h|k) = Q(p̂i(k+h|k),Ui) (v̂i(k + h|k)) if p̂i(k + h|k) �= 0
ûi(k + h|k) = ûi(k + h − 1|k) if p̂i(k + h|k) = 0
x̂(k + h + 1|k) = Ax̂(k + h|k) + Bû(k + h|k)

(23)

Using this approach, the control performance J(x̂, û, k,N + k) over a horizon of N (which
is assumed to be a multiple of T ) is predicted, for the |C| communication sequences of C.
x̂(k + h|k) and û(k + h|k) constitute the predicted values of x(k + h) and u(k + h), for a
given quantization sequence sT−1 and associated control gains sequence LT−1

sT−1 . p̂(k + h|k)
represents the quantization precision of the predicted inputs û(k + h|k). If p̂ i(k + h|k) = 0,
then the predicted control input û(k + h|k) cannot be updated. Consequently, its previous
value û(k + h − 1|k) will be maintained. Control inputs ui(k + h|k) which have to be up-
dated (i.e. whose precision vectors satisfy p̂i(k + h|k) �= 0) are computed by the application
of the quantization map Q to the ith element of the result of the state feedback operation
v̂(k + h|k) = LsT−1(h)

[
x̂T (k + h|k) ûT (k + h − 1|k)

]T . The solution of this optimization
problem is the admissible periodic quantization sequence sT−1∗ = (s∗(0), . . . , s∗(T − 1))
that minimizes the cost function J(x̂, û, k, k + N) subject to the communication constraints.
According to the MPC philosophy, the precision vector and control inputs at instant k are
respectively given by

p(k) = p̂∗(k|k) = s∗(0), (24)

and {
ui(k) = û∗

i (k|k) = Q(pi(k),Ui) (v̂∗i (k|k)) if pi(k) �= 0
ui(k) = ui(k − 1) if pi(k) = 0,

(25)

where
v̂∗(k|k) = LsT−1∗ (0)x̃(k). (26)

In the following, we will represent the model predictive control law (23)(24)(26)(25), when
based on a given set of admissible periodic quantization sequences C, by the function κC (x̃(k))
of the extended state x̃(k).

The choice of the set C plays an important role in ensuring the practical stability and
performance improvements. In the following, a heuristic method for choosing the elements
of the set C is proposed. To simplify the notation, the cost function J(x̂, û, k, k + N) will be
simply denoted by J(x̃, s), where s is the quantization sequence that is used (as well as its
associated control gains sequence) to evaluate the predicted values x̂ and û. It may be also
denoted as J(x̃(k),U(k)), where U(k) = (û(k|k), . . . , û(k + N − 1|k)) is a sequence of control
inputs that determine the evolution of the system from state x̃(k) and the associated cost.
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4.2 A heuristic approach for the choice of quantization sequences

Action domains

In order to simplify the presentation, and without loss of generality, we assume that

RI = bM, (27)

where M represents the maximal precision of the digital-to-analog converters, generally con-
sidered as the “infinite precision”, and b is the maximal number of control inputs that may
be sent with the maximal precision M , during the sampling period. Let a1,Q = (a1, . . . , aQ)
be a sequence of increasing integers such that a1 = 1 and ∀i ∈ {1, . . . , Q}, ai divides M .
Let S(m,M) be the set of periodic quantization sequences of width m and maximal preci-
sion M . Based on the sequence a1,Q, it is possible to characterize Q remarkable sub-sets of
S(m,M). These particular subsets are called action domains. Formally, the lth action domain
Al, l ∈ {1, . . . , Q} is the set of all quantization sequences sTl−1 = (s(o), . . . , s(Tl − 1)) such
that ∀i ∈ {1, . . . ,m}, ∀k ∈ {0, . . . , Tl−1}, si(k) ∈ {M

al
, 0}. This means that in the lth action do-

main, alb inputs may be updated with the precision M
al

. The first action domain A1 represents
the quantization sequences that update the minimal number of plant inputs with the max-
imal precision M . The last action domain AQ represents the set of quantization sequences
that update the maximal number of plant inputs with the minimal precision M

aQ
.

Basic sequences

Let Γ∗(r) be an optimal offline periodic communication sequence that minimizes the H2

norm of the system, assuming that at most r control inputs may be updated during the
sampling period with an infinite quantization precision. An efficient method for obtaining
optimal and suboptimal solutions (with a guaranteed error bounds) to this optimization
problem, using the branch and bound algorithm, was proposed in [7]. The generated opti-
mal offline communication sequences, using this method, are only dependent on the intrinsic
characteristics of the system. In order to further reduce the computational requirements of
the algorithm, the search is restricted to the most relevant quantization sequences. To this
end, to each action domain, a particular quantization sequence, called basic sequence, is as-
signed. More formally, to action domain Al, a basic sequence sl

B is associated according to
the following relation

sl
B =

M

al
Γ∗(bal). (28)

Although this assignment is suboptimal since the optimization is performed assuming an
infinite precision of the control inputs; it allows assigning the update rate of the different
control signals according to the systems’s dynamics. In fact, solving offline the problem
of finding the optimal quantization sequence in the sense of the H2 performance index is
very complex, since it suffers from the curse of dimensionality. The assumption of an infi-
nite quantization precision considerably reduces this complexity, since convex optimization
problems may be used inside the optimization algorithm (i.e. bouding phase of the branch
and bound algorithm), instead of searching over all the possible discrete values of the con-
trol inputs, which increase exponentially with the quantization precision. In the following,
we will denote by Cl the set of admissible periodic quantization sequences that are obtained



12 Trading Quantization Precision for Sampling Rates

by the circular permutation of the basic sequence sl
B. Unless stated otherwise, the set C that

will be used by the proposed MPC algorithm is defined by

C =
Q⋃

l=1

Cl.

4.3 Attraction properties of the MPC

Theorem 1 stated the conditions allowing to guarantee the ultimate boundedness to a given
ball including the origin, using the static strategy. Corollary 1 showed that it is possible to
refine this neighborhood of the origin if the quantization precision is increased. When the
MPC algorithm is used, an interesting question is to determine the conditions under which
the MPC will allow to perform the tradeoff between quantization precision and update rates
and to “attract” the system to the smallest ball around the origin in steady state, while im-
proving the convergence rate by changing action domains in transient states. The notion of
attraction is formalized in the following definition.

Definition 4 ((W,V)-attraction). Let W a compact set and V a set containing the origin in its
interior and verifying W ∩ V = ∅. System (1)(2) controlled by a control law κ(x̃(k)) is called
(W,V)-attractive if for all trajectory starting in W (i.e. verifying x̃(0) ∈ W ), there exists a time
instant k0 such that x̃(k0) ∈ V .

A system is called (W,V )−attractive when any trajectory starting in W is driven in a
finite time to V . A (W,V )−stable system is (W,V )−attractive, but the reciprocal is not neces-
sarily true. In the following, sufficient conditions under which these attraction properties are
verified, are stated. But before stating these results, the following technical lemma is needed.

Lemma 1 (Characterization of the (W,V)-attraction). Assume that there exists a control law
κ(x̃(k)), a positive definite function P (x̃) of the extended state of the closed loop system (1)(2) (con-
trolled by κ), and a compact set W that does not contain the origin and such that for all x̃(k) ∈ W ,
∆P (x̃(k)) = P (x̃(k + 1)) − P (x̃(k)) < 0. Let V = {x̃ ∈ R

n+m − W for which there exists ỹ ∈
W such that P (x̃) < P (ỹ)}. If x̃(0) ∈ W , then there exists an instant k0 such that x̃(k0) ∈ V .

Proof. The proof is performed by contradiction. Let x̃(0) a given initial state in W . Assume
that for all k ∈ N, x̃(k) ∈ W . Since W is compact (and consequently closed) and does not
contain the origin, then there exists δ < 0 such that max

x̃∈W
∆P (x̃) = δ. Therefore, at any instant

k,

P (x̃(k)) = P (x̃(0)) +
k∑

i=1

(P (x̃(i)) − P (x̃(i − 1))) ≤ P (x̃(0)) + δk.

Consequently, when k −→ +∞, P (x̃(k)) −→ −∞, which contradicts the fact that P (x̃(k))
is a positive definite. For that reason, we conclude that there exists a time instant k0 such
that x̃(k0) /∈ W . Since P (x̃(k)) is strictly decreasing for k ≤ k0, then necessarily P (x̃(k0)) <
P (x̃(0)). Thus, x̃(k0) ∈ V .

Lemma 1 shows that when a positive definite function of the state is strictly decreasing
along the trajectories of the system in a region W that does not contain the origin; the state
cannot stay indefinitely in this region and must approach the origin. This Lemma will be the
basis for proving the attraction properties of the MPC algorithm.
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Let P (x̃(k)) = J(x̃(k),U∗(k)). The function P (x̃(k)) represents the cost function that is
minimized by the MPC algorithm and will play the role of a “Lyapunov function”. By con-
struction, P is a positive definite function. We have the following result.

Theorem 2 ((W,V)-attraction of the MPC law κCl
). Let ξ > 0. Let

W = {x̃ ∈ R
n+m such that P (x̃) ≤ ξ}

and V two compact sets of R
n+m containing the origin in their interiors and such that V ⊆ W . Let

ε be a small positive number, W̄ = {x̃ ∈ W such that �(x, κCl
(x̃)) ≥ max

x̃v∈V
�(xv , κCl

(x̃v)) + ε} and

V̄ = W − W̄ . If the (W, V̄ )-stability in N -steps of system (1)(2) is ensured by the static strategy
based on any quantization sequence sl ∈ Cl, and if the horizon N of the MPC algorithm is chosen
such that N > N , then the MPC algorithm κCl

is (W̄ , V̄ )-attractive.

Proof. Let η̄ = max
x̃v∈V

�(xv, κCl
(x̃v)). At time step k = 0, the solutions of the open-loop opti-

mal control and communication problem are U∗(0) = (û∗(0|0), . . . , û∗(N − 1|0)) and s∗. The
control input that will be applied to the plant, according to the receding horizon philosophy
will be u(0) = û∗(0|0). At time step k = 1, the sequence Ǔ(1) = (û∗(1|0), . . . , û∗(N |0)) is a
feasible sequence, where û∗(N |0) is defined for i ∈ {1, . . . ,m} by

û∗
i (N |0) =

{
Q(s∗i (N),Ui) (v̂∗i (N |0)) if s∗i (N) �= 0,
û∗

i (N − 1|0) if s∗i (N) = 0,

and
v̂(N |0) = Ls∗(N)[x̂∗(N |0) û∗(N − 1|0)]T .

The associated cost is

J(x̃(1), Ǔ (1)) = J(x̃(0),U∗(0)) − �(x(0), u(0)) + �(x̂∗(N |0), û∗(N |0)). (29)

Since the static strategy based on the quantization sequence s∗ ∈ Cl ensures (W, V̄ )-stability
in N -steps of system (1)(2), and knowing that N > N , then x̂∗(N |0) ∈ V̄ . Consequently, by
construction of V̄ , �(x̂∗(N |0), û∗(N |0)) < η̄. We may write

P (x̃(1)) − P (x̃(0)) = J(x̃(1),U∗(1)) − J(x̃(0),U∗(0))

≤ J(x̃(1), Ǔ (1)) − J(x̃(0),U∗(0))
< −�(x(0), κCl

(x̃(0))) + η̄.

(30)

This reasoning remains true for all other instants k > 0. The positive definite function P
associated to the MPC control law is then strictly decreasing when x̃(0) ∈ W̄ ⊆ {x̃ ∈
R

n+m such that �(x, κCl
(x̃)) > η̄} . By construction, W̄ is compact, does not contain the origin

and verifies W̄ ∩ V̄ = ∅. Consequently, applying the previous lemma, there exists an instant
k0 such that x̃(k0) /∈ W̄ and P (x̃(k0)) < P (x̃(0)) ≤ ξ, thus, x̃(k0) ∈ V̄ .

Theorem 2 states the conditions under which any trajectory starting in W̄ is driven in
finite time to V̄ , using the MPC law κCl

. Let G the set of extended states that can be pratically
stabilized by at least one static strategy (as defined by the previous heuristic approach). G is
formally defined by

G =
Q⋃

i=1

GM
ai

.
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In the following, to simplify the notion, let J(x̃, li) = min
s∈Ci

J(x̃, s). Let Ri be the region defined

by
Ri = {x̃ ∈ G such that for all j > i, J(x̃, li) < J(x̃, lj)} .

It is easy to see that regions Ri (i ∈ {1, . . . , Q}), form a partition of G. An interesting question
is whether the MPC algorithm κC is able to ensure the attraction of any trajectory starting in
G to a desired ball Xf . Theorem 3 provides sufficient conditions to ensure this property. To
simplify the notation, let R0 = Xf .

Theorem 3 (Convergent switching between action domains in the MPC law κC). If R1 ⊂
R2 ⊂ . . . ⊂ RQ and if the MPC algorithm κCl

ensures (Rl,Rl−1)-attraction of system (1)(2) for
1 ≤ l ≤ Q, then system (1)(2), controlled by the MPC control law κC is (G,Xf )-attractive.

Proof. (R1, . . . ,RQ) form a partition of G. For that reason, there exists l ∈ {1, . . . , Q} such
that the extended state x̃ belongs to region R l. Consequently, by construction of the MPC
algorithm κC , as long as the extended state x̃ belongs to R l, the MPC algorithm κCl

will be
applied, until the extended state reaches a region Rj with j �= l. The (Rl,Rl−1)-attraction
implies that this region is necessarily included in Rl−1. Consequently, j < l. Applying recur-
sively the same reasoning to the region Rj , the theorem is proved.

In simulation, it is observed that when the prediction horizon is sufficiently large, adding
more elements to C leads to a better control performance. However, if the set C is reduced to
C = {s1

B , . . . , sQ
B}, proving the (W,V)-stability becomes easy, as stated in the following result.

Corollary 1 (Convergent switching between action domains in κC for C = {s1
B , . . . , sQ

B}). If
R1 ⊂ R2 ⊂ . . . ⊂ RQ and if the static strategy sl

B ensures (Rl,Rl−1)-stability of system (1)(2)
for 1 ≤ l ≤ Q, then system (1)(2), controlled by the MPC control law κC for C = {s1

B , . . . , sQ
B} is

(G,Xf )-stable.

The proof may be easily established following the same lines as the previous one.

5 Simulation results

Consider the continuous-time LTI system defined by the state and input matrices

Ac =




Acs 0 0 0
0 Acs 0 0
0 0 Acs 0
0 0 0 Acs


 and Bc =




Bcs 0 0 0
0 Bcs 0 0
0 0 Bcs 0
0 0 0 Bcs


 ,

where

Acs =
[

0 110
−900 10

]
and Bcs =

[
0

210

]
.

The system is composed of four independent and identical second order open-loop unstable
subsystems, with eigenvalues 5 ± 314.6j. The design criteria of the ideal controller for the
closed-loop of each subsystem are defined by the matrices Qcs = Diag(30, 10) and Rcs =
0.01. The communication channel linking the controller to the four distant actuators has a
bandwidth of 10 kbps, which means that every 2 ms, at most 20 bits of information can be
sent to the actuators.
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Figure 2: Global system responses obtained for the basic sequence of action domain A1

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14
−0.05

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

Time (s)

x
1
,
x

3
,
x

5
an

d
x

7

Second action domain

 

 

Subsystem 1
Subsystem 2
Subsystem 3
Subsystem 4

Figure 3: Global system responses obtained for the basic sequence of action domain A2
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Figure 4: Global system responses obtained for the basic sequence of action domain A3

Based on these bandwidth constraints, choosing M = 20, and using the heuristic ap-
proach of the previous section, three action domains A1, A2 and A3 are associated to the
global system, and corresponding to the sequence a1,3 = (a1, a2, a3) = (1, 2, 4). Since the
four subsystems are identical, the basic sequences that are associated to each action domain
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are defined by

s1
B =






20
0
0
0


 ,




0
20
0
0


 ,




0
0
20
0


 ,




0
0
0
20


 , . . .


 ,

s2
B =






0
10
0
10


 ,




10
0
10
0


 ,




0
10
0
10


 ,




10
0
10
0


 , . . .


 ,

and

s3
B =






5
5
5
5


 ,




5
5
5
5


 ,




5
5
5
5


 ,




5
5
5
5


 , . . .


 .

The static strategy is first evaluated. In the simulation results (depicted in Figures 2, 3 and 4),
the control performance corresponding to the application of the basic sequences s1

B , s2
B and

s3
B (of action domains A1 A2 and A3) is evaluated and compared. In these simulations, the

global system is started from the initial condition [0.4 0 0.4 0 0.4 0 0.4 0]T and disturbed
at t = 59 ms. It may be observed that the response corresponding to the basic sequence
s1
B presents an oscillatory behavior, resulting from the effect of the long effective update

period (which is equal to 8 ms). These oscillations disappear when the basic sequence s2
B

is used. Using the basic sequence s3
B further improves the disturbance rejection capabilities

as well as the response time of the systems, but lead to a degradation of the steady state
performance (chaotic behavior near the origin). The main observation that we learn from this
example is that using a high action domain improves the transient behavior whereas using
low action domain improves the steady state precision. Performing a switching between
these actions domains in an automatic and clairvoyant way will allow to take advantage
of the benefits of each action domain and to improve the control performance by trading
quantization precision for update rates.

The MPC algorithm is next evaluated. The used MPC algorithm was designed using the
heuristic approach of the previous section. According to this approach, the set C shall contain
the basic sequences s1

B × RI
M , s2

B × RI
M and s3

B × RI
M as well as their circular permutations. The

cardinality of C (i.e. the number of used quantization sequences) is equal to 7. For that reason,
3 bits must be reserved to the encoding of the decoding key. Consequently, the parameters
RI and RD were chosen such that

RI = 16 and RD = 3.

The set P containing the possible precision vectors (corresponding to this choice of C) is
defined by

P =







16
0
0
0


 ,




0
16
0
0


 ,




0
0
16
0


 ,




0
0
0
16


 ,




0
8
0
8


 ,




8
0
8
0


 ,




4
4
4
4






The control gains that are associated to each quantization sequence were derived in the same
way as for the static strategy.
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Figure 5: Global system responses obtained for the MPC algorithm (left) and used action
domains (right)
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Figure 6: Quantization precision of control signals
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Global system responses corresponding to the use of the MPC algorithm are depicted
in Figure 5 (left). It may be observed that using the MPC approach, the tradeoff between
precision and rapidity is performed. The advantages resulting from the usage of each ba-
sic sequence are achieved. The oscillations caused by the long update period as well as the
chaotic behavior near the practical stability region are eliminated and the response to the un-
predictable disturbances improved. These improvements are due to a more intelligent choice
of the number of quantization levels of the control signals, which are allocated according to
the state value of the system. The time evolution of the used action domains is depicted in
Figure 5 (right). It may be observed that when the four systems are disturbed at the same
time, the MPC algorithm chooses the send at the same time the control inputs to the four
systems, using a precision vector from the first action domain. As long as the systems are
stabilized, precision vectors from the second and finally from the third action domain are
chosen. The corresponding quantization precision of the different control signals is depicted
in Figure 6.

6 Conclusion

In this paper, the problem of the control over limited bandwidth communication channels
was studied. A finely grained model was adopted, ensuring the respect of the bandwidth
constraints and allowing the characterization of the influence of the update frequency and
quantization precision on the control performance. A simple static strategy was first pro-
posed, and its (W,V)-stability properties studied. An efficient approach for the improvement
of disturbance rejection capabilities and steady state precision was then proposed. This ap-
proach dynamically assigns the quantization precision of the control signals in order to im-
prove the control performance, taking into account the communication and computation re-
quirements of the introduced dynamic protocol. It naturally allows handling LTI systems
with multiple inputs. Sufficient conditions for ensuring the practical stability of this ap-
proach were stated. Finally, the proposed approach was evaluated and illustrated through a
numerical example.
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