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Méthode de Conception Compositionelle avec les
Chaines de Markov avec Contraintes

Résumé :Une théorie de spécification combine les notions de spéiiicat implé-
mentation avec des relations de satisfaction et raffingreenh ensemble d’opérateurs
qui permettent une conception incrémentale. Nous propgasoanouvelle abstraction,
les chaines de Markov avec contraintes, et les utilisons ganstruire une théorie de
spécification pour les chaines de Markov. Les chaines dedvarkec contraintes gé-
néralisentd’autres abstractions plus anciennes en aatdrdes contraintes arbitraires
sur les distributions de probabilité. Notre théorie estrengére théorie de spécifi-
cation pour les chaines de Markov close sous conjonctiamposition paralléle et
synchronisation. De plus, tous les opérateurs et relaiidreduits sont calculables.

Mots-clés : Raisonnement Compositionel, Probabilités, CMC



Compositional Design Methodology with Constraint Markdweihs 3

S1 Sy Si NSy
H <190 23 . H > 160
0,1/2 H > 160 y, H <190 W <90 H <190
[m o0 [m e W > 60 @ o > H > 160
' <t - W <90 W > 60

(a) IMCs S1 andS2 (b) CMC S1 A So

Figure 1: IMCs: non-closure under conjunction

1 Introduction

In this paper we introducgonstraint Markov ChainfCMCs) as a foundational speci-
fication formalism for component-based development of pbdlistic systems. In par-
ticular, we provide constructs on CMCs supporting refinetm@nsistency checking,
logical as well as structural composition of specificatierall indispensable ingredi-
ents for a compositional design methodology.

Over the years several process algebraic frameworks haregreposed for de-
scribing and analysing probabilistic systems based on Mafkhains and Markov
Decision Processes, e.gl_[12,[1] 20]. Also, a variety of abdlstic logics have
been proposed for expressing properties of such systems,RCTL [9]. Both ap-
proaches support refinement between specifications usitguganotions of proba-
bilistic (bi)simulation (e.g.,[[8,-15]) and logical entaient (e.g. [[11]). Whereas the
process algebraic approach favors structural compogian parallel composition),
the logical approach favors logical combinations (e.gidalgconjunction). Neither of
the two approaches supports both structural and logicaposition.

For functional analysis the notion of Modal Transition ®yss (MTS) [17] pro-
vides a useful specification formalism supporting refinetmeenwell as logical and
structural composition and with recent applications tceetfatce Theories [18, 22].
Generalizing the notion of Modal Transition Systems to tbhe-functional analysis of
probabilistic systems, the formalism of Interval Markove@is (IMCs) was introduced
in [15] with notions of satisfaction and refinement geneialj probabilistic bisimula-
tion. Informally, an IMC extends the notion of Markov Chaimg having transitions
labelled byintervals (open or closed) of allowed probabilities rather than irdinal
probabilities.

In more recent work, IMCs have been subject to further stadyeaker (yet sound)
refinement for IMCs is introduced][8], and model checkinggedures for PCTL for
such systems are consideréd|[24[8, 6]. In a very recent Wiizglkd composition
operation has been studied for IMCs augmented with may arst transitions very
much in the spirit of [17].

However, the expressive power of IMCs is inadequate to stifymoh logical and
structural composition. To see this, consider two IMSsand.S;, in Figure[l spec-
ifying different probability constraints related to theidgpet (H) and weight (W) of a
given random person. Attempting to express the conjundiion Ss as an IMC by
simple intersection of bounds gives < 1/2, 1/6 < 2z, < 1/2,1/8 < 23 and
1/6 < z4. However, this naive construction is too coarse and doesadetjuately
capture conjunction: wheredsy, 22, z3,24) = (1/2,1/6,1/8,5/24) is a solution
to the above constraints the resulting overall probabdityeaching a state satisfy-
ing H> 160, i.e. z; + z2 = 2/3, clearly violates the upper bourid2 specified in
S1. What is needed is the ability to express dependencies battte probabilities
21, 22, 23, 24 besides that of being a probability distribution, iz 4 zo + 23 + 24 = 1.

RR n° 6993
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Obviously, the correct conjunctive combination is expeelsby the three constraints
21+ 22 < 1/2,1/8 < 23+ 24,1/6 < 29 + z4, exceeding the expressive power of
IMCs. Similarly, simple examples demonstrate that IMCsals® not closed under
parallel composition.

Constraint Markov Chains (CMCs) are a further extension aefdv Chains al-
lowing arbitrary constraints on the next-state probabsifrom any state. Whereas
linear constraints suffice for closure under conjunctiamiypomial constraints are, as
we shall see, necessary for closure under parallel conpositVe define notions of
satisfaction and (weak) refinement for CMCs conservatiegtgnding similar notions
for IMCs. In particular, as a main theorem, we prove that fetedministic CMCs the
notion of weak refinement is complete with respect to thausioln of implementation-
sets. In addition, we provide a construction, which for a5 returns a determin-
istic CMC p(S) containingS with respect to weak refinement. Finally, we show that
refinement between CMCs with polynomial constraints candigded in essentially
single exponential time.

2 Constraint Markov Chains

Let A, B be sets of propositions with C B. Therestriction of7' C B to A is given by
Tla=TNA. T C 28 thenT a= {W|4| W € T}. ForV C A define theextension
of Vto BasT18= {W C B | W|a= T}, so the set of sets whose restrictionAas
T. Liftit to sets of sets as follows: " C 24 thenT 8= {W C B | W|4€ T}. Let
M € [0,1]"** be a matrix and: € [0, 1]*** be a vector. We writd/;; for the cell in
ith row andjth column ofM, M, for the pth row of M, andz; for theith element of

x. Finally, M is acorrespondence matriff 0 < Z?Zl Ay <1foralll <i<n.

Definition 1 A Markov Chain (MC in short)s atuple({1,...,n},0, M, A, V), where
{1,...,n} is a set of states containing the initial stateA is a set of atomic proposi-
tions,V : {1,...,n} — 24 is a state valuation, and/ € [0, 1]"*" is a probability
transition matrix:Z;l:1 M;; =1forl1 <i<mn.

We now introduceConstraint Markov Chain§CMCs in short), a finite representation
for a possibly infinite set of MCs. Roughly speaking, CMCseyatize MCs in that,
instead of specifying a concrete transition matrix, thely aonstrain probability values
in the matrix. Constraints are modeled usinghearacteristic functionwhich for a
given source state and a distribution of probabilities alviag the state evaluates to
1 iff the distribution is permitted by the specification. Samly, instead of a concrete
valuation function for each state canstraint on valuations used. Here, a valuation
is permitted iff it is contained in the set of admissible alans of the specification.

Definition 2 A Constraint Markov Chains a tuple S = ({1,...,k},0,p, A, V),
where{1,...,k} is a set of states containing the initial staie A is a set of atomic
propositions,V : {1,...,k} — 22" is a set of admissible state valuations. and
0:{1,...,k} — [0,1]* — {0,1} is a constraint functiorsuch that ifo(j)(z) = 1
then ther vector is a probability distribution0) < z; <1 ande‘:1 x; = 1.

An Interval Markov Chain(IMC in short) [15] is a CMC whose constraint functions
are represented by intervals, so forial i < k there exist constants;, 3; such that

o(j)(x) = 1iff 2; € [, Bi]-

INRIA
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ExampPLE 1. Two parties, a customer and a vendor, are discussing a design
relay for an optical telecommunication network. The relsaylesigned to amplify an
optic signal transmitted over a long distance over an optierfi The relay should
have several modes of operation, modeled by four dynarmichtnging properties
and specified by atomic propositionsb, ¢, ande (see Figuré 2a).

The customer presents CM& (Figure[2B) specifying the admissible behavior of
the relay from their point of view. States are labeled wittnfolas characterizing sets
of valuations. For instancé€,(a + b+ ¢ > 2) A (e = 0)” at state2 of S; represents
V1(2) = {{a,b},{b,c},{a,c},{a,b,c}}, wherea, b, ¢, ande range over Booleans.
State 1 specifies a standby mode, where no signal is emittedrdy marginal power
is consumed. State 2 is the high power mode, offering a hggiaknoise ratio, and
hence a high bitrate and low error rate, at the expense of & Ipigwer consumption.
State 3 is the low power mode, with a low power consumptiom blidrate and high
error rate. The customer prescribes that the probabilityhaf high power mode (state
2) is higher tharp.7.

The vendor replies with CM@;, (Figure[2d), which represents possible relays that
they can build. Because of thermal limitations, the low pomvede has a probability
higher than0.2.

A stateu of S is reachablefrom a state if there exists a probability distribution,
oravectorr € [0, 1]*, with a nonzero probability,,, which satisfies(i)(z). ACMC
S is deterministiciff for every statei, states reachable fromhave pairwise disjoint
admissible valuations:

Definition 3 LetS = ({1,...,k}, 0,9, A, V) be a CMC.S is deterministidff for all
statesi,u,v € {1,...,k}, if there existse € [0, 1]* such that(p(i)(x) A (2., # 0))
andy € [0, 1]* such that(¢(i)(y) (Ay, # 0)), then we have that (u) NV (v) = 0.

In our example boths; and S, are deterministic specifications. In particular states
2 and3, reachable from in both CMCs, have disjoint constraints on valuations (see

Figure2).

We relate CMC specifications to MCs implementing them, byeding the def-
inition of satisfaction presented in [15] to observe theuasibns constraints and the
full-fledged constraint functions. Crucially, like 15]enabstract from syntactic struc-
ture of transitions—a single transition in the implemeioatMC can contribute to
satisfaction of more than one transition in the specificaty distributing its proba-
bility mass against several transitions. Similarly many &hsitions can contribute to
satisfaction of just one specification transition. Thisis&tbution of probability mass
is described by correspondence matrices. Consider trefioly example:

ExXAMPLE 2. We illustrate the concept of correspondence matrix betv@&mifica-
tion Sy (given in Figure[2b) and Implementatidh (given in Figurd 2k). The CMG;
has three outgoing transitions from state 1 but, due to cairgtfunction in1, the tran-
sition labeled withr; cannot be taken (the constraintimplies = 0). The probability
mass going from state 1 to states 2 and 3ncorresponds to the probability allowed
by S; from its statel to its state2; The redistribution is done with the help of the
matrix A given in Figurd2h. Théth column inA describes how big fraction of each
transition probability (for transitions leaving 1) is assiated with probabilityz; in .Ss.
Observe that the constraint functign (1)(0,0.8,0.2) = ¢1(1)((0,0.7,0.1,0.2) x A)

is satisfied.

RR n° 6993
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ber< 107 The bit error rate is less than 1 per billion bits transmitted
br > 10Gbits/s | The bit rate is higher than 10 Gbits/s.
c P < 10W Power consumption is less than 10 W.
e Standby The relay is not transmitting.

(a) Atomic propositions in the optic relay specifications

(a+b+c>2)A(e=0)

p1(1)(z) = (1 =0) A (x2 > 0.7) A (z2 + 23 =33(1)(y) = (y1 =0) A (y3 > 0.2) A (y2 +yz = 1)

(b) CMC S, the customer specification of (c) The manufacturer specificatiofig, of the
the optic relay optic relay

(e) Another Markov ChairP; satisfying.Sy
andsSs

(a+b+c>2)A(e

0)

(e=1)Ala=b=c=0)

[(a+b+c§1)\/
((a=0)A(b=c=1))]

Lpg(l, 1)(2) = [(V] zZ1,5 = 0) AN (22,2 + 22,3 > 07) A(e=0)
A (22,2 4 22,3+ 23,2 + 23,3 = 1)] pa(l)(z) = (1 =0) A (x2 > 0.7)
A [(Vi, zi1 = 0) A (22,3 + 23,3 > 0.2)] A(xz3z > 0.2) A (z2 + 23 = 1)
(f) Conjunction S3 of S; and S2. Con- (9) CMC 54 generalizingSs, soS3 < Sy
straints on propositions, pairwise conjunc-
tions (intersections) of constraints 8f and
Sa, are left out to avoid clutter
0 0
0 0 O 0 1
0 1 0 = _
A A=[0 ~v 1—v
0 1 0 0 0 1
0 01 0 0 1
(h) Correspondence for initial states B (i) Weak refinement for initial states ¢fs
andS1 andSy

Figure 2: Examples

INRIA
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Definition 4 LetP={{1,...,n},op, M, Ap,Vp)beaMCands=({1,...,k},o0s, ¢,
Ag,Vs) beaCMCwithd, C A,. ThenR C {1,...,n} x{1,...,k}is asatisfaction
relationbetween states @t and S iff whenevep R u then (1)Vp(p)l as € Vs(u), and
(2) there exists a correspondence mathixe [0, 1]"** such that (a) foralll < p’ <n

with M, # 0, Zle Ay = 1; (b) p(u)(M, x A) holds and (c) ifA,,,, # 0then
R

We write P |= S iff there exists a satisfaction relation relating andog, and call
P animplementatiorof S. The set of all implementations & is given by[S] =
{P | P = S}. Rows ofA that correspond to reachable states’cdlways sum up to
1. This is to guarantee that the entire probability mass plémentation transitions is
allocated. For unreachable states, we leave the corresgpmavs inA unconstrained.
P may have a richer alphabet thanin order to facilitate abstract modeling: this way
an implementation can maintain local information usingraerinal variable.

Remark 1 Our semantics for CMCs follows the Markov Decision procédBR in
short) semantics tradition [24] 6]. In the literature, thed® semantic is opposed to the
Uncertain Markov Chain (UMC in short) semantics where thelyaility distribution
from each state is fixed a priori.

3 Consistency, Refinement and Conjunction

We now study the notions of consistency, refinement, anducatipn for Constraint
Markov Chains.

3.1 Consistency

A CMC S is consistentf it admits at least one implementation. We now discuss
how to decide consistency. A stateof S is valuation consisteniff V' (u) # 0; it

is constraint consisteriff there exists a probability distribution vectar € [0, 1]***
such thatp(u)(xz) = 1. Itis easy to see that éach stateof S is both valuation
and constraint consistent théhis also consistent. However, inconsistency of a state
does not imply inconsistency of the specification. The dfi@mna presented later in
this paper may introduce inconsistent states, leaving atmumeif a resulting CMC

is consistent. In order to decide whethteiis inconsistent, local inconsistencies are
propagated throughout the entire state-space usprgrang operators that removes
inconsistent states frorfi. The result3(S) is a new CMC, which may still contain
some inconsistent states. The operator is applied itetgtiuntil a fixpoint is reached.

If the resulting CMC3*(.S) contains at least one state th&iis consistent. Als& has
the same models &5 (5).

We defines formally. LetS = ({1,...,k},0,¢, A, V). If ois locally inconsis-
tent then let3(S) = (. If S does not contain inconsistent states th&®) = S.
Else proceed in two steps. First fof < k define a functionv : {1,...,k} —
{L,1,...,k’}, which will remove inconsistent states. All locally incdstent states
are mapped taL.. Foralll < i < ktakev(:) = L iff (V(i) = 0) VvV (Vo €
[0,1]%, (i)(x) = 0)]. All remaining states are mapped injectively irto, . .., k'}:
v(i) £ L = Vj#1i, v(j) #v(i). Thenlets(S) = ({1,...,k'},v(0), ¢, A, V'},
whereV’(i) = V(v~1(i)) and for alll < j < k' the constraint’(5)(y1, - - ., yx) is:

RR n° 6993
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E|ZE17 ey Tk S.t.
vig) =1L = z,= 0} and [Vl <ISKE, y = xv*l(l)]

and [ga(l/fl(j))(xl, . ,xk)}
The constraint makes the locally inconsistent states ghedde, and then is dropped
as a state.

Theorem 1 LetS = ({1,...,k},0,0, A, V)} beaCMC and3*(S) = lim, .o, 57(S5)
be the fixpoint of3. For any MCP, we have (1P = S < P E g(S) and (2)
[S] = 18" (9]

3.2 Refinement

Refinemeris a concept that allows to “compare” two specifications. gtdyspeaking,
if S; refinesSs,, then any model of; should also be a model &. In [15], Jonsson
and Larsen have proposed a notion of strong refinement betWies. This definition
extends to CMCs in the following way.

Definition 5 Let5’1 = <{1, ey k/’l}, 01,1, Al, ‘/1) andSQ = <{1, ceey kg}, 02, P2,
Ay, V3) be CMCs withA; C A;. The relationR C {1,...,k1} x {1,...,ka2}is
a strong refinement relatiobetween states ¢f; and S, iff whenevern R u then (1)
Vi(v)]4,C Va(u) and (2) there exists a correspondence matkixc [0, 1]¥1%*2 such
that for all probability distribution vectors: € [0, 1]***1 if o (v)(x) holds then (a)
x; #£0= Zfil A;; = 1; (b) p2(u)(z x A) holds and (c) ifA,,, # 0thenv' Ru'.
We say tha5; strongly refinesSs iff 01 R os.

It is easy to see that strong refinement implies implemeortatet inclusion. How-
ever, the converse is not true. The strong refinement impmséged-in-advance”
witness matrix regardless of the probability distributgatisfying the constraint func-
tion. We propose aveak refinementhat is complete for deterministic CMCs. Our
definition generalizes the one proposed_in [8] for IMCs.

Definition 6 Let5’1 = <{1, ey k/’l}, 01,1, Al, ‘/1) anng = <{1, ceey kg}, 02, P2,

As, Vo) be two CMCs, withds C A;. ThenR C {1,...,k} x {1,...,k2} isa
weak refinement relatioiff whenevew R u then (1)V; (v)] 4, < Va(u) and (2) for any
probability distribution vector: € [0, 1]***1 such thatp; (v)(z), there exists a matrix
A € [0, 1]*>*2 such that (a) for allS; statesl < i < ky, z; #0 = Zf; Ay =
1; (b) w2 (u)(z x A) and () Ay # 0 = v Ru'. We say that CMGS; (weakly)
refinesS,, written S; < S, iff 01 R 0.

It is easy to see that the weak refinement implies implemientaet inclusion (see
Appendix[A81 for a formal proof). Showing the converse isreninvolved. We
postpone it to Sectidd 5.

ExampLE 3. Figure[Ziillustrates a family of correspondence matricesameterized
by v witnessing the weak refinement between initial stateS;odind S (defined in
Figure [2). The actual matrix used in proving the weak refinentepends on the
probability distribution vector that satisfies the constraint functign of state(1,1).
Takey = 07*% if 200 < 0.7andy = 08;% otherwise. It is easy to see that if
v3((1,1))(2) holds, thenp,(1)(z x A) holds.

INRIA



Compositional Design Methodology with Constraint Markdweihs 9

3.3 Conjunction
Conjunctionis a useful operation combining requirements of severalifipations.

Definition 7 Let Sy = ({1,...,k1},01,1, 41, V1) and Sy = ({1,...,ka}, 02, ¢a,
As, Vo) be two CMCs. The conjunction 6f and Ss, written S; A S, is the CMC
S = <{1, .. .,k/’l} X {1, ceey kg}, (01702), (‘D,A, V> with A = A1 U AQ, V((U,U)) =
Vi (u)T4 NV (v)T4, and

P((u, ) (1,1, 1,2, -« s T2,15 e vy Thoy hy) =

ko ko k1 k1
‘pl(u)(z T1js--es Zxkl,j) A ‘PQ(U)(leﬁh RN in,kz)'
j=1 j=1 i=1 i=1

Conjunction is an operation that conserves determinisrmemdintroduce inconsistent
states (see Examile 3 below) and thus a use of conjunctiaidshormally be followed
by applying the pruning operatgr As we already said in the introduction, the result of
conjoining two IMCs is not an IMC in general, but a CMC whoseastaint functions
are linear.

ExAamMPLE 4. Figure[2f depicts a CMCS; expressing the conjunction of IMCH
and S, (see Figure§ 2li=2c). The constraint; + 23 3>0.2 in state(1, 1) cannot be
expressed as an interval.

Finally, the following theorem shows the conjunction of tgpecifications coin-
cides with their greatest lower bound with respect to thelkwefinement (also called
shared refinemeht

Theorem 2 Let Sy, S and S5 be three CMCs. We havéS; A S2) < S1) A ((S1 A
SQ) = 52) and(Sg = Sl) A\ (Sg = 52) = Sg = (Sl A\ SQ)

4 Compositional Reasoning

Let us now turn to studying composition of CMCs. We start kscdssing how systems
and specifications can be composed in a non-synchroniziggtivan we introduce a
notion of synchronization. The non-synchronizindependentomposition is largely

just a product of two MCs (or CMCs). We begin with compositaMCs.

Definition 8 LetS; = <{1, . ,nl}, 01, M/, Al, ‘/1> and52 = <{1, . ,712}, 02, ]\4”7
Ay, Va) be two MCs and supposé, NAs = (. The parallel composition of; and
P is the MCP; H Py, = <{1, . ,nl} X {1, .. .,712}, (01702),M,A1 UA27V> where:
M € [0, 1](n1><n2)><(n1 xnz2) is such thaﬂ\/[(p’q)(7.7s) = MI’)T . Mély andV((p,q)) =
Vi(p) U Va(q).

We now define independent parallel composition between CMCs

Definition 9 LetS, = <{1, ey kl}, 01, L1, Al, ‘/1> andSQ = <{1, ceey kg}, 02, 2,

Ay, V5) be CMCs withd; N As = ). The parallel composition df; and.S; is the CMC
Sy I Sy — (1,.... k1)
><{17 Ceey k’g}, (017 02)7 ©, A1UA2, V), Wheregp((u,v))(zljl, 21,25+ 221y zkhkz) =
Jr1, ., Ty, Y1, -5 Uk, € [0,1] such thatv(i, j) € {1,...,k1} x {1,... ka} we
haveziyj =i Yj and<p1 (U)(IL‘l,

cn ) = ()Y, uk) = 15 Finally, V((u,0) = {@1U Q2 | @1 €
Vi(u), Q2 € Va(v)}.

RR n° 6993
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ncoyd @ Qb o AD s @ G

“'!‘(( li)%)il . s W(: [3:“] aeHabehy Q=G0 (ehbch(abie)) GS)("L‘”’\ - 0 Q)2-C.) ten
o) wn NG () 4y ) sie =NED) (o))
(a) Two CMCsS and b)ys | s’ () Synchronizer (d) (S || S') A
S’ Sync Sync

Figure 3: Synchronization

Composition preserves determinism. It is worth mentioniiveg IMCs are not closed
under composition. Consider IMGsand S’ given in Figurd-3a and their composition
S || S’ given in Figure3b. Assume first that | S’ is an IMC. As a variabley;;

is the product of two variables;, andy,, if S || S’ is an IMC, then one can show
that the interval forz;; is obtained by computing the products of the bounds of the
intervals over whichz; andy; range. Hence, we can show that € [0,1/2], 212 €
[0,1/3],201 € [1/6,1],222 € [0,2/3]. Let [a,b] be the interval for the constraint
z;j, it is easy to see that there exists implementatignsf S; and/, of S, such that

I || I, satisfies the constraify; = a (resp. z;; = b). However, while each bound
of each interval can be satisfied independently, some pointtse polytope defined
by the intervals and the constrailt z;; = 1 cannot be reached. As an example,
considerzi; = 0,212 = 1/3, 201 = 1/3, 200 = 1/3. Itis clearly inside the polytope,
but one cannot find an implementatiérof S || S’ satisfying the constraints given by
the parallel composition. Indeed, haviag = 0 implies thatz; = 0 and thus that
zZ12 = 0.

Theorem 3 If S7, S4, S1, Se are CMCs ther5] < S7 A S, <S5 implies Sy || S5 =<

Sy || S2, so the weak refinement is a precongruence with respect &lpacomposi-
tion. Consequently, for any M@3 and P, we have thaf, =51 A P, =S5 implies
P[Py | S1 Se.

As alphabets of composed CMCs have to be disjoint, the coitiposloes not
synchronize the components on state valuations like ifgafly done for other (non-
probabilistic) models. However, synchronization can bleoiuced by conjoining the
composition with asynchronizera single-state CMC whose constraint function re-
lates the atomic propositions of the composed CMCs.

ExampLE 5. The CMCS || S’ of Figure[3b is synchronized with the synchronizer
Sync given in Figure[3k. Sync removes fromS || S’ all the valuations that do not
satisfy(a = d) A (b = —c¢). The resulting CMC is given in FigufeBd. Observe that
an inconsistency appears in Stdtie 1). This is because there is no implementations
of the two CMCs that can synchronize in the prescribed wagelmeral inconsisten-
cies like this one can be uncovered by applying the prunirgyatpr, which would
return an empty specification. So synchronizers enabledisy of incompatibilities
between component specifications in the same way as it iskioowon-probabilistic
specification models.

The following theorem states that synchronization is asswe with respect to com-
position.

Theorem 4 Let 51, S; and S5 be three CMCs with pairwise disjoint sets of propo-
sitions A;, A, and As. LetSync,,; be a synchronizer oved; U A, U A3 and let
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Sync,, be the same synchronizer with its set of propositions @stlitoA4; U A,. The
foIIowing hO|dS[[[((Sl H Sg) A\ Syncu) || 53] A\ Syncug]] = [[(Sl H So H 53) A\ 5123]].

5 Deterministic CMCs

Clearly, if allimplementations of a specificatiéh are also implementations of a spec-
ification So, then a designer can consider the former to be a proper stemgg of the
latter. IndeedsS; specifies implementations that break no assumptions thdtemade
about implementations &f,. Thus implementation set inclusiaa desirable refine-
ment for specifications. Unfortunately, it is not directiynsputable. However, as we
have already said, the weak refinement soundly approxintatdad that approxima-
tion been complete, we would have an effective decisiongoce for implementation
set inclusion. Indeed this is the case for an important sigiscbf specifications: the
one of deterministic CMCs. We introduce the definitionSifgle Valuation Normal
Form, which plays an important role in both the determinizatitgoathm and in the
proof of completeness.

Definition 10 A CMC is in aSingle Valuation Normal Forri all its admissible valu-
ation sets are singleton ¥ (i)| = 1 for eachl < i < k).

Itturns out that every consistent CMC (except those that haare than one admis-
sible valuation in the initial state) can be transformed itie normal form preserving
its implementation set. Due to space constraints, the pofyal time normalization
algorithm can be found in AppendixA.7.

We now present a determinization algorithm that can be agpb any CMCS
whose initial state is a single valuation set. This algonittelies on normalizing the
specification first, and otherwise applies an algorithm Wihksembles determinization
of automata. The result of the algorithm is a new CMC whosekehplementations
includes the one of. This weakening character of determinization resembles th
known determinization algorithms for modal transitiontsyss [3].

Definition 11 Let S = ({1,...,k},0,¢, A, V) be a consistent CMC in the single
valuation normal form. Letn < k andh : {1,...,k} — {1,...,m} be a surjection
such that (1}1,...,k} = Uyeqr,...mph ' (v) and (2) for alll < i # j < k, if there
existsl < u < kandz,y € [0,1]* such thatp(u)(x) Az; # 0) and (p(u)(y) Ay; #
0), then(h(i) = h(j) <= V(i) = V(j)); otherwiseh(i) # h(j). A deterministic
CMC for S'is the CMCp(S) = ({1,...,m}, 0, ¢, A, V') whereo’ = h(0),V1 <i <
k,V'(h(i)) = V(i), and for eachl < i <m,

‘Pl(i)(yla---,ym) =3r1,..., 2,

V (125 <m oy = Y w) Aplu)en, o)

weh=1(4) veh=1(j)
Theorem 5 Let S be a CMC insingle valuation normal fornwe haveS < p(5).

As weak refinement implies inclusion, a direct consequerfcEheoremd is that
[S] <€ [p(S)]-

We now state the main theorem of the section.
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Theorem 6 LetS1 = <{1, ey kl}, 01, L1, Al, ‘/1> andSQ = <{1, ceey kg}, 02, P2, AQ,
V%) be two consistent single valuation normal form determioiSMCs withA; C A;.
We havei[Sl]] - [[Sg]] = 5 < 9s.

Proof :

We present a sketch of the proof and refer to AppendixJA.8 @dfimils. We construct
the refinement relation by relating all pairs of statesSefand S for which implemen-
tation inclusion holds. LeR C {1,...,k1} x {1,..., k2} such thatv R w iff for all
MC I and statep of I, p = v = p | u. As we consider pruned CMCs, there exist
implementations for all states. Then the usual, albeit dersnpnd long in this case,
coinductive proof technique is applied, showing that tl@ktion is indeed a weak
refinement relation.

The crucial point of the argument lies in proving the clospreperty — i.e. that if
an S; stateu advances possibly t@ then indeed the corresponding statef S, can
also advance to’ and the(u’, v") pair is in R. In other words that implementation
inclusion of predecessors implies the implementatiorusioh of successors. This is
proven in an ad absurdum argument, roughly as follows. Asstimat there would
exist an implementatiolf of " which is not an implementation of. Then one can
construct an implementatiod’ of « which evolves ag’. This implementation would
not implement’ but it could implement some other stateSef This case will be ruled
out by requiring determinism and a normal form $f. Then the only way fof” to
evolve is to satisfy’ which contradicts the assumption thtis not an implementation
ofv'. O
Observe that since any consistent CMC with a single valoatidnitial state can be
normalized, Theorefd 6 holds everbif andsS, are not in single valuation normal form.
We conclude that weak refinement and the implementationsketsion coincide on the
class of deterministic CMCs with at most single valuatiothia initial state.

6 Constraints and Decidability

In the definition of CMCs, no particular type of constrairgémplied, and nothing can
be said, for instance on the decidability of refinement. Fst éirder constraints over
reals all our operators and relations are computable [28]e@l more tractable classes
of constraints can be considered: interval, linear or potgial constraints. Interval
constraints are of the forp(i)(z) = A; ai; < z; < B;;. Linear constraints are of the
formo(i)(x) = 2 x C; < b; whereC; is a matrix and; a row vector. Polynomial con-
straints are first order formulas of the foxpti)(z) = 3y, A; sign(F;;(z,y)) = oi;
with P;; being polynomials of arbitrary degrees ang € {—1, 0, +1}. These classes
have increasing expressiveness, and yet what really gisshes them is their closure
properties with respect to the independent parallel anguoction composition op-
erators. Indeed, only the class of polynomial constramtdased under independent
parallel composition, as polynomial equations of the fasm— z;y; = 0 are intro-
duced in the resulting constraints. Concerning the cottionoperator, only the linear
and polynomial classes are closed under this compositienabqr, as the resulting
constraints are of the form(i, j)(z) = ¢1(7)(x x M1) A p2(j)(x x My) which in
general are not interval constraints.

We now consider the refinement checking problem between CWi@spolyno-
mial constraints: Givery; and.S;, two CMCs with polynomial constraints and less
thann states and polynomials of degred, decide whethelS; refinesS,. It re-
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duces to checking the validity ¢#(n?) instances of the following first order formula:
Y, p1(i)(z) = 3A, p2(j)(z x A) /\/\i’ (Zj/ Ajjr =T1) A /\i/,j/(i/Rj/ V Ay =0)
where constrainf\;, >~ Ai; = 1 relates to axiom 2.a of definiti¢n 6, under the as-
sumption that an unreachable dummy universal state istéts@r S,. Deciding the
validity of such formulas can be done by quantifier elimioati The cylindrical al-
gebraic decomposition algorithri] [4], implemented in sal/eymbolic computation
tools (for instance, Maplé [26]) performs this quantifiemghation in time double ex-
ponential in the number of variables, even when the numbgquafhtifier alternations

is constant[[b]. With this algorithm, refinement can be dediéh timeO(n222"2).
However, considering constraintscontain only existential quantifiers, quantifier al-
ternation is exactly one in our case, and there are quarglfiremation algorithms that
have a worst case complexity single exponential only in thelmer of variables, al-
though they are double exponential in the number of quanéfternations([2]. Using
this algorithm, refinement can be decided in tid@2s"" d"°).

Deciding whether a CMC is deterministic is of particular mnfance since refine-
mentis not complete in the class of non-deterministic CM@bthat determinization is
an abstraction in general. Determinism of a CMC with polyramonstraints can also
be decided in time single exponential in the size of the CMGweVer, this problem
becomes polynomial when restricting constraints to bealineequalities. Consider a
CMC S with linear constrainte(i)(xz) = « x C; < b;. Recall that CMCS is deter-
ministic if and only if for all states, j such that < j, V(i) NV (j) # () implies for
allk, {z|lz x Cy < bp Az; =0} =0or{yly x Cx <bx Ay; =0} = 0. This can be
decided in polynomial time using Fourrier-Motzkin elimtitan [23].

7 Related Work and Concluding Remarks

We have presented Constraint Markov Chains—a new mode¢fesenting a possi-
bly infinite family of Markov Chains. Unlike the previous ampts[15[ 8], our model
is closed under many design operations, including comipasiind conjunction. We
have studied these operations as well as several classioglasitional reasoning prop-
erties, showing that, among others, the CMC specificatieorthis equipped with a
complete refinement relation (for deterministic specifara), which naturally inter-
acts with parallel composition, synchronization and canjion.

Two recent contribution§[8, 14] are strongly related tostheesults. Fecher et
al.[8] propose a definition of weak refinement for Intervalriktay Chains that is
coarser than the refinement defined’in/ [15] (see also Defifiioere). They also give
a model checking procedure for PCTL [7] and Interval Markdwa®s. Our definition
of weak refinement coincides with theirs for Interval Markoains, which are a sub-
class of CMCs. Very recently Katoen and coauthor$ [14] hateneled Fecher’s work
to InteractiveMarkov Chains, a convenient model for performance evaiadfio,[13].
Their abstraction uses the continuous time version of viatévlarkov Chaing[16] aug-
mented with may and must transitions, very much in the spfr{L7,[21]. Parallel
composition is defined and studied for this abstraction,év@wvconjunction has been
studied neither in [8] nor ir [14].

In future, it would be of interest to design, implement andleate efficient algo-
rithms for procedures outlined in this paper. We would alke to define a quotient
relation for CMCs, presumably building on results preseiie[19]. The quotienting
operation is of particular importance for component re@ee could also investigate
applicability of our approach in model checking proceduirethe same style as Fecher
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and coauthors have used Interval Markov Chains for modelkihg PCTL [8]. Finally
the model presented ih [[L4] can probably be extended froemials to more general
constraints.
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A Proofs

The following appendix contains proofs of the most essépt@ms. It is to be re-
viewed at the discretion of the programme committee.

A.1 Correspondance matrices
Definition 12 (®, ®) Define the following operations :

1. IfA €[0,1]**7 andA’ € [0, 1]**" are two correspondance matrices, we define
A" =A@ A byA” € 0,170 and Ay, ) = Ay - Al

2. IfA € [0,1)**7and A’ € [0, 1]"** are two correspondance matrices, we define
A" =A©AN byA” € [0, 1]EDX@) and Ay, o= Ay, - AL

Lemmal 1. LetA € [0,1]**?andA’ € [0, 1]‘1” be two correspondance matri-
ces. The matrix)\” = A x A’ is a correspondance matrix;

2. LetA € [0,1]¥*2 and A’ € [0,1]**" be two correspondance matrices. The
matrix A” = A ® A’ is a correspondance matrix;

3. LetA € [0,1]**7 and A’ € [0,1]"** be two correspondance matrices. The
matrix A” = A ® A’ is a correspondance matrix;

Proof:

1. Letl<i<kandl <j<r.We haveﬁ;’j = ERAT A . Thus,

q T q r
ZA” ZZAm A=A A = ZlAm . (ZIA;”.)
n= 1=

j=1 j=1n=1 n=1j=1
q
=Y App-1<1
n=1

2. Letl <i<kand(j,n) € {1,...q} x{1,...r}. We haveA”

i(jm) Aij ’ A;n
Thus,

q T
Z 1(] n) — ZZ z(] n) — ZZAU . A/

(4,m)e{l,...q}x{1,...r} j=1n=1 j=1n=1
q
=28y Z Al <
j=1 n—1

3. Let(i,j) € {1,...k} x{1,...r}and(n,p) € {1,...q} x {1,...s}. We have

" Y
A(ivj)(n,p) = A Ajp' Thus,

S

q s
Z A/(/m’)(nap) - Z Z Ain - A, = (Z Ain) - (Z Ajy)
(n,p)e{1,...q} x{1,...s} n=1p=1 n=1 p=1
<1.
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A.2 Proof of Theorem[d

Proof:

LetS = ({1,...,k}, 0,0, A, V) be a CMC (with at least an inconsistent state) and
P ={{1,...,n},op, M, Ap,Vp) be a MC. LetS" = ({1,...,k'},0, ¢/, A, V') =
B(S). If 3(S) is empty, then botly and3(S) are inconsistent.

Consider a functiom for removing inconsistent states (one exists because énere
inconsistent states), such thidt< k andforalll <i <k, v(i) =1 < [(V(i) =
D)V (Vo € [0,1)%, —p(i)(x))] andv(i) # L = Vj # i, v(j) # v(i). We first prove
thatP = S <= P = 5(9).

= Suppose tha = S. Then there exists a satisfaction relatiGh such that
op Ro. Define the relatiolR’ C {1,...,n} x {1,...,k'} such thatpR' v
iff there existsu € {1,...,k} such thatp Ru andv(u) = v. Itis clear that
op R o’. We prove thaR’ is a satisfaction relation. Let, u, v such thatp R
andv(u) = v.

— Asv(u) # L, we have by definition that’(v) = V(u), thusVp(p)la€
V'(v).

— Let A € [0,1]"** be the correspondence matrix witnessin® u. Let
A €0, 1]"*’“' such thatA , = Ag,-1(,)- Itis clear thatA’ is a corre-
spondence matrix. We first show that

vu' € {1,... .k}, (wu') = 1) = (Vg€ {1,...,n}, Agw =0). (1)

Letu € {1,...,k} such thatv(v') = L, and suppose that there exists
qg € {1,....,n}, Ay # 0. ASA is a correspondence matrix, we have
gRu'. ThusVp(q)|la€ V(u'), which means that' (u’) # (), and there
existsA” such thatp(u')(M, x A”). Thus, there exists € [0, 1]1** such
that o(u')(x). As a consequence, we cannot haye’') = L, which is a
contradiction, thus[{{).

We now prove thaR’ satisfies the axioms of a satisfaction relation.
1. Letp’ € {1,...,n} such that),, # 0. This implies, by definition,
k K
thatzjzl Ap’j =1.We haVEjzl A;’j = Zre{l kY | v(r)#L Ap’T'

By Cll),Zre{l,...,k} | v(r)#L Apr = Zf:l Aprr = 1.

2. Lety = M, x A’ € [0,1]"¥ andz = M, x A € [0,1]'*F. We
know thatp(u)(z) holds. Moreover, by{1), if(¢) = L, thenz, = 0,
andforalll € {1,...,k'}, yi = z,-1(;). Clearly, this implies that
¢’ (v)(M, x A’") holds.

3. Letp’,v" € {1,...,n} x {1,...,k"} such thatA], , # 0. We have
AL = Ay # 0, thus there exista’ € {1,...,k} such that

p' R’ andv(u') = o'. Finally p’ R’ v'.

Finally, R’ is a satisfaction relation such thaf R’ o', thusP |= 3(5).
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< Conversely, the reasoning is the same, except that we ndsvAirom A’ say-
ing thatAg, = 0if v(v) = LandAg, = A) ) else.

We have proved that is implementations-conservative, thus the fixpoint @éri-
fies the same property.
O

A.3 Proof of Theorem[2

LetS; = <{1, .. .,kzl},ol, @1,141,‘/1), Sy = <{1, ceey kg},OQ,(pQ,AQ, ‘/2> andS; =
<{1, ey k/’3}, 03,
3, As, V3) be three CMCs. We want to prove that

1. ((Sl A 52) =< Sl) A ((Sl A\ SQ) = SQ);

2. (53 = Sl) A\ (53 = SQ) = 53 < (51 A SQ)

Proof:

We separately prove the two items of the theorem.

1. LetS1 A S, =5 = <{1,,k1} X {1,...,k2},0,(p,A,V>.
LetR C ({1,...,k1} x{1,...,ko}) x {1,...,k1} such thatlu,v) Rw <=
u = w. We will prove thaiR is astrong refinement relation. Let € {1,... %}
andv € {1,...k2}. We have(u,v) Ru. By definition ofS, we also have
V((w,v)la,= (V@)1 nVa(0)14)]4, € Va(w).
Let A € [0,1]Fk2xM such thatA; ;) ; = 1and A ), = 0if k # i. By
definition, we have/(i, j), S5L, A e = 1. As a consequence is cor-
respondance matrix. We now prove that it satisfies the axmfnassatifaction
relation for (u, v) R u.

(@) If z € [0,1]1*k1k2 s such thatp((u,v))(z), it implies by definition that
p1(u) (52 715,
LR 4) = ei(w)(z x A) holds.

(b) If Aqyr vry,wr # 0, we have by definition’ = w" and (v, v") Ru/'.

From (a) and (b), we conclude th& is a strong refinement relation. Since
(01,02) R o1, we haveS; A Sy < S;. By symmetry, we also hagg A Se < Ss.

2. Suppose that; < S; and S3 < S,. By definition, there exist two refine-
ment relationsRy; C {1,...,ks} x {1,....ki} and Ry C {1,...,k3} X
{1, ceey kQ} such thabg R101 andOg Ro 0. LEtS; ASy =5 = <{1, ceey kl} X
{1,...,ka}, 0,0, A, V).

LetR C {1,...,ks} x ({1,...,k1} x {1,...,k2}) such thatu R(v,w) <=
u Ry vandu Ry w. We now prove thak is a refinement relation.

Consideru, v, w such thatu R(v, w).

(a) By definition, we hav&s(u) |4, < Vi(v) and V3(u) [ 4,C Va(w). As a
consequencéz(u)| AC V((v,w)).
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(b) Letz € [0,1]'**s such thatpz(u)(z). Consider the correspondance ma-
trices A € [0, 1]%3>*1 and A’ € [0, 1]k**2 given byu R, v andu Ro w
for the transition vector:. LetA” € [0, 1]¥s**1'F2 = A @ A’. By Lemma
[, A” is a correspondance matrix. We now prove that it satisfieaximms
of a refinement relation for R (v, w).

i. Let1 < < kg such thatr; # 0. By definition ofA andA’, we have
S Ay =1andYi?, Al = 1. By construction,

..........

ii. By definition ofA andA’, bothy; (v)(zx A) andys (w)(zx A’) hold.

r_ "oy _ ka ka
Letz’ = axA”. Itisclearthatex A = (3732, @ ;,..., > 32 @, )

andzx A’ = (Zf;l Tigses Zf;l 5 1,). As aconsequence((v, w))(zx
A" holds.

iii. Let w’,v’,w' such thatAl, , ., # 0. By construction, this implies
Ay #0andA!,  # 0. As a consequence, R, v’ andu’ Rq w/,

thusu' R(v', w').

From (i) - (iii), we conclude thaR is a refinement relation. Sineg R (o1, 02),
we haveS; < (51 A\ Sg)

O

A.4 Proof of Theorem[3

Let 57 = ({1,... K1}, 00,00, AL VYD), S5 = ({1, kb, 05,905, A5, V3), S1 =
<{1a"'7k1};015(pl7

A1, V1), So = ({1,..., ka}, 02, p2, Ao, Vo) be four CMCs. Supposg] < S; A S} <
Sy. We prove thatd] || S5 < Sy || Sa.

Proof :

LetS = <{1, ceey kl} X {1, .. .,/{?2}, (01,02),@,A,V> =5 H So

andS’ = ({1,...,k1} x {1,...,kL}, (0, 05), ¢, A", V') = S] || S5

By definition, there exist two refinement relatioRs and R, such thato] R, 01 and

0h Ro 05. DefineR such that(v',v") R(u,v) <= v Riu andv’ Ryv. Consider
now such(v’, v’) and(u, v). We now prove thaR satisfies the axioms of a refinement
relation betweerfu’, v") and(u, v).

1. We havgV'((uv/,v'))) La= {Q C 24 | 3Q: € V{(u), Q2 € V3(v'), Q =
Q1UQ2}a={Q C2|3Q1 € V/(W), Q2 € VJ(v'), Q@ = Q1la, UQ2|4,}.
Thus(V'((uv',v")))laC V((u,v)).

2. Letz' e [0,1]'*F1'k> such thaty!(u/,v')(z"). We now build the correspon-
dance matrixA witnessing(u’, v") R(u,v). Consider the correspondance ma-
trices A; and A, given byu’ R v andv’ Rs v for the transition vector’. De-
fineA = Ay ® Ay € [0,1]F1F2xk1k2 - By | emmdllLA is a correspondence
matrix. Moreover, since’(v/,v')(z') holds, there exists’ € [0,1]'**1 and
y' € [0,1]"*2 such thatvi, j, ;.5 = i -y andey (u')(z”) and s (v') (y').

(@) Let(u”,v") € {1,...,k1} x {1,...,k5} such thatz,~ ,» # 0. By
definition ofz’ and y/, this implies thatr!,, # 0 andy,, # 0. Thus
Z§;1 Alu”j = 1 andzjil AQUHJ' = 1
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Z A(u”,v”)(r,s) = Z A1u”7' ’ A21}”5

(rys)e{1,....k1 }x{1,...,k2} (rys)e{l,....k1}x{1,....,k2}
k1 ko

= Z Z Alu”'r . A2’U”S
r=1s=1

k1 ko
= (Z Ayry) - (Z Agyrg) = 1.
r=1 s=1

(b) Letz =2/ x A € [0, 1]"*F1'F2, Remark that = (2’ x A1) ® (3 x As).
Letz = 2/ x Ay andy = v’ x As. Sinceu’ R, v andv’ Rs v, we have
1 (u)(z) andys (v)(y). Thusp(u, v)(z" x A).

(c) Letu”,v", u""v"" such thatA ., iy vy # 0.By definition, it implies
thatAq iy # 0andAsq,, # 0, and as a consequente”’, v’ ) R(u",v"").

From (a),(b),(c), we conclude th& is a refinement relation. Sinde’,, o,) R (o1, 02),
we haveS’ < S.
O
The proof of the second part of the theorem is similar, anddethe reader.

A.5 Proof of Theorem4

Let 51, S2 andS; be three CMCs with disjoint sets of atomic propositiohs A» and
As. LetSynciog = ({1},1,7Az.x = 17, A1 U Ay U As, Vsyne) be a synchronizer be-
tweenA;, A; andAs. ConsidelSync,, = ({1},1,” Az.x =17, A1 U As, Vsyncl 4,04,

). We want to prove thaf[((S1 || S2) A Syncys) || S3] A Syncigs] = [[S1 || Sz ||
S3] A\ Syncys].

Proof:

We first prove the following statement. l%tand.S; be two CMCs with disjoint
sets of atomic propositiond; and A,. LetSync, be a synchronizing vector on
A, We have{Sl H Sg) N Sync1 = (51 A Syncl) || Ss.

First, remember that synchronizers are single state CM@Gt, avsingle transi-
tion taken with probabilityl. As a consequence, computing the conjunction with
a synchronizer preserves the structure of any CMC. The drdyge lies in the
sets of valuations.

Let p be a state ofS; and ¢ be a state ofS;. We have(Vi(p) U Va(q)) N
Vayne, 141942="(V1(p) N Vaync,) U Va(q). As a consequence, the valuations
of (S1 A Sync,) || Sz are the same as the valuations(éf; || S2) A Sync;. O

By monotony of conjunction, we ha\® || S2)ASyncy, = (S1 || S2). By Theorem
, it Implles that[((51 || Sg) N Synclg) || 53] A\ Sync123 = [51 H So || 53] A\ Sync123,
and finally[[((S1 || S2) A Syncy,) || Ss] A Syncygs] € [[S1 | S2 || Ss] A Si2s].

We now prove thatS; || Sz || S3] A Syncyas = [((S1 || S2) A Syncyy) || Ss] A

Syncy,3. By monotony of conjunction, we haj® || Sa || S3] A Synciog =< [S1 ||
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Sy || S3] A Syncy, A Syncy,s. Moreover, by the statement proved above, we have
[S1 || S2 || S3] A Syncyy = ((S1 || S2) A Syncy,) || S3. As a consequence, we
have[Sy || Sa || S3] A Syncias = [((S1 || S2) A Syncys) || Ss] A Syncyos, and thus
[[S1 11 S2 || Ss] A Syncyas] € [[((S1 [ S2) A Syncyy) || S3] A Syncygs]. .

A.6 Proof of Theorem[3

Proof :
LetS = ({1,...,k},0,0,A,V) be a CMC in single valuation normal form. Let
p(S) = {1,...,m},o,¢', A, V') be a determinisation of and” : {1,...,k} —
{1,...,m} the associated projection.

DefineR C {1,....k} x {1,...,m} suchthatu Rv <= h(u) = v. We will
show thatR is a strong refinement relation. Let v such thatu R v.

1. By definition, we havk(u) = v, thusV’(v) = V (u).

2. LetA € [0,1]**™ such thatA; ; = 1if h(i) = j and0 else. A is clearly a
correspondance matrix.

(@) Letz € [0,1]*¥ such thatp(u)(x). Forall 1 < j < m, we havey; =
> ien-1(;) Ti andep(u)(z), thusy’(v)(z x A). Moreover, for alll < i <
k,>27, A j = 1 by construction.

(b) If Ay # 0, thenh(v') = o' and thusu’ Rv'.

Finally, R is a refinement relation andR o, thusS < p(S).

A.7 Normalization

The normalization algorithm basically separates eacle statith m possible valu-
ations intom statesu, ..., u.,, each with a single admissible valuation. Then the
constraint function is adjusted, by substituting sums obpbilities going to the new
states in place of the old probabilities targetimg Finally, a mutual exclusion con-
straint is added so that it is not allowed to have positivebplility of reaching more
than one ofu; states from the same source state. The transformationdtdod syn-
tax based. It can be performed in polynomial time and it ontyéases the size of the
CMC polynomially. We will write A/(S) for a result of normalization of.

Definition 13 (Normalization) LetS = ({1,...,k},0,9,A,V) be a CMC. If there
exists a functioaV : {1,..., k} — 2{1-»m} such that

1L A{L,...,m} =Ucqr.. ipN(0);
2. Foralll <i#j <k, NG NN(G)=0;
3.VI<i<k NG| =|V(3i)

If, moreover]V (0)| = 1, the normalization of is the CMCA/(S) = ({1,...,m}, o, ¢/,
A, V") such thatV (o) = o' and

LVI<j<m, V') =1;
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2.V1<i<k V(i)

Uuen) V' (u);
3.VI<i<kVu,veN@G),u#v < V'(u)#V'(v);
4. V1 <j<m,

)t wm) = oWNTON Y T 3 ).

uweN (1) uweN (k)

By construction)V'(.S) is in single valuation normal form. Moreover,Sfis consistent,
then a functionV satisfying the conditions above exists.

Theorem 7 LetS = ({1,...k},0,¢, A, V) be a consistent CMC. |V (0)| = 1, then
for all MC P, we haveP = S < P = N(S).

Proof :

LetS = ({1,...,k},0,¢, A, V) be a consistent CMC such thaf(o)| = 1. LetS’ =
N(S) = {1,...,m},0,¢, A, V'yand N : {1,...,k} — 2{1~m} the associated
function.

= LetP = {{1,...,n},0op, M, Ap,Vp) be a MC such thaP = S. LetR be
the associated satisfaction relation. LB C {1,...,n} x {1,...,m} such
thatpRu <= Vp(p) € V'(u) andp RN ~1(u). We will show thaiR’ is a
satisfaction relation. Lep, v such thap R’ w.

1. By definition, we havEp(p) € V'(u).

2. We havep RN ~!(u). LetA € [0,1]"** be the associated correspon-
dance matrix. Define\’ € [0,1]"*™ such thatA] , = Ay n-1(y) if
Vp(q) € V'(v) and0 else. As every coefficient&fappears once and only
once in the same row @', it is clear thatA’ is a correspondance matrix.
Moreover,

(@) If gis such thath,, # 0, theny>" | AL =50 Ag;=1;

(b) Forall 1 < i < k, > icn)([Mp x A']j) = [M, x Al;. As a
consequencey’ (u)(M, x A") = (N~ (u))(M, x A) holds.

(c) If g,v are such thatA] , # 0, thenA, -1,y # 0 andVe(q) €
V'(v), thusq R’ v.

Finally, R’ is a satisfaction relation. It is easy to see thgtR’' o/. As a conse-
quence, we hav® = N(S).

< LetP = ({1,...,n},0p, M, Ap,Vp) be a MC such thal’ = N(S). LetR
be the associated satisfaction relation. /Rt C {1,...,n} x {1,...,k} such
thatpR' v <= 3j € N(u) s.t. pR j. We will show thaiR’ is a satisfaction
relation. Letp, v such thap R’ w.

1. We havé/p(p) € V(u) = Ujenru) V' (j)-

2. Letj € N(u) such thatpR j, and letA € [0,1]"*™ be the associ-
ated correspondance matrix. Defin€ < [0,1]"** such thatA] , =

2 ieN(w) Dqi- Itis clear that for allg, Sk AL, =300 Ay Thus
A is a correspondance matrix. Moreover,
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(@) If gis such thathl,,, # 0, theny 7 | A/, =S A, =1;

(b) Forall 1 < i < k, [M, x Ay = 3" cniiy([Mp x Al;). As a
consequences(u) (M, x A) = ¢'(§)(M, x A’) holds.

(c) If ¢,v are such thatA] , # 0, then there exists € N(v) such that
Agr # 0, thusg R v.

Finally, R’ is a satisfaction relation. It is esay to see thatR' 0. As a conse-
quence, we hav® = S.

O
It is easy to see that normalization preserves determinism.

A.8 Completeness of weak refinement
A.8.1 Soundness of weak refinement

Let S, = <{1, . ,k:l},ol, @1,141,‘/1) and SQ<{1, Ceey kg},OQ,(pQ,AQ, ‘/2> be two
CMCs. AssumeS; = Sy, we prove thafs;] C [Sa].

Proof :

SinceS; =< Ss, there exists a refinement relatidd C {1,..., k1 } x {1,...,k2}
such thato; R 05. ConsiderP = ({1,...n},op, M, Ap,Vp) such thatP |= S;. By
definition, we haver = o; and there exists a satisfaction relati®{ C {1,...,n} x

{1,...,k1} such thabp R’ o;.

LetR” C {1,...,n} x {1,...,ko} suchthap R" v <= Fv € {1,... k1 } with
pR vandvRu. Let's show thaiR” is a satisfaction relation. First, it is clear that
Ay C A C Ap.

Now, considep, v such thatp R” u. By definition, there exists such thatp R’ v and
vRu. SinceVp(p)la, € Vi(v) andVi(v)] a,€ Va(u), we have/p(p)| a, € Va(u).

We now build a correspondance matfiX’ that satisfies the axioms of Definitigh 4.
Letz = M, € [0,1]"*™ and A’ € [0, 1]"** be a correspondance matrix witnessing
p | v. Lety = 2 x A’ € [0,1]"*F1. By definition ofA’, we havep; (v)(y). Let
A € [0,1]"1**2 pe the correspondance matrix witnessing< u and defineA” =
A’ x A € [0,1]™**2, By Lemm&llA” is also a correspondance matrix. We prove that
A" satisfies the axioms of Definitibh 4.

1. Letl < p’ < n such that)M,,, # 0. As a consequenc§;f1:1 AL =1 We
want to prove thagfil Al =1

ko ko k1
DA =20 Ay Aa)
j=1 j=1 q=1
k1 ko
= Z A;)’q ' (Z A‘U)
q=1 j=1

Letq such thatA), # 0. Itis then clear thaty, > My, - A}, > 0. As
A is a witness oy < u, we havezfi1 Ag; = 1. Finally, this implies that

ka2 "o
2t Ay =1.
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2. By constructionys(u)(M, x A”) holds.

3. Letp’,u' such thatA7,, # 0. By construction, it is clear that there exists

suchthatA), . # 0 and A, # 0. By definition ofA” and A, this implies that
p' R'v" andv’ R/, thusp’ R” v'.

From 1-3, we can conclude th&" is a satisfaction relation. Sinag> R” 05, we have
P e [[SQ]] and[[Sl]] - [[SQ]]
O

A.8.2 Proof of Theorem 6

We suppose that the CMCs we consider in this proof are prulhkxteover we only
consider CMCs in single valuation normal form. Given two C84G andS; such that
[S1] € [S2], we prove thatS; < Ss. The proof is structured as following.

1. * We define the relatioR betweenS; and.S;.

R=A{(v,u) |[VI,Vpel, pEv=pEu}

We consider andv such that R « and prove thaR satisfies Axiom(1)
of the refinement relations.

+ Axiom (2) of the refinement relations : Given a distributiéhon the out-
going transitions ofy, we must find a correspondance matfixsatisfying
Axioms2(a), 2(b) and2(c) of the refinement relation :

— We consider a distributioX on the outgoing transitions from and
we build a MCI satisfyingS; such that the outgoing probabilities of
the statev; are exactlyX.

— This leads taw; = u and gives a correspondance matfix, which
we will take as our correspondance matfix

— By definition, A satisfies the axiom®(a) and2(b) of the refinement
relation.

2. As A comes from a satisfaction relation, the axi@ga) of the refinement rela-
tion is not so immediate. It tells us that if a coefficiext - is not0, then there
exists an implementatiohand a state’; such that/; |= v’ andv} = «'. What
we need is that for all implementatiofisand state’ such thap’ |= v/, we have
p’ E «/. The rest of the proof is dedicated to proving that this statenent
being false leads to a contradiction

Assuming there exist8 andp’ such thap’ = v’ andp’ = «/, we build an im-
plementation’ from I andI’ such that the state of I is syntactically equivalent
to the statey’. We then prove that this staté of I still satisfies the state’ of
S, because it is a successoroand S, is deterministic. As the stat€ of [ is
syntactically equivalent to the stgtéof I’, this means that’ = «’, which is a
contradiction.
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We now go through the mathematical foundations of this proof
Proof :

LetS; = <{1, ey kl}, 01, L1, Al, ‘/1> andS2 = <{1, ey kQ}, 02, P2, AQ, ‘/2> be
two consistent and deterministic CMCs in single valuatiommal form such thatl, C
A; and [[Sl]] - [[SQ]]
First, remark thatS; < So < S{ = ({1,...,k1},01,01, A2, V1la,) = Sa. Itis
thus safe to suppose thag = A,. Similarly, if 7 = (..., A;,V;) is a MC, we have
IS < I'=(..,,A1,Vila,) E Si. As a consequence, it is also safe to
suppose that implementations have the same set of atongiogitions asS; and.S;.

1. LetR C{1,...,ki1} x{1,..., ko} suchthat R w iff for all MC I and statep of
I,p = v = p [ u. Aswe consider pruned CMCs, there exist implementations
for all states.

Considerv andw such that R w.

(a) By definition ofR, there exists a M@ and a statep of I such thap = v
andp = u. ThusVi(p) € Vi(v) and Vi(p) € Va(u). AsS; and S,
are in single valuation normal formi; (v) and V»(u) are singletons, so
Vi(v) = Va(u).

(b) Considerr € [0, 1]1**1 such thatp; (v)(x) and build the MCI =
<{1, .. .,k:l},ol,M,

Ay, V/) such thatfor alll < w < ky,

* V/(w) is the only valuatio” such thatV; (w) = {T'};

 If w # v, the lineM,, is any solution ofp; (w). One exists because

S is pruned;

. v = I.
When necessary, we will adress stat®f I asw; to differentiate it from
statew of S;. We will now build the correspondance matrix
I clearly satisfiesS; with a satisfaction relatiorR, = Identity, andv; |=
v. By hypothesis, we thus have = u. ConsiderR, the satisfaction rela-
tion such thatv; R, u and A, the corresponding correspondance matrix.
LetA = AQ.

(c) As aconsequence,
ii. w2(u)(xz x A) holds;

2. Letv' be a state ob; suchthat Ifz,, # 0 andA, ., # 0. By definition off and
A, we havev; = v’ andv) = u’. We want to prove that for all implementations
I’ and state’ in I, p’ =o' impliesp’ = u/'.

Suppose this is not the caseThere exists an implementation

I' = ({1,...,n},0, M’ A1, V') and a statep’ of I’ such thatp’ &= v and
p' = u'. LetR' be the correspondance matrix witnessjig= v'.

Consider the MCI = ({1,... ki, k1 +1,.... k1 +n},or, M, A, V). Intu-
itively, the firstk; states correspond tband the next states tal’. The state);

RR n° 6993



26

B. Caillaud, B. Delahaye, K.G. Larsen, A. Legay, M.L. Peder& A. Wasowski

k1
M 0
V77 | v
M i 0
—————————————————— e
0 M

(a) The transition matrix/

o
NGV

M,

(b) The MC1

will be the link between the two and its outgoing transitiails be the ones of
p’. Define

. Mij:Miyjiflgi,jgklandi#v’

'Mv/j:()lflgjgkl
« M;j =0if1<i<k andi#v andj >k,

° Mv’j = m’

vk, T > k1

® Mw:()lfz>k1and1§j§k1
o My = Mg, g, If 1>k andj > k.

« V(i) =V/(G)ifi <k

« V(i) =V'(i— k) ifi >k
We want to prove that’. satisfies.’. This should imply that, also satisfies/,
which is absurd.

Consider the relatiork between the states éfand the states af; defined as
follows :

R={(qw) € R |q# v} U{(qw) | (¢ — k1) R w} U{(v',w) | p'R"w}
Intuitively, R is equal toR; for the stateg < ki, except’, and equal taR’ for

the stateg; > k;. The states related tog are the ones that were related t6
with R’.

INRIA



Compositional Design Methodology with Constraint Markdwaihs 27

We will show thafR is a satisfaction relation betwednand S .

Let ¢, w such thatgRw. For all the pairs where; # v’f, the conditions of the
satisfaction relation obviously still hold because theldHer R, if ¢ < k; and

for R’ otherwise. It remains to check the conditions for the painereq = v}.

Considerw such thatv}fzw.

(a) Becausgv}) and (p},) are both implementations af, it is clear that
V(v) = V(). Asp' R' w, we know thal’’(p') € Vi (w). Thus,V (v}) €

V1 (w).
(b) Consider the correspondance mattixgiven byp’ R’ w. LetA e [0, 1](F1tn)xk
such thatd;; = 0if i < kq, andA;; = A’(iikl)j otherwise.

i. We want to show that M,y # 0, theny-" Ay = 1. We
know thatM(v})(w,) = 0if w < ky. Takew’ > k; such that

M(v’j)(w’) 75 0. Then we know thdﬂ(v})(w/) = le)/(wlikl). Because
R’ is a satisfaction relation, it implies thaf"}* | (w—ky; = 1-

k1 A kl
ThUS,Zj:1 Aw’j = Zj:l A/( 1.
ii. We want to show now tha&l(w)(Mu} x A) holds. Letl < j < k.

wlfk’l)j =

We have
ki+n ki+n
[My x A]; = > My - Ay =0+ > My - A
=1 l=k1+1

=Y "My, A =M, x A);
=1

As a consequencé?,fv} x A = M/, x A'. SinceA’ is a witness of
PR w, 1(w)(M], x A’) holds. So doe@l(w)(Mv} x A).

ii. We want to show that ifM(v/f)q # 0andA,, # 0, thengRuw'.
We only need to consider > k; (since otherwiseM(v})q = 0) and
w’ such thatA,,, # 0. In this case,M(v})q = ;'(q—kl) # 0
andA{, ), # 0. AsA’is a witness op R"w, it has to be that
(¢ — k1) R'w’, which implies, by definition 6%, thatgRw'.

Finally  satisfiesS;, and in particulary; = v. Asv R, itimplies thatv; = w.
As a consequence, there exi&t§ ¢ [0, 1](1+m)*k2 such thatps (u)(M,, x
A/I).

(A) Consideru” # u' such thatlz(u") = V2(u’). Due to determinism of,,
and to the fact that/’ is accessible from, we havelM,,. x A”],» = 0.

SinceM ) # 0 and M, () - Al is part of [M,, x A"}, we
must have\, =0.

'u’f)u”
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(B) Considen such that/(u"’) # V(u'). Itis clear thatA{,,, ., = 0 since
I

A" is witnessing satisfaction betweérmnd S.
(C) Moreover, we know thdﬂ(vj)(v}) #0. Thus Y52 A, =

According to (A) and (B), the only non-zero value in the sun@dpmust be
Al - SinceA” is witnessing’ = S5, this means that’, = u'.
I

By constructionp} andp’ only differ by state names. This contradicts the as-
sumption thap’ }= . Thusy’ R v/, andR is a refinement relation.

Finally, we have by hypothesis thi; ] C [S2], which implies thab; R os. O
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