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Abstract: In the recent years, there has been an increasing interest in discontinuous
Galerkin time domain (DGTD) methods for the solution of the unsteady Maxwell equations
modeling electromagnetic wave propagation. One of the main features of DGTD methods
is their ability to deal with unstructured meshes which are particularly well suited to the
discretization of the geometrical details and heterogeneous media that characterize realistic
propagation problems. Such DGTD methods most often rely on explicit time integration
schemes and lead to block diagonal mass matrices. However, explicit DGTD methods are
also constrained by a stability condition that can be very restrictive on highly refined meshes
and when the local approximation relies on high order polynomial interpolation. An im-
plicit time integration scheme is a natural way to obtain a time domain method which is
unconditionally stable but at the expense of the inversion of a global linear system at each
time step. A more viable approach consists in applying an implicit time integration scheme
locally in the refined regions of the mesh while preserving an explicit time scheme in the
complementary part, resulting in an hybrid explicit-implicit (or locally implicit) time inte-
gration strategy. In this paper, we report on our recent efforts towards the development of
such a hybrid explicit-implicit DGTD method for solving the time domain Maxwell equa-
tions on unstructured simplicial meshes. Numerical experiments for 2D and 3D propagation
problems in homogeneous and heterogeneous media illustrate the possibilities of the method
for simulations involving locally refined meshes.
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Méthode Galerkin discontinue localement implicite
pour I’électromagnétisme en domaine temporel

Résumé : Ces derniéres années, un intérét croissant a été porté aux méthodes de type
Galerkin discontinu utilisant des maillages non-structurés ces derniers étant particuliérement
bien adaptés & la discrétisation des détails géométriques qui caractérisent les applications
réalistes. Les méthodes de type Galerkin discontinu en domaine temporel font le plus sou-
vent appel a des schémas d’intégration en temps explicites et sont soumises & des limites
de stabilité qui s’avérent contraignantes en maillages localement raffinés ou lorsque l'ordre
d’interpolation local est élevé. Un schéma d’intégration implicite est une voie naturelle pour
aboutir & une méthode numérique inconditionnellement stable. Cependant, un tel schéma
conduit & la résolution d’un systéme linéaire global & chaque pas de temps effacant du méme
coup un des principaux avantages des formulations de type Galerkin discontinu. Une ap-
proche plus viable consiste & appliquer un schéma implicite localement dans les zones du
maillages qui sont raffinées, et & préserver l'utilisation d’un schéma explicite pour les équa-
tions associées aux éléments situés dans la partie complémentaire du maillage. On obtient
ainsi un schéma d’intégration en temps hybride explicite-implicite (ou localement implicite).
Dans ce rapport, nous étudions une méthode DGTD hybride explicite-implicite de ce type
pour la résolution numérique du systéme des équations de Maxwell en domaine temporel
sur des maillages non-structurés en simplexes. Des expériences numériques en 2D et 3D
portant sur des problémes de propagation en milieux homogénes et hétérogénes permet-
tent d’illustrer les possibilités d’une telle méthode pour des simulations mettant en jeu des
maillages localement raffinés.

Mots-clés : électromagnétisme numérique, équations de Maxwell en domaine temporel,
méthodes Galerkin discontinues, schéma hybride explicite-implicite.
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1 Introduction

Nowadays, a variety of methods exist for the numerical treatment of the time domain
Maxwell equations, ranging from the well established and still prominent finite difference
time domain (FDTD) methods based on Yee’s scheme [Yee66]-[THO05] to the more recent
finite element time domain (FETD) and discontinuous Galerkin time domain (DGTD) meth-
ods [PFC06]-[HW02]-[CCR05]-[FLLP05]-[MRO5]-[CFP06]. The use of unstructured meshes
(based on quadrangles or triangles in two space dimensions, and hexahedra or tetrahedra
in three space dimensions) is an intrinsic feature of the latter methods which can thus eas-
ily deal with complex geometries and heterogeneous propagation media. They also define
the natural route to the so-called hp-adaptive solution strategies [DKP*07]. Unfortunately,
local mesh refinement can translate in a very restrictive time step in order to preserve the
stability of the explicit time integration schemes which are most often adopted in FETD
and DGTD methods. There are basically two directions to cure this efficiency problem.
The first one consists in using a local time stepping strategy combined to an explicit time
integration scheme, while the second approach relies on the use of an implicit or a hybrid
explicit-implicit time integration scheme.

Local time stepping schemes have been studied by several authors. Fumeaux et al.
[FBLV04] have designed such a strategy for a dissipative FVTD method on a non-uniform
tetrahedral mesh. Their local time stepping scheme assumes a partitioning of the underlying
mesh based on local geometrical properties while ensuring local stability. In each subdomain,
the applied time step is some power of two of the smallest time step. In [FBLV04], the
proposed local time stepping strategy is applied in conjunction with a Lax-Wendroff time
advancing scheme but, according to the authors, the developed ideas could be adapted to
other time schemes as well. An alternative multi-class local time stepping scheme is proposed
by Piperno in [Pip06] in the context of a non-dissipative Leap-Frog based DGTD method.
Given that the Leap-Frog scheme can be reformulated as a three-step Verlet scheme, the
proposed strategy is based on a recursive application of the Verlet scheme on a multi-class
arrangement of the mesh cells where a time step At/2V~F is used in class k, N being the
total number of classes. The two-class strategy of this family is proved to conserve a discrete
electromagnetic energy and to be stable provided At is small enough, while the local time
stepping multi-class strategy is assessed numerically in the context of the solution of the
2D Maxwell’s equations by a DGTD method on triangular meshes. A two-class strategy is
also considered by Cohen al. [CFP06] in the framework of a non-dissipative DGTD method
on hexahedral meshes. It makes use of interpolations to approximate unknown fields when
updating the cells values within a given class, however interpolations are recognized to be
too expensive in terms of computtaional time further motivating the development of multi-
class local time stepping strategies. Such a scheme is then developed by essentially the same
authors in [MPFCO08] but this time in the context of a dissipative version of the DGTD
method considered in [CFP06]. Moreover, this new strategy is constructed as an adaptation
of the one proposed by Piperno in [Pip06] and in particular, it involves a recursive application
of the Leap-Frog scheme on a multi-class arrangement of the mesh cells where a time step
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Locally implicit DGTD method for the Mazwell equations 5

At/3N=F is used in class k. The resulting multi-class local time stepping scheme requires
33% less computation than the Verlet-based recursive method. A remark that applies to all
the multi-class local time stepping strategies discussed so far is that a stability criterion is
difficult to obtain and in some cases a reduction on the smallest time step is necessary for
long time stability. More recently, a promising local time stepping strategy of arbitrary high
order has been proposed by Diaz and Grote [DGO7] for a second order scalar wave equation
discretized in space by either a continuous or a discontinuous finite element method. The
proposed strategy is based on the second order Leap-Frog scheme which is extended to
arbitrarily high order by a modified equation approach. The resulting local time stepping
method is proved to conserve a discrete energy and explicit CFL conditions are exhibited
for the second order and fourth order accurate in time methods. According to the authors,
this strategy extends easily to the Maxwell equations in second order form and for various
discretization in space methods.

A few implicit variants of Yee’s FDTD method have been developed among which, the
alternating direction implicit finite difference time domain (ADI-FDTD) method [NamO00]
which is a non-dissipative implicit FDTD method. The ADI-FDTD method offers un-
conditional stability with modest computational overhead despite its implicit formulation
because it relies on a factorization of the implicit matrix operator leading to the inversion
of tri-diagonal linear systems. A comprehensive analysis of the numerical dispersion of the
ADI-FDTD method is presented in [ZC01] where it is shown that, on a non-uniform carte-
sian mesh, the time step can be taken uniformly the same as that defined by the coarsest
cell without altering the accuracy in the finer mesh regions. However, in [GLH02], Garcia
at al. exhibit accuracy limitations of the ADI-FDTD method that have not been revealed
by previous studies on numerical dispersion, by investigating the truncation error on the
time step due to the factorization. More precisely, the ADI-FDTD method is expressed as
a O(At?) perturbation of an implicit Crank-Nicolson FDTD formulation and it is shown
that some terms of the truncation error grow with the square of the time increment multi-
plied by the spatial derivatives of the fields, thus giving rise to potentially large numerical
errors as the time step is increased. The development of implicit discontinuous Galerkin
methods for the solution of time dependent problems has been less impressive than for their
explicit counterparts. In [CDLO09|, an implicit DGTD method is proposed for the solution
of the solution of the 2D Maxwell equations on triangular meshes. This method combines
an arbitrary high order discontinuous Galerkin method for the discretization in space with a
second order Cranck-Nicolson scheme for time integration. At each time step, a multifrontal
sparse LU method is used for solving the linear system resulting from the discretization in
space. When the simulations involve locally refined meshes and despite the computational
overhead of the solution of a linear system at each time step, the resulting implicit DGTD
method allows for a noticeable reduction of the computing time with regards to its explicit
counterpart based on a Leap-Frog scheme, for comparable accuracy levels. However, in the
3D case, a globally implicit method based on a sparse direct solver suffers from large memory
overheads.
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6 V. Dolean, H. Fahs, L. Fezoui and S. Lanteri

Explicit-implicit methods for the solution of the system of Maxwell equations have been
studied by several authors with the shared goal of designing numerical methodologies able
to deal with hybrid structured-unstructured meshes. For example, a stable hybrid FDTD-
FETD method is considered by Rylander and Bondeson in [RB02], while Degerfeldt and
Rylander [DRO6] propose a FETD method with stable hybrid explicit-implicit time stepping
working on brick-tetrahedral meshes that do not require an intermediate layer of pyrami-
dal elements. The implicit Newmark time stepping scheme is employed for the tetrahedral
elements which allows for local mesh refinement while avoiding a reduced time step. For
the brick elements, spatial lumping and explicit time stepping is employed, resulting in the
application of the standard finite-difference time domain scheme. In [KCGHO7], the authors
study the application of explicit-implicit Runge-Kutta (so-called IMEX-RK) methods in
conjunction with high order discontinuous Galerkin discretizations on unstructured trian-
gular meshes, in the framework of unsteady compressible flow problems (i.e. the numerical
solution of Euler or Navier-Stokes equations). Originally developed to solve the stiff oper-
ator of convection-diffusion-reaction models, IMEX-RK methods are in this work used for
separating the time integration of stiff and non-stiff portions of the computational domain
with regards to grid-induced stiffness. Another notable feature of this work is the application
of automatic error-based time step controllers exploiting the fact that IMEX-RK methods
provide embedded schemes which allow for the evaluation of a temporal error.

The present work is concerned with the development of a non-dissipative hybrid explicit-
implicit DGTD method for solving the time domain Maxwell equations on unstructured
simplicial meshes. The hybrid explicit-implicit DGTD method considered here has been
initially introduced by Piperno [Pip06]. However, to our knowledge, this hybrid explicit-
implicit DGTD method has not been investigated numerically so far for the simulation of
realistic electromagnetic wave propagation problems. We conduct such a numerical investi-
gation here for 2D and 3D propagation problems in homogeneous and heterogeneous media.
We also propose a complete stability analysis of the method based on energetic consider-
ations, extending a partial result obtained in [Pip06]. The rest of the paper is organized
as follows: in section 2, we state the initial and boundary value problem to be solved; the
discretization in space by a discontinous Galerkin method is discussed in section 3 while
the integration in time is considered in section 4; the stability of the hybrid explicit-implicit
DGTD method is treated in section 5; numerical results for 2D and 3D problems are re-
spectively reported in sections 6 and 7; finally, section 8 concludes this paper and discusses
future works.

2 Continuous problem

We consider the Maxwell equations in three space#dimensions for heterogeneous linear
isotropic media with no source. The electric field F(#,t) = *(E,, E,, E,) and the mag-
netic field H(Z,t) = '(H,, H,, H,) verify:
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Locally implicit DGTD method for the Mazwell equations 7

e@tE — curlﬁ:—j,
(1)

u@tﬁ + curlE =0,

-

where the symbol 9; denotes a time derivative and J(Z,t) is a current source term. These
equations are set on a bounded polyhedral domain 2 of R®. The permittivity () and the
magnetic permeability tensor () are varying in space, time-invariant and both positive
functions. Our goal is to solve system (1) in a domain 2 with boundary 0Q = I', U T,,,
where we impose the following boundary conditions:

. La L= B s (2)
X E— /=fx (HxR) =7 x Ep.—4/=7 X (Hjpe X 1) on Ty.
€ €

—

Here 7 denotes the unit outward normal to dQ and (Eiye, Hipe) is a given incident
field. The first boundary condition is called metallic (referring to a perfectly conducting
surface) while the second condition is called absorbing and takes here the form of the Silver-
Miiller condition which is a first order approximation of the exact absorbing boundary
condition. This absorbing condition is applied on I', which represents an artificial truncation
of the computational domain. Finally, system (1) is supplemented with initial conditions:
Ey(%) = E(Z,t) and Ho(Z) = H(Z, ).

3 Discretization in space

We consider a partition 7;, of €2 into a set of tetrahedra 7; of size h; with boundary 07; such
that h = max,,c7, h;. For each 7;, V; denotes its volume, and ¢; and p; are respectively
the local electric permittivity and magnetic permeability of the medium, which are assumed
constant inside the element 7;. For two distinct tetrahedra 7; and 7 in 7}, the intersection
T; N7k is a triangle a;;, which we will call interface. For each internal interface a;, we denote
by S;x the measure of a;; and by 7i;; the unitary normal vector, oriented from 7; to 7. For
the boundary interfaces, the index k corresponds to a fictitious element outside the domain.
We denote by F} the union of all interior interfaces of 7y, by F£ the union of all boundary
interfaces of 7, and by F = FL U FP. Furthermore, we identify F? to 9 since Q is a
polyhedron. Finally, we denote by V; the set of indices of the elements which are neighbors
of 7; (having an interface in common). We also define the perimeter P; of 7; by P; = Z Sik.
kev;
We have the following geometrical property for all elements: Z Sikmiir = 0.
kev;

In the following, to simplify the presentation, we wet J = 0. For a given partition 7y,
we seek approximate solutions to (1) in the finite dimensional subspace:
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8 V. Dolean, H. Fahs, L. Fezoui and S. Lanteri

Vo(Tn) = {7 € L*(Q)® : v, € Pyp(mi), for k=1,3 and V7; € T}, (3)

where IP,,(7;) denotes the space of nodal polynomial functions of degree at most p inside the
element ;.

Following the discontinuous Galerkin approach, the electric and magnetic fields inside
each finite element are searched for as linear combinations (E;, H;) of linearly independent
basis vector fields @;;, 1 < j < d, where d denotes the local number of degrees of freedom
inside 7;. Let P = Span(gow, 1 < j < d). The approximate fields (Eh,ﬁh), defined by
(Vi, Eh‘T = El,Hh‘T = H; ;) are allowed to be completely discontinuous across element
boundaries. For such a discontinuous field ﬁh, we define its average {ﬁh}ik through any
internal interface a;j, as {ﬁh}ik = (ﬁi‘aik + ﬁk|am)/2 . Note that for any internal interface

ik, {I_jh} ki = {ﬁh}ik. Because of this discontinuity, a global variational formulation cannot
be obtained. However, dot-multiplying (1) by any given vector function @ € P, integrating
over each single element 7; and integrating by parts, yields:

/@-eiatﬁ = /curlgﬁ-ﬁ— G- (H x 1),
Ti Ti 67‘1
(4)

/@-matﬁ = —/curhﬁ-ﬁ—k/ G- (E x ).
Ti Ti ot

i i

In Eq. (4), we now replace the exact fields E and H by the approximate fields E;, and
H), in order to evaluate volume integrals. For integrals over O7;, a specific treatment must
be introduced since the approximate fields are discontinuous through element faces, leading
to the definition of a numerical flur. We choose to use a fully centered numerical flux,
i.e. Vi,Vk €V, E\am ~ {Eh}ik, I:I'mk ~ {ﬁh}ik. The metallic boundary condition (first
relation of (2)) on a boundary interface a;; € I'y, (kK in the element index of the fictitious
neighboring element) is dealt with weakly, in the sense that traces of fictitious fields E; and
H), are used for the computatlon of numerical fluxes for the boundary element 7;. More
precisely, we set Ek|a1k = —Ey,,, and Hk|a N = Hl|a .- Similarly, the absorbing boundary
condition (second relation of (2)) is taken into account through the use of a fully upwind
numerical flux for the evaluation of the corresponding boundary integral over a;;, € 'y (see
[CDL09| for more details). From now on, we assume I', = () except in the numerical results
section where we consider both internal (i.e. cavity) and external propagation problems.
Evaluating the surface integrals in (4) using the centered numerical flux, and re-integrating
by parts yields:

INRIA



Locally implicit DGTD method for the Mazwell equations 9

— 1
/cﬁ“eﬁﬁ]i = 2/(curl<p H; + curlH; - P)
- = Z / Hk X nvk)v
kEV; (5)
/@"ﬂi&tﬁi = - 2/(curl<p E; + curlE; - - P)
+ = Z / - (B % k).
kEV;

Eq. (5) can be rewritten in terms of scalar unknowns. Inside each element, the fields
are re-composed according to El = Z E;;@;; and ﬁi = Z H;;p;; and let us now
1<j<d 1<j<d
denote by E; and H; respectively the column vectors (Ej)1<i<q and (Hi)i1<i<q. Then, (5)
is equivalent to:

dE;

Mf=* = KH;- > SiyH,
i SitHy,
keV; (6)
e @i ~KE;+ ) SaE
i dt - 147 = ik,

where the symmetric positive definite mass matrices M (o stands for € or ), the symmetric
stiffness matrix K; and the symmetric interface matrix S;;; (all of size d x d) are given by:

(M) = Ui/ *@ij - Bu
1 t = - t = -
(Ki)ﬂ = 5 Pij - curlgou + Qi - curhpij,
1 . L
(Sik)ji = 5 Gij - (P X k).
(e 2797

4 Time discretization

The choice of the time discretization method is a crucial step for the global efficiency of the
numerical method. The temporal integration methods are divided into two major families:
implicit and explicit schemes. Implicit schemes require the solution of large matrix systems
resulting in a high computational effort per time iteration and the viability of such a scheme
strongly depends on the efficiency of the used linear system solver. The advantage of implicit
schemes is their robustness concerning the choice of the time step used than can be chosen
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10 V. Dolean, H. Fahs, L. Fezoui and S. Lanteri

arbitrarily large in the case of an unconditionally stable scheme. Thus, a simulation requires
only a small number of time iterations, but every time step is burdened by a high numerical
effort. Explicit schemes in contrast are easy to implement, produce greater accuracy with
less computational effort than implicit methods, but are restricted by a stability criterion
enforcing a close linkage of the time step to the spatial discretization parameter. This
restriction may result in a large number of iterations per analysis, each iteration with a
low computational effort. Then, a possible alternative is to combine the strengths of both
schemes by applying an implicit time integration scheme locally in the refined regions of the
mesh while preserving an explicit time scheme in the complementary part, resulting in an
hybrid explicit-implicit (or locally implicit) time integration strategy.

The set of local system of ordinary differential equations for each 7; (6) can be formally
transformed in a global system. To this end, we suppose that all electric (resp. magnetic)
unknowns are gathered in a column vector E (resp. H) of size d; = N7, d where N7, stands
for the number of elements in 75. Then system (6) can be rewritten as:

Meﬂ = KH — AH — BH,
g8 (7)
MNE = —KE + AE — BE,

where we have the following definitions and properties:

o M, M* and K are d4 x dg block diagonal matrices with diagonal blocks equal to
M§, M} and K; respectively. Therefore M¢ and M¥ are symmetric positive definite
matrices, and K is a symmetric matrix.

e Ais also a dg4 x dg4 block sparse matrix, whose non-zero blocks are equal to S;;, when
aix € FiL. Since i, = —fik, it can be checked that (Sik)j = (Ski)i; and then
Ski = tSik; thus A is a symmetric matrix.

e B is a d; x dy block diagonal matrix, whose non-zero blocks are equal to S;; when
a;k € .7-',]13. In that case, (Sit)j1 = —(Sik)ij; thus B is a skew-symmetric matrix.

Consequently, if we set S =K — A — B, the system (7) rewrites as:

w® _ e

e ®)
MF— = -—'SE.

dt

4.1 Explicit time scheme

The semi-discrete system (8) can be time integrated using a second-order Leap-Frog scheme
as:

INRIA



Locally implicit DGTD method for the Mazwell equations 11

En—i—l_En )
Me(=— = — SHn—i——
(=) :
nid Tl (9)
MK Htz —H"t2 _ _tggntl
At

The resulting fully explicit DGTD-P, method is analyzed in [FLLP05] where it is shown
that the method is non-dissipative, conserves a discrete form of the electromagnetic energy
and is stable under the CFL-like condition:

2
At< =, with o =] M)z 'S (M~)2 |, (10)
a
where the matrix (M?)~ 2 is the inverse square root of M°.

4.2 Implicit time scheme

Alternatively, the semi-discrete system (8) can be time integrated using a second-order
Crank-Nicolson scheme as:

. EnJrl_En Hn+Hn+1
I
n+1 _ myn n n+1
ppe (T ZHRY g (BT A BT
At 2

Such a fully implicit DGTD-P, method is considered in [CDLO09] for the solution of the
2D Maxwell equations. In particular, the resulting method is unconditionally stable.

4.3 Hybrid explicit-implicit time scheme

As mentioned above, explicit and implicit time scheme based methods have their own advan-
tages and drawbacks. When the underlying mesh is locally refined a more viable approach
consists in applying an implicit time scheme locally in the refined regions of the mesh,
while preserving an explicit time scheme in the complementary part, resulting in an hybrid
explicit-implicit (or locally implicit) time integration strategy. We consider here a method
of this kind that was recently proposed by Piperno in [Pip06]. The set of elements 7; of the
mesh is now assumed to be partitioned into two subsets: one made of the smallest elements
and the other one gathering the remaining elements. In the following, these two subsets are
respectively referred as S; and S.. The distinction between the two subsets can be done
according to a geometrical threshold, or/and a physical criterion as well. Note that there is
no need of a particular assumption on the connectivity of the two subsets. In the proposed
hybrid time scheme, the small elements are handled using a Crank-Nicolson scheme while all
other elements are time advanced using a variant of the classical Leap-Frog scheme known
as the Verlet method. In the Verlet method, the fields H and E are defined at the same time
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12 V. Dolean, H. Fahs, L. Fezoui and S. Lanteri

station and time integration proceeds in three sub-steps: (1) H is time advanced from " to
"2 with time step At/2, (2) E is time advanced from " to "1 with time step At and,
(3) H is time advanced from "2 to t"*! with time step At/2. Then, starting from the
values of the fields at time t" = nAt, the proposed hybrid explicit-implicit time integration
scheme consists in three sub-steps:

(1) the components of H and [ associated to the set S, are time advanced from ™ to t"+2
with time step At/2 using a pseudo-forward Euler scheme,

(2) the components of H and E associated to the set S; are time advanced from " to t"*!
with time step At using the Crank-Nicolson scheme,

(1) the components of H and E1 associated to the set S, are time advanced from "2 to
t"t1 with time step At/2 using the reversed pseudo-forward Euler scheme.

In order to further describe this scheme, we introduce additional definitions. First, the
problem unknowns are reordered as:

E. _( He
IE—(E) and H_<Hi)’

where sub-vectors with an e subscript (respectively, an ¢ subscript) are associated to the
clements of the set S, (respectively, the set S;). We deduce from this partitioning of the
unknown vectors the following decompositions of the system matrices:

. (M O L (MO
M‘(@ M@)’M_<@ Mf)’

K. O B, O
K‘(@ Ki> ’B_<@ B, )
where M¢ /i and Mﬁf /; are symmetric positive definite matrices, K. /; are symmetric matrices
and B, /; are skew-symmetric matrices. The matrix A which involves the interface matrices

Sik is decomposed as:
_ Aee Aez’
A= ( Aie Ay )7

where A.. and A;; are symmetric matrices, and A.; = 'A,.. Introducing the two matrices
Se = Ke — Aee — Be and S§; = K; — A;; — B;, the global system of ordinary differential
equations (8) can be split into two systems:
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Locally implicit DGTD method for the Mazwell equations 13

dE.
Mi = SeHe - AeiHiy
“ dt
dH,
M/:— = - tSeEe + AeiEiy
o dt
(12)
dE;
M; = SH; — A,
dt
dH;
M = —IS;E; + A;E..
Cdl N
Then, the proposed hybrid explicit-implicit algorithm consists in the following steps:
n+ i
He 2 —H?
M| ————= | = —'S.E!+AE?,
€ ( At/2 ) e + K3
”+2 n i
= SPHZH_E - APian
HETE e
IE"“ EP H Y+ HP ntd
2
(13)
H”“ H Ertt + EP n
() -
En-i—l ”+2 el
ME = SSHP . AeiHn+17
(e -
Hn—H _ H:""E
MH e ° I tSEEn'+1 AeiEnJrl )
€ ( At/2 € + K3

5 Stability study of the hybrid explicit-implicit DGTD-
[P, method

In [Pip06], the author shows that the hybrid explicit-implicit scheme (13) for time integration
of the semi-discrete system (8) associated to the DGTD-P, method exactly conserves the
following quadratic form of the numerical unknowns E?, E?, H? and H":
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14 V. Dolean, H. Fahs, L. Fezoui and S. Lanteri

1 nol
Er = 'EPMEE? + 'HYPMAH!
EM=EM+E+ & with g = 'EYMEE? + ‘HYM{HY, (14)
n AtQ tign t e\—1 n
&y = i "H Aei (M) ™A HT,

as far as I’y = 0. However, the condition under which £" is a positive definite quadratic
form and thus represents a discrete form of the electromagnetic energy is not given. In the
following we state a condition on the global time step At such that £™ is a positive definite
quadratic form.

Lemma 1 The discrete electromagnetic energy E™ given by Eq. (14) is a positive definite
quadratic form of the numerical unknowns E?, EI', H? and H} if:

e = || (MZ)72S. (ML)~ |,

2 ) 1 1
At < with o= || (ME) "z A (M)~ = |, 15
S T i) Bei = || (M5) " As (M) % | (15)

Yei = || (ME)™2 A (MF) 72 |,

where || . || denotes a matriz norm and the matriz (M ;) 2 is the inverse of the square root

of the matriz M, (o stands for € or ).

Proof. We rewrite the last and the first relations of the hybrid explicit-implicit algorithm
(13) respectively as:

nl At

MYHT? = MUHE - 5 (- tS.E" + AgED)
(16)
ntl At
MAHETE = MEH? + < (= 'SE? 4 AyED).

1 ol
Multiplying the first relation of (16) by *H. 2 and using the expression of Hy ' ? from
the second relation of (16) leads to:

1 _1
THy TPMAH, = HPMAH?

At?
1 P(—"SEY + AgED) (Mlet)_l (—'ScE? + AuE}).

Then, the explicit part of the discrete electromagnetic energy (14) yields:
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Locally implicit DGTD method for the Mazwell equations 15
L 2 tpt s n—3
& = [[(Mg)2EZ |* + "He *MEH. °
= ||(ME)PEZ |2 + || (MY)PHY |2
AtQ ny—1 t n n 2
e | (ME)72 (= *ScEg + AcEY) |17
Denting by II =|| (M#)~2 (—'S,E? + A,;E™) ||2, we have that:
I <[] (ME)72 'SeEL |1* + || (ME) "2 AcER ||* +
2| (M)=2 IS B ||| (M£) ™2 AR ||
< a2 || (M2)ZEL |2 +92 || (M5)2EY |2 + (17)

20evei || (M2)ZED |[|| (M5)ZE? |

< (a2 4 acye) | (ME)PE? | +(02 + acye) | (MF)2E] %,

where the last relation has been obtained using the inequality 2ab < a? + b%. We deduce

from (17) that:

n At2 2 e\imn (12
& 2 |1- 2002 +acv)| || (ME)IEL | +
At?
I (M) 2 H ||2 —— 0 +acve) |l (M5)=E ||

For the implicit part of the discrete electromagnetic energy (14) we have:

n e\ Lon N L rrn
EF = (MF)ZE} ||* + || (Mf)=H} ||
Gathering (18) and (19) yields:

Ar? 2 1 2
Er+éEr = |1- T(ae +aeve) | || (ME)2ES [|* +

AtQ 2 e\imn |12
1- T(%i +aevei) | | (M5)2EY [ +

Lo N L rrn
I (M) Hg [1* + || (Mf)=H7 |12 .

Using the simple relations:

RR n° 6990
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16 V. Dolean, H. Fahs, L. Fezoui and S. Lanteri

Oég + QeVei = (ae + ’7@1‘)2 — QeYei — ’731‘

'Yzi + QeVei = (ae + ’7@1‘)2 — QeYei — O[z,
we modify (20) as:

At? 2 1 2
EreEr > 1= Sh(ae+ )| | (MEIED 2 +

At? 1
1= S (et 1 o) 17 4

At? 21
B e+ 700) | (M) EE |2+ .

At?
Tae(ae + ’Yei) ” (Mf)%E:’ ||2 +

1omm N\ Lrrm
| (ME)2H || + || (M) =H] [|*.
Finally, the hybrid part of the discrete electromagnetic energy (14) yields:

n AtQtn By Ty =2t e\ —1
& = R HF (M) 2 (M) 72 "As (Mg) ™2
(MIF) ™% A s (M)~ (M) HE (22
A2
> —S0 ) (M) A~ ) (v

Gathering (21) and (22) leads to:
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Locally implicit DGTD method for the Mazwell equations 17

A
ergrrerrep 2 [1- B ] oa e 2+
[ AtQ 2 eyimn (12
1= 88 (w +a?| 1 ) 2+
[ At? 2 Hy 5 2
1= S ooy 2 +
: 29

At?
=il ) || (M) FEL |2 +

At?
Tae(ae +’Yei) H (Mf)%E? ”2 +

1o U\ L
I (vag)=HE |12 + || (M) = H 12
Finally, using the relation:

At? At?
1- e 2 =1- T(Oée + Bei)® + (a2 + 20 Bei),

allows to obtain that under the conditions:

2 2
At<—= and At<—=
Qe + Vei Qe + Bei

that is:

2 2
At < - ,
max (ae + Yei , Qe + ﬂei) Qe + max ('Yei » ﬂei)
E™ is a positive definite quadratic form of the numerical unknowns E7, E?, H} and H and
(15) states a sufficient condition for the stability of the hybrid explicit-implicit DGTD-P,
method (13). |

In summary, (15) states that the stability of the hybrid explicit-implicit DGTD-P,
method is deduced from a criterion which is essentially the one obtained for the fully explicit
method here restricted to the subset of explicit elements S., augmented by two terms involv-
ing elements of the implicit subset S; associated to hybrid internal interfaces (i.e. interfaces
air, such that ; € S, and 7, € S;). We note that when S; = () we get back the condition (10)
obtained for the fully explicit scheme. Moreover, if the parameters € and p are piecewise
constant then we have that:

ME,; = D:M.; and M"; = D,M.,

where D, and D,, are diagonal matrices whose entries are the elementwise values ¢; and p;
respectively, and:
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e =|| De ||l (M) 2Se(Me) ™2 || 5 Bei = Yei =|| De [[|| (M)~ 2 Aei(M,) "2 ||,

where D, denotes the diagonal matrix whose entries are the elementwise values of the prop-
agation speed ¢; = 1/, /e;u;- We have that || D, || is equal to ¢™&* = max (¢;) i.e. to the
spectral radii of D.. In that case, the stability condition writes:

CmaXAt S L S 37
Qe + Be; Qe
which shows that the stability of the explicit part of the algorithm is guaranteed.

In [FLLPO5], the following local condition:

: [1i € 4V;
Vi, Vk € Vi, c¢;At | 2a; + G5 max( - —)) < =, 24
J J i ( i+ Bk 1k ex Pj (24)

is proposed for the computation of the global time step where V; and P; respectively denote
the volume and the perimeter of element 7; and where «; and G;, (k € V;) are dimensionless
constants such that:

P o

X

[[curlX

T,;S

vX e P, e ‘ (25)
ikDik |

i,’k S 7T717HX||3',’

where and || X||,, and ||X||,,, denote the L2-norms of the vector field X over 7; and the
interface a;; respectively. From the practical point of view, condition (24) is implemented
by looping over the internal interfaces of the mesh 7;. Clearly, obtaining the global time
step verifying (15) can proceed similarly by applying condition (24) to the explicit internal
interfaces (i.e.interfaces a;; such that both 7; and 7 belong to S.) and hybrid internal
interfaces (i.e.interfaces a;; such that 7; € S and 7, € S; or vice versa).

X

6 Numerical assessment of accuracy in 2D

In this section, the accuracy of the hybrid explicit-implicit DGTD-P, method is assessed
numerically by applying to the solution of the homogeneous source free 2D TM Maxwell
equations:

0H, OF, 0H, O0F, OE, O0H, O0H,

= — = — = = 2
o Tay " T e Y T o oy (26)

and by considering propagation problems for which an analytical solution is known.
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6.1 Propagation of an eigenmode in a perfectly conducting cavity

The first test problem is the propagation of an eigenmode in a unitary square cavity with
perfectly conducting walls. Although simple at first glance, this test problem is interesting in
the present context because there is no physical mechanism of dissipation of the numerical
error and thus it is particularly challenging for assessing the actual accuracy of a given
method. The hybrid explicit-implicit DGTD-P, method is used in conjunction with a non-
uniform triangular mesh (see Fig. 1) which consists of 1400 vertices and 2742 triangles. In
this case, the minimum and maximum values of the time step are respectively equal to
(At),, = 1.44 picoseconds and (At)y = 235.33 picoseconds (the ratio between the two
values 6 = (At)y/(At),, is equal to 162).

For this problem, the geometric criterion ¢, used for the definition of the subsets S, and
S; is the area of a triangle. The distribution of the element area for the triangular mesh
at hand is shown on Fig. 2. From this distribution, several values of ¢, have been selected
for the separation threshold which are summarized in Tab. 1. In this table, |S;| and |S.|
respectively denote the size (in terms of the number of elements) of the subsets S; and S..
Then, the reference time step (At), used for the simulation is the one corresponding to the
smallest element of S, from which we deduce the effective CFL applied to the elements of
the implicit subset S; (denoted by CFL; in the table). For the purely explicit time scheme,
the time step used in the simulations is CFL, x (At),, where CFL, is the CFL number
defining the stability limit of the fully explicit DGTD-P, method and is respectively equal
to 0.2 and 0.3 for p=1 and p = 2.

Results are presented in the form of the time evolution of the L2 error between the approx-
imate and analytic solutions, see Fig. 3 for simulations based on the hybrid explicit-implicit
DGTD-P; and DGTD-P; methods. On these figures, the corresponding time evolutions
for the fully explicit methods are also shown for comparison. Above a certain threshold
value for ¢4, the time step applied to the implicit part is responsible for a dispersion error
that deteriorates the overall accuracy of the hybrid explicit-implicit DGTD-P, method. The
choice of the optimal time step yielding an error level not exceeding that of the fully explicit
DGTD-P, method is not a trivial task. It requires a detailed analysis of the numerical
dispersion error of the hybrid explicit-implicit DGTD-P, method and the definition of an
error estimator allowing the development of an auto-adaptive numerical methodology. These
tasks have not been considered so far and are postponed for a future study.

6.2 Scattering of a plane wave by a dielectric cylinder

We present here results for the scattering of a plane wave with frequency F=300 MHz by a
dielectric cylinder. This test problem has been considered in several works such as [CDO03|
where the expression of the analytical solution is detailed. The internal cylinder has a radius
ro = 0.6 m and bounds a material with relative permittivity e; = 2.25. The computational
domain 2 is bounded by a square of side length a = 3.2 centered at (0,0). A first order
Silver-Miiller absorbing condition is applied on the boundary of the square. A non-uniform
mesh is used which consists of 4108 vertices and 8054 triangles. The minimum and maximum
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Figure 1: Non-uniform triangular mesh of a unitary square cavity.
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Figure 2: Eigenmode in a unitary square cavity: distribution of the geometric criterion.
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Figure 3: Eigenmode in a unitary square cavity: time evolution of the L2 error. Hybrid
explicit-implicit DGTD-P; method (top) and DGTD-Py method (bottom).
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Method | ¢4 threshold | |S;| | [Se| | (At), (picoseconds) | CFL;
DGTD-P, 107° m? 1943 | 799 3.18 2.2
- 5.107° m? | 1403 | 1339 7.28 5.0

- 104 m? 1141 | 1601 10.63 7.3

- 5.10~% m? 640 | 2102 27.39 18.9

- 1073 m? 415 | 2327 39.36 27.2
DGTD-P, 1075 m? 1943 | 799 2.12 1.4
- 5.107° m? | 1403 | 1339 4.85 3.3

- 104 m? 1141 | 1601 7.08 4.9

- 5.107* m? 640 | 2102 18.26 12.6

- 1073 m? 415 | 2327 26.24 18.1

Table 1: Eigenmode in a unitary square cavity. Simulation configurations for the hybrid
explicit-implicit DGTD-P, method.

values of the renormalized time step are respectively equal to (At),, = 2.09 picoseconds and
(At)pr = 309.63 picoseconds (the ratio between the two values § = (At)ar/(At)y, is equal
to 148). As for the previous problem, the geometric criterion ¢, used for the definition of
the subsets Se and S; is the area of a triangle. The distribution of the element area for the
triangular mesh at hand is shown on Fig. 4. The minimum and maximum values of the area
of a triangle are respectively equal to 0.25 x 1075 m? and 0.65 x 10~2 m2. We have selected
10~* m? as a threshold value for the geometric criterion ¢, which yields |S.| = 5,745 and
|Si| = 2,309. The simulation time has been set to 10 periods of the incident wave.

Contour lines of E, for the analytical solution and the solution resulting from the hybrid
explicit-implicit DGTD-Py method are shown on Fig. 5. On Fig. 6 we compare the z-wise
distributions for y = 0 of the real part of the discrete Fourier transform of E. (denoted as
DFT(E,)) for the approximate solutions obtained using the explicit, implicit and hybrid
explicit-implicit DGTD-P; and DGTD-P3; methods. Finally, a comparison in terms of the
time evolution of the L2 error is also shown on Fig. 7. Performance figures are gathered
in Tab. 2 for simulations conducted on a workstation equipped with AMD Opteron 2 GHz
preessor and 2 GB of RAM memory. In this table, the reported CFL values are those used
for the explicit, implicit and hybrid explicit-implicit methods where in the latter case we
mention the values applied to the elements of the subsets S, and S;. For this test problem
and the considered triangular mesh, the hybrid explicit-implicit DGTD-P; and DGTD-P,
methods allow a reduction of the computational time by a factor 3.3 and yield approximate
solutions that are almost coincident with those of their explicit counterparts.

7 Numerical and performance results in 3D

In this section we apply the proposed hybrid explicit-implicit DGTD-P, method to the sim-
ulation of realistic 3D electromagnetic wave propagation problems. The implicit system of
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Figure 4: Scattering of a plane wave by a dielectric cylinder: distribution of the geometric
criterion.

15 ! 4 EZ 15 7 3 Ez
. 1.85 3 o 195
X 17 18
155 165
1 14 1 i 15
4 i 125 i 135
11 12
4 i 095 i 105
05 | a 08 05 iy 09

o
ooo
oy
{N&

o
ooo
o
[}

0.15
f . 025
05 [ L 04 -0.5 045
o 0.55 5 0.6
0.7 -0.75
3 085 4 09
1 g 3 1 -1 -1.05
: 7 115 12
7 W 13 1.35
: : 145 15
-15 i -15
1 0 1 1 0 1
X X

Figure 5: Scattering of a plane wave by a dielectric cylinder. Contour lines of E, after 10
periods. Analytical solution (left) and hybrid explicit-implicit DGTD-Ps method (right).
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Figure 6: Scattering of a plane wave by a dielectric cylinder: z-wise distribution of DFT(E,).
DGTD-P; methods (left) and DGTD-Ps methods (right).

Method Time integration CFL Total time | Gain
DGTD-P, Explicit 0.3 477 sec -

- Implicit 21.0 109 sec 44

- Hybrid explicit-implicit | 0.3/17.5 145 sec 3.3
DGTD-Py Explicit 0.2 1805 sec -

- Implicit 21.0 257 sec 7.0

- Hybrid explicit-implicit | 0.2/17.5 524 sec 3.4

Table 2: Scattering of a plane wave by a dielectric cylinder. Performance results for the
explicit, implicit and explicit-implicit DGTD-P, method.

INRIA



Locally implicit DGTD method for the Mazwell equations 25

! éxplicil 4
Implicit -------
Hybrid explicit/implicit --------
s
5]
~
3
0.1
[¢] 5e-09 le-08 1.5e-08 2e-08 2.5e-08 3e-08 3.5e-08
Time (in sec)
T
Explicit
Implicit -------
Hybrid explicit/implicit --------
s
5]
~
3
0.01
o 5e-09 1e-08 1.5e-08 2e-08 2.5e-08 3e-08 3.50-08

Time (in sec)

Figure 7: Scattering of a plane wave by a dielectric cylinder: time evolution of the L2 error.
DGTD-P; methods (left) and DGTD-P2 methods (right).

RR n° 6990



26 V. Dolean, H. Fahs, L. Fezoui and S. Lanteri

equations associated to the mesh elements in the subset S; is solved using the MUMPS opti-
mized sparse direct solver [ADL00]. In the tables of this section, «<RAM (LU)»is the memory
overhead for computing and storing the sparse L and U factors, while «Time (LU)»gives the
factors construction time. Moreover, the geometric criterion used for the definition of the
subsets S; and S, is chosen to be:

. ViV;
¢g(7:) = 4min PiPij

where V; and P; respectively denote the volume and the perimeter of the tetrahedron 7; and
where we recall that V; = {j|m N7; # 0}.

(27)

7.1 Scattering of a plane wave by an aircraft

The problem under consideration is the simulation of the scattering of a plane wave by an
aircraft geometry. The frequency of the incident field is F=200 MHz (the wavelength is
A = 1.5 m). The computational domain is artificially bounded by a parallelepipedic box
on which the Silver-Miiller condition is imposed. The underlying tetrahedral mesh consists
of 360,495 vertices and 2,024,924 tetrahedra. The minimum and maximum lengths of the
mesh edges are respectively equal to 9.16 1073 m (which corresponds to ~ \/163 m) and
6.83 107! m (which corresponds to ~ A/2.2 m). The minimum and maximum values of the
time step are respectively equal to (At),, = 7.7 picoseconds and (At); = 444.3 picoseconds
(the ratio 6 = (At)rr/(At)m = 58). The distribution of the criterion (27) for the tetrahedral
mesh at hand is shown on Fig. 9. The simulations discussed here have been performed on a
workstation equipped with an Intel Xeon 2.33 GHz processor and 32 GB of RAM memory.
We report on results obtained using the fully explicit and hybrid explicit-implicit DGTD-P;
methods. The contour lines of |E| on the surface of the aircraft, for a physical simulation
time corresponding to 5 periods of the incident wave, are shown on Fig. 8. Time evolutions
of the E, component at a selected point are compared on Fig. 10. Performance results
for the simulations based on the hybrid explicit-implicit DGTD-P; method are summarized
in Tab. 4. The simulation using the fully explicit DGTD-P; method gives the reference
computing time which is equal to 25 h 3 mn. The results of Tab. 4 show that the memory
overhead associated to the construction and the storage of the L and U factors of the
implicit matrix is acceptable while the gain in computing time ranges from 3.7 to 6.2 for the
considered threshold values of the geometric criterion c,.

cg threshold | |S.| | |Si| | CFL;
0.0125 2,024,320 604 1.81
0.0175 2,022,464 | 2460 2.53
0.02 2,018,543 | 6381 2.90

Table 3: Scattering of a plane wave by an aircraft. Definition of the subsets S, and S; for
different values of c,.
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27

Figure 8: Scattering of a plane wave by an aircraft. Triangulation (left) and contour lines

of |E| (right) on the aircraft surface.
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Figure 9: Scattering of a plane wave by an aircraft: distribution of the geometric criterion.

cg threshold | RAM (LU) | Time (LU) | Total time

0.0125 m 12 MB 0.3 sec 6 h 39 mn
0.0175 m 48 MB 1.5 sec 4 h 44 mn
0.02 m 117 MB 4.2 sec 4 h 08 mn

Table 4: Scattering of a plane wave by an aircraft. Performance results for the hy-
brid explicit-implicit DGTD-P; method. Reference time for the fully explicit DGTD-P

method : 25 h 3 mn.
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Figure 10: Scattering of a plane wave by an aircraft. Time evolution of the F, component
at a selected point.

7.2 Exposure of head tissues to a localized source radiation

We now consider a more realistic problem which consists in the simulation of the exposure
of a geometrical model of head tissues to an electromagnetic wave emitted by a localized
source. Starting from MR images of the Visible Human project [RHGJ03], head tissues
are segmented and the interfaces of a selected number of tissues (namely, the skin, the
skull and the brain) are triangulated. Different strategies can be used in order to obtain a
smooth and accurate segmentation of head tissues and associated interface triangulations.
A first strategy consists in using a marching cube algorithm [LC87] which leads to huge
triangulations of interfaces between segmented subdomains. These triangulations can then
be regularized, refined and decimated in order to obtain reasonable surface meshes, for
example using the YAMS [Fre03] re-meshing tool. Another strategy consists in using a
variant of Chew’s algorithm [Che93], based on Delaunay triangulation restricted to the
interface, which allows to control the size and aspect ratio of interface triangles [BOO035].
Surface meshes of the skin, skull and brain resulting from such a procedure are presented on
Fig. 11. Then, these triangulated surfaces are used as inputs for the generation of volume
meshes. In this study, the GHS3D tetrahedral mesh generator [GHS91] is used to mesh
volume domains between the various interfaces. Note that the exterior of the head must
also be meshed, up to a certain distance from the skin. The computational domain is here
artificially bounded by a sphere on which the Silver-Miiller condition is imposed. Moreover,

a simplified mobile phone model is included and placed in vertical position close to the right
ear (see Fig. 12).

In the present case, the constructed geometrical model consists of four tissues (skin,
skull, CSF - Cerebro Spinal Fluid, brain) and the global tetrahedral mesh consists of 316,172
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vertices and 1,889,982 tetrahedra. The minimum and maximum lengths of the mesh edges
are respectively equal to 0.0625 mm and 23.814 mm (in the vacuum zone). The smallest
elements are located in the skin depth on one hand, and between the bottom surface of
the antenna and the top surface of the metallic box on the other hand. The minimum and
maximum values of the time step are respectively equal to (At),, = 0.023 picoseconds and
(At)pr = 16.02 picoseconds (the ratio 6 = (At)ar/(At)y = 696). The distribution of the
criterion (27) for the tetrahedral mesh at hand is shown on Fig. 13. The characteristics of the
tissues are summarized in Tab. 5 where the values of the electrical permittivity correspond
to a frequency F=1800 MHz and have been obtained from a special purpose online data
base. We assume here that the tissues are non-conducting although it is clear that for a
more realistic modeling of the propagation, conductivity should also be taken into account.
Finally, a dipolar type source is localized between the bottom surface of the antenna and
the top surface of the metallic box yielding a current of the form (x4 is the localization point
of the source):

J(x,t) = §(x — x4) sin(wt) (28)

which is discretized according to the discontinuous Galerkin formulation discussed in section
3.

Numerical simulations have been conducted on a cluster of 20 Intel Xeon 2.33 GHz based
nodes interconnected by a high performance Myrinet network. Each node consists of a dual
processor quad core board sharing 16 GB of RAM memory. We report on results obtained
using the fully explicit DGTD-P; method and the hybrid explicit-implicit DGTD-P; and
DGTD-P; methods. A single value of the criterion (27) has been considered for the definition
of the subsets S; and S, (see Tab. 6). For this selected threshold value, only 1.7% of the
mesh elements are treated implicitly. The physical simulation time has been fixed to 6
periods of the temporal signal of (28). A discrete Fourier transform of the components of
the electric field is computed during the last period of the simulation. Contour lines of the
module of the real part of the discrete Fourier transform of E (denoted by R(DFT(E)) on
the skin, skull and brain surfaces for the approximate solutions resulting from the hybrid
explicit-implicit DGTD-P; and DGTD-P; methods are shown on Fig. 14. Time evolutions
of the F, component at two selected points in the free space near the ear and in the brain are
compared on Fig. 15. One can note on this figure that the approximate solutions resulting
from the fully explicit and hybrid explicit-implicit methods are almost indistinguishable.
The simulation using the fully explicit DGTD-P; method has been conducted on N, = 64
cores of the above-mentioned cluster for a total computing time of 38 h 43 mn. Performance
results for the simulations based on the hybrid explicit-implicit DGTD-P; and DGTD-P,
methods are summarized in Tab. 7. Note that these simulations have been performed on
16 and 32 cores. For this problem, the hybrid explicit-implicit DGTD-P; method allows a
reduction of the computing time by a factor of 56 if with assume a linear parallel speedup
for the fully explicit DGTD-P; method to evaluate a reference time on 16 cores. Such an
assumption is reasonable for the fully explicit method but dose not apply to the hybrid
explicit-implicit method as can be seen in Tab. 7 in the case of the DGTD-P; method. The
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observed suboptimal parallel speedup is probably due to the use of sparse direct solver for

the implicit system.
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Figure 11: Exposure of head tissues to a localized source radiation: surface meshes of the

skin, skull and brain.

Tissue Er A (mm)
Vaccum 1.00 | 166.66
Skin 43.85 26.73
Skull 15.56 42.25
CSF 67.20 20.33
Brain | 43.55 25.26

Table 5: Exposure of head tissues to a localized source radiation: electromagnetic charac-

teristics of tissues.
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Figure 12: Exposure of head tissues to a localized source radiation: simplified mobile phone
model.
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Figure 13: Exposure of head tissues to a localized source radiation: distribution of the
geometric criterion.

cg threshold | [S.| | [Si] | CFL;
0.0006 m | 1,858,469 | 31,513 | 27.24 (P1)/15.13 (P)

Table 6: Exposure of head tissues to a localized source radiation. Definition of the subsets
S, and S;.
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Figure 14: Exposure of head tissues to a localized source radiation. Contour lines of |[R(E)|
(in log scale) on the skin, skull and brain surfaces: hybrid explicit-implicit DGTD-P; (left)
and DGTD-P; (right) methods.
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Figure 15: Exposure of head tissues to a localized source radiation. Time evolution of the
E. component at selected points in free space (top) and in the brain (bottom).

Method | Ny | RAM (LU) | Time (LU) | Total time
DGTD-P; | 16 1.2 GB 89.0 sec 2 h 40 mn

DGTD-P, | 16 3.7 GB 696.0 sec | 13 h 45 mn
32 2.2 GB 598.0 sec 8 h 42 mn

Table 7: Exposure of head tissues to a localized source radiation. Performance results for the
hybrid explicit-implicit DGTD-P; method. Reference time for the fully explicit DGTD-P;

method on Ny, = 64 cores : 38 h 43 mn.
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8 Conclusion

We have presented the results of a study aiming at overcoming the grid-induced stiffness
in high order DGTD methods formulated on non-uniform simplicial meshes for the solu-
tion of the system of time domain Maxwell equations. For that purpose, we have adopted
an hybrid explicit-implicit time integration strategy. First, the elements of the underlying
mesh are assumed to be partitioned into two sets according to an appropriate geometric
criterion. Then, the time integration method considered here combines an implicit Crank-
Nicolson scheme applied to the semi-discretized equations associated to the mesh elements
belonging to one of the subsets (typically, the elements localized in the refined zones of
the mesh), with an explicit Leap-Frog scheme applied to the semi-discretized equations for
the elements in the complementary subset. The resulting strategy is a component splitting
based CNLF (Crank-Nicolson-Leap-Frog) DGTD method following the terminology adopted
in [Ver09]. A stability analysis of the hybrid explicit-implicit DGTD method using energetic
considerations shows that the reference (global) time step can be computed from a condi-
tion essentially ensuring that the Leap-Frog scheme alone is stable for the mesh elements of
the corresponding subset. The temporal convergence of the CNLF time integration scheme
has recently been studied in [Ver09] where a convergence condition is derived that guaran-
tees second order temporal convergence uniformly in the spatial discretization parameter.
The accuracy of the CNLF DGTD method has been assessed here numerically in the two-
dimensional case by considering wave propagation problems for which analytical solutions
are available.

Numerical simulations of realistic three-dimensional propagation problems involving lo-
cally refined tetrahedral meshes have demonstrated that the proposed CNLF DGTD method
allows to reduce significantly the overall computing time as compared to a fully explicit
DGTD method, and as long as a rather small number of the mesh elements are treated
implicitly (typically a few percent) which is often the case in practical situations involving
irregularly shaped objects and material interfaces. However, despite these encouraging re-
sults, several points still deserve to be addressed in order to obtain a more accurate and
more efficient solution strategy:

e the temporal accuracy could be improved by studying the possibility of combining a
high order Leap-Frog scheme [SSWO02] with a higher order implicit scheme [LF04], or
by considering alternative hybrid explicit-implicit time integration strategies such as
those studied in [CSO08].

e In all the numerical experiments discussed in this paper, the threshold value for the
geometric criterion ¢, used for the definition of the subsets S, and S; has been set
statically. This threshold value impacts both the accuracy (more precisely, the nu-
merical dispersion) of the CNLF DGTD method and its overall computational cost
(computing time and memory overhead). Clearly, obtaining an auto-adaptive solution
strategy which optimizes both aspects would be an asset. In particular, the reference
(global) time step ensuring the stability of the method could be adapted dynamically
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in order to control the numerical error. The use of embedded time integration schemes
can facilitate this task as demonstrated in [KCGHO7] in the context of explicit-implicit
Runge-Kutta (IMEX-RK) methods.

e Parallel computing is a mandatory path for large-scale 3D simulations and is well
mastered for fully explicit solution methods for the time domain Maxwell equations.
However, the parallelization of hybrid explicit-implicit methods such as the CNLF
DGTD method considered here raises (at least) two difficulties that have not been
addressed in this paper. On one hand, the separation of mesh elements into two sub-
sets induces load balancing issues. Indeed, since the explicit-implicit time integration
scheme is a sequential process (see algorithm (13)), the partitioning of the mesh should
not simply aims at balancing the mesh elements taking into account a single weight
related to the local computational load (i.e.explicit or implicit element). Instead, an
appropriate two-constraint partitioning problem aiming at balancing both the explicit
and implicit elements should be formulated. On the other hand, a scalable solver must
be considered for the linear system associated to the implicit elements.
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