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An example of high order Residual Distribution sheme using nonLagrange elementsR. Abgrall(1,2) and J. Tre�ik(1,3)(1) INRIA Bordeaux Sud Ouest, 33 405 Talene, Frane(2) Institut Polytenhique de Bordeaux, 33 405 Talene, Frane(3) CTU Prag,June 8, 2009AbstratWe are interested in the numerial approximation of non linear hyperboli problems. The partiularlass of shemes we are interested in are the so�alled Residual Distribution shemes. In their urrentform, they rely on the Lagrange interpolation of the point values of the approximated funtions. Thisinterpretation of the degrees of freedom as point values plays a fundamental role in the derivation of theshemes. The purpose of the present paper is to show that some non Lagrange elements an also do thejob, and maybe better. This opens the door to isogeometri analysis in the framework of RDS shemes.We are interested in the numerial approximation of linear and non linear hyperboli problems. Thepartiular lass of shemes we are interested in are the so�alled Residual Distribution shemes. They an betraed bak to the early work of P.L. Roe [1℄ and Ni [2℄, but also to the stabilized �nite element shemes suhas the Hughes' SUPG sheme [3, 4, 5℄. Their main harateristis are the following : (i) they have a naturalformulation on unstrutured meshes, (ii) their stenil is the most possible ompat one to reah a givenorder of auray, (iii) their parallelization is straightforward. These three properties are shared in ommonwith the Disontinuous Galerkin sheme, but here, thanks to the onformal nature of the approximation,the number of degrees of freedom is redued by a large fator, as this an be seen on table 1.2D 3DOrder DG RDS DG RD2 6ns ns 24ns ns3 12ns 4ns 40ns 8ns4 20ns 9ns 80ns 27nsTable 1: Number of degrees of freedom for third and fourth order approximation in the ase of a triangular/tetmesh. DG stands for Disontinuous Galerkin, RD for Residual Distribution.In previous papers, we, and others [6, 7, 8, 9, 10, 11, 12, 13℄, have shown how to ombine monotoniitypreserving properties and very high auray (≥ 2) on general onformal meshes, or non onformal meshes[14, 15℄. One of the key ingredient in the onstrution is that the degrees of freedom an be interpreted aspoint values. The purpose of the present paper is to show that some non Lagrange elements an also do thejob. This opens the door to isogeometri analysis [16℄ in the framework of RDS shemes.The format of the paper is as follows. In a �rst part, we reall what are these Residual Distributionshemes, and show the onstrution of high order shemes. A monotoniity priniple, or variation diminishingone, plays a key role. In the seond part, we provide examples for salar steady non linear hyperboliequations. The third part disuss the extension to the unsteady ase for a wave model. Conlusion follows.1



1 The residual distribution shemes1.1 IntrodutionLet us onsider the following salar model equation,div f(u) = S(x) x ∈ Ω ⊂ R
d

u = g weakly on the in�ow boundaryΓ−
(1)where Γ− = {x ∈ ∂Ω,∇uf(u) · ~n(x) < 0}, ~n(x) is the outward unit normal of Ω at x. In (1), u and g belongto R, and the �ux f has d omponents, namely f = (f1, . . . , fd). We assume that f is C1 and g belongs to

L∞(Γ). The disussion will be developed using that salar model, with d = 2, however extensions to systemsand the ase d = 3 are rather straightforward.We onsider a triangulation of Ω denoted by Th. The triangles are {Tj}j=1,...,ne
. We denote by Ωh =

∪j=1,...,ne
Tj . The verties of the mesh are denoted by {Mi}i=1,nv

. Besides the usual regularity assumptionswe need, we also make the standard assumption that if an element T has a part of an edge on Γh := ∂Ωh,this full edge is inluded in Ωh.In eah element T , we need an approximation of the solution, say uh, and we assume the following form
uh
|T =

∑

σℓ∈T

uσℓ

(

ψσℓ

)

|T
. (2)In (2), the sum is indexed by degrees of freedom that are seen as points in T . A typial example is a Lagrangeinterpolant. We will assume that the funtion uh is ontinuous aross edges, i.e. the ψσℓ

are ontinuousaross the edges of Th, so that we write
uh =

∑

σℓ

uσℓ
ψσℓ

.More preisely, given k ∈ N, we assume that for any funtion smooth enough u ∈ Ck+1(Ω), we an de�ne
uh = πh(u) of this type, suh that if u is a polynomial of degree k, we have u = uh. Then, standardapproximation results, se for example [17℄, show that in Lp norms, we have ||u − πh(u)|| ≤ C(u)hk+1.These properties are true for example using Lagrange polynomials, Bezier, spline representations or NURBS[18, 19℄. We assume that degrees of freedom also live on the boundary of T , this is true for any of theseexamples. Note that this assumption is onsistent with the ontinuity assumption.Thanks to this, we de�ne, in eah element T , the total residual ΦT as

ΦT =

∫

∂T

fh(uh) · ~ndl −

∫

T

S(x)dx (3)where fh is some approximation of the �ux f . We preise the assumptions on fh a bit latter in the text.One this has been done, we onsider split-residuals, ΦT
σ , for σ ∈ T , so that they satisfy the onservationproperty:

∑

σ∈T

ΦT
σ = ΦT . (4)In order to handle boundary onditions, we need to onsider boundary residuals. Let Γ be an edge ofsome triangle T whih is on Γh, we onsider the boundary residual

ΦΓ =

∫

Γ

(

F(uh, u−, ~n) − g(x) · ~n

)

dl (5)where (F(uh, u−, ~n) is a numerial upwind �ux that depends on the trae of uh on Γ, the boundary ondition
u− = g, with the understanding that the numerial �ux vanishes on the non upwind parts of the boundary.Then, we onsider split-residuals ΦΓ

σ, for σ ∈ Γ, so that they satisfy the onservation property:
∑

σ∈Γ

ΦΓ
σ = ΦΓ. (6)2



One this has been done, the sheme writes : �nd uh suh that for any degree of freedom σ,
• If σ 6∈ ∂Ωh,

Σ(uh) :=
∑

T∋σ

ΦT
σ = 0. (7a)

• If σ ∈ ∂Ωh

Σ(uh) :=
∑

T∋σ

ΦT
σ +

∑

Γ⊂∂Ω−,Γ∋σ

ΦΓ
σ = 0. (7b)We an summarize (7a) and (7b) by

Σ(uh) =
∑

E∋i

ΦT
σ = 0 (7)where E stands either for any triangle T or edge Γ that shares σ.1.2 Design priniples1.2.1 Consisteny with (1)What are the design priniples on the sheme (7) with (4) so that we have a onvergent sheme ? The answerto this problem has been provided in [13℄, and we reprodue the result.Proposition 1.1. Assume that the mesh is regular, that the �ux approximation fh(uh) is ontinuous arossedges and de�nes a onvergent approximation (in L1 of the C1 �ux f . Assume that the residuals satisfy theonservation relations (4) and (6). Assume that the sheme (7) de�nes a unique uh suh that1. there exist a onstant C(g) independent of h suh that ||uh||L2 ≤ C(g),2. there exists v ∈ L2(Ω) suh that a subsequene of uh onverges to v in L2,then v is a weak solution of (1)The result of [13℄ was about a �rst order in time approximation of

∂u

∂t
+ div f(u) = 0with initial ondition. The adaptation to the steady ase (1) with boundary onditions and soure term isstraightforward, and uses exatly the same arguments.1.2.2 AurayAgain, we reall previous results, see [13℄ The key remark is to see that if one an solve (7) aurately, thesheme is formally r order aurate if the split-residual satisfy

ΦT
σ = O(hr+d), ΦΓ

σ = O(hk+d−1).The reason follows from a simple error analysis. If ϕ is a ompatly supported test funtion, let us denote
ϕh its Lagrange interpolation de�ned by ϕh(σ) = ϕ(σ). Saying that, we assume that within eah triangle,the set of degrees of freedom is unisolvant. The examples of setion 2 will make that point learer. Then we
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multiply the relations (7) by ϕh
σ and add, then using the onservation relations we obtain

E(uh, ϕh) =
∑

σ∈Ω

ϕ(σ)

(

∑

T∋σ

ΦT
σ +

∑

Γ⊂∂Ω−,Γ∋σ

ΦΓ
σ

)

=

∫

Ω

(div fh(uh) − Sh(uh)

)

ϕh(x) dx +
∑

T⊂Ω

1

#{σ ∈ T }

∑

σ,σ′∈T

(

ϕ(σ) − ϕ(σ′)
) (

ΦT
σ − ΦT,c

σ

)

+

∫

∂Ω

(

F(uh, u−, ~n) − fh(uh) · ~n

)

ϕh(x)dl+
∑

Γ⊂∂Ω

1

#{σ ∈ Γ}

∑

σ,σ′∈Γ

(

ϕ(σ) − ϕ(σ′)
)(

ΦΓ
σ − ΦΓ,c

σ

)

= −

∫

Ω

∇ϕh(x) · fh(uh) +

∫

∂Ω

ϕh(x)fh(uh) · ~ndl +

∫

Ω

ϕh(x)Sh(uh)dx

+

∫

∂Ω

(

F(uh, u−, ~n) − fh(uh) · ~n

)

ϕh(x)dl

+
∑

T⊂Ω

1

#{σ ∈ T }

∑

σ,σ′∈T

(

ϕ(σ) − ϕ(σ′)
) (

ΦT
σ − ΦT,c

σ

)

+
∑

Γ⊂∂Ω

1

#{σ ∈ Γ}

∑

σ,σ′∈Γ

(

ϕ(σ) − ϕ(σ′)
)(

ΦΓ
σ − ΦΓ,c

σ

)

. (8)where ϕh = πh(ϕ),
ΦT,c

σ =

∫

T

ψσ

(div f(uh) − S(uh)

)

dx, ΦΓ,c
σ =

∫

Γ

ψσ

(

F(uh, u−, ~n) − f(uh) · ~n

)

dxand ψσ ∈ P
k(T ) suh that ψσ(σ′) = δσ

σ′ .Following again [13℄, have the following result:Proposition 1.2. If the solution u is smooth enough and the residual, applied to the Pk interpolant of usatisfy
ΦT

σ (uh) = O(hk+d) (9a)and
ΦΓ

σ = O(hk+d−1), (9b)if moreover the approximation fh(uh) is k + 1-order aurate, then the trunation error satis�es
|E(uh, ϕh)| ≤ C(ϕ, f, u) hk+1.The onstant C(ϕ, u) depends only on ϕ and u.We start by a lemmaLemma 1.3. For the steady problem (1), if the solution u is smooth, we have

∫

∂T

fh(uh) · ~ndl −

∫

T

S(x)dx = O(hk+d)and
∫

∂T

(

F(uh, u−, ~n) − fh(uh) · ~n

)

dl = O(hk+d−1)provided that the approximation fh(uh) is k + 1 th order aurate and the numerial �ux F is Lipshitzontinuous. 4



Proof. We have, using the fat that (1) is a steady problem,
∫

∂T

fh(uh) · ~ndl −

∫

T

S(x)dx =

∫

∂T

(

fh(uh) · ~n− f(u)

)

dl

= O(hk+1) × |∂T | = O(hk+d).On the boundary, we have
∫

∂T

(

F(uh, u−, ~n) − g(x) · ~n

)

dl =

∫

∂T

(

F(uh, u−, ~n) − g(x) · ~n

)

dl +

∫

∂T

(

F(u, u−, ~n) − g(x) · ~n

)

dl

=

∫

∂T

(

F(uh, u−, ~n) −F(u, u−, ~n)

)

dland the result follows beause of the approximation inequality and sine the numerial �ux is Lipshitzontinuous.Proof of proposition 1.2. This inequality is a onsequene of (8) beause we have
−

∫

Ω

∇ϕh(x) · fh(uh) +

∫

∂Ω

ϕh(x)fh(uh) · ~ndl +

∫

Ω

ϕh(x)Sh(uh)dx =

(

−

∫

Ω

∇ϕh(x) · f(u) +

∫

∂Ω

ϕh(x)f(u) · ~ndl +

∫

Ω

ϕh(x)Sh(u)dx

)

+

(

−

∫

Ω

∇ϕh(x) ·

(

f(u) − fh(uh)

)

+

∫

∂Ω

ϕh(x)
(

f(u) − fh(uh)
)

· ~ndl +

∫

Ω

ϕh(x)
(

Sh(u) − Sh(uh)
)

dx

)

(10)
where uh = πh(u). From standard interpolation results [17℄, we have |ϕh| ≤ C and |∇ϕh| ≤ C′, |fh(uh) −
f(u)| ≤ C(u, f)hk+1 and |Sh(uh)−S(u)| ≤ C(u, S)hk+1. so that (10) is in norm smaller that C(u, f, S)hk+1for a suitable onstant C(u, f, S).From lemma 1.3, for any T and Γ, |ΦT,c

σ | ≤ C(u, f, S)hk+d and |ΦΓ,c
σ | ≤ C(u, f, S)hk+d−1 where d is thespae dimension.Then, For any T ,

|
∑

σ,σ′∈T

(

ϕ(σ) − ϕ(σ′)
) (

ΦT
σ − ΦT,c

σ

)

| ≤
∑

σ,σ′∈T

(

|ϕ(σ) − ϕ(σ′)|
) (

|ΦT
σ | + |ΦT,c

σ |
)

|

≤ # of elements ×N × ||∇ϕ||∞h× C(ϕ, f, S)hk+dwhere N is the number of degree of freedom in eah element. In a regular mesh for a bounded domain, thenumber of elements sizes like h−d so that in the end, we an �nd a onstant (again denoted by C) whihdepends on u, f , S and Ω suh that
|
∑

σ,σ′∈T

(

ϕ(σ) − ϕ(σ′)
) (

ΦT
σ − ΦT,c

σ

)

| ≤ C(u, f, S,Ω)hk+1.The last estimation is to be done for the boundary terms. Using the onsisteny of the numerial �ux,we �rst have
∣

∣

∣

∣

∫

∂Ω

(

F(uh, u−, ~n) − fh(uh, ~n)

)

ϕh(x)dl

∣

∣

∣

∣

≤

∫

∂Ω

(∣

∣

∣

∣

F(uh, u−, ~n) −F(uh, uh, ~n)

∣

∣

∣

∣

)

ϕh(x)dl

≤ L

∫

∂Ω

|uh − u−| ≤ C(u, f, ∂Ω)hk+1 5



Similarly, we have, for any boundary edge, |ΦΓ,c
σ | ≤ C(u, f)hk+d. If the boundary of Ω is regular, the numberof boundary faes is of the order of h−(d−1).Thus, we get, using again the same arguments,

∣

∣

∣

∣

∑

Γ⊂∂Ω

∑

σ,σ′∈Γ

(

ϕ(σ) − ϕ(σ′)
)(

ΦΓ
σ − ΦΓ,c

σ

)

∣

∣

∣

∣

≤ C(u, f, ∂Ω)h−d+1hk+d = C(u, f, ∂Ω)hk+1.This ompletes the proof.Let us onlude this paragraph by two important remarks.Remark 1.4. We see that the proof uses two key elements:
• The problem (1) is steady,
• One is able to ompute uh. This is done in pratie via an iterative algorithm beause the system (7)is in general non linear. In all the numerial examples, we will onsider a simple Jaobi-like iteration,

uk+1
σ = uk

σ − ωk
σΣ((uh)k) (11)where ωk

σ is a relaxation parameter that an be thought as the ratio of a time step (onstraint by a CFLondition) and an area. The sequene (uh)k is initialized to some value (say uh = 0) and marhed upto onvergene. The onvergene issue of the sequene is a subtle one, as it will be seen.The auray result will be true, in pratie, provided that one is able to onstrut a onvergent sequene
((uh)k)k∈N, that is, for any ε > 0, one an �nd Nε suh that

n ≥ Nε, then |Σ((uh)k)| ≤ ε.The algorithm an be stopped provided that ε = O(hk).1.2.3 Monotoniity preservationIn the previous versions of the RD sheme, the degrees of freedom were Lagrange points, so that uh
σ is thevalue of uh at σ. In that ase, the iterative sheme is designed in suh a way that for any k ∈ N,

max
σ

|uk
σ| ≤ max

σ
max(||g||∞,max

σ
|u0

σ|).Indeed, the sheme is designed so that for any σ,
max

σ′∈V (σ)
|uk

σ| ≤ max
σ′∈V (σ)

|uk−1
σ |,where V (σ) is the set of neighbors of σ, σ inluded. Note that in this ase, we are not asking for

||(uh)k|| ≤ C (12)sine it is well known that the Lagrange interpolation, for degree larger than 2, su�ers from the Gibbsphenomena.Another way of thinking is preisely to try to enfore the onstraint (12) globally. Assume that we havea sheme that writes :
ΦE

σ =
∑

σ′∈T

cTσσ′ (uσ − uσ′) (13a)where E is either a triangle (ase of an internal degree of freedom) or a boundary edge Γ (ase of a boundarydegree of freedom), with for any σ, σ′, cTσσ′ ≥ 0. (13b)6



Using the iterative sheme (11), it is lear that
|uk+1

σ | ≤ max
σ′∈Vσ

|uk
σ′ | (14)provided that

ωσ ≤

(

∑

E∋σ

∑

σ′∈T

cσσ′

)−1where E is either a triangle or a boundary edge.If the basis funtions ψσ are positive we see that
|(uh)n+1 ≤ max

σ
max(||g||∞,max

σ
|u0

σ|) (15)An example of suh a split-residual is given by the following Lax-Friedrih like residual: we �rst approx-imate f(u) by
fh(uh) := f(uh).

ΦT
σ =

ΦT

NT

+ αT (uσ − uT ) (16a)with
uT =

∑

σ′∈T uσ′

NT

, αT ≥ max
σ′∈T

∫

T

???? (16b)and NT being the number of degrees of freedom in T . This family of split residuals de�nes a sheme that isonly �rst order aurate.1.3 Constrution of high order shemesHow an we onstrut a sheme that is both monotoniity preserving and high order aurate. Using theremark ontained in Lemma 1.3, one possibility is to look for real numbers βE
σ (uh) (E triangle or boundaryedge) suh that

ΦE
σ = βE

σ (uh)ΦT , (17)that are uniformly bounded. This ensure that ΦT
σ = O(hk+d) and ΦΓ

σ = O(hk+d−1).The question is to de�ne the βs suh that the sheme is both high order aurate and monotoniitypreserving.A �rst step is the following : using a monotoniity preserving sheme (think of the Lax Friedrihs sheme)whih residuals are denoted by ΦL,T
σ whih satis�es (13), we formally write

ΦH,T
σ =

ΦH,T
σ

ΦL,T
σ

ΦL,T
σ

=
∑

σ′∈T

(

ΦH,T
σ

ΦL,T
σ

)

cLσσ′ (uσ − uσ′)

=
∑

σ′∈T

cHσσ′ (uσ − uσ′)with cHσσ′ =

(

ΦH,T
σ

ΦL,T
σ

)

cLσσ′ . Hene, sine cLσσ′ ≥ 0, we have cHσσ′ ≥ 0 provided that ΦH,T
σ

ΦL,T
σ

≥ 0. Setting
xσ =

ΦL,T
σ

ΦT
and βσ =

ΦH,T
σ

ΦT
, (18)7



the onservation and monotoniity preserving ondition beome
∑

σ∈T

xσ =
∑

σ∈T

βσ = 1 and for anyσ ∈ T, xσβσ ≥ 0. (19)The problem is to �nd a mapping (xσ)σ∈T 7→ (βσ)σ∈T that satis�es the onditions (19). This mappingannot be linear aording to Godunov's theorem.An extensive disussion of these relations is done in [13℄, in partiular we provide a geometrial interpre-tation of these relations. Among the many mappings that satisfy (19), we have hosen
βσ =

x+
σ

∑

σ′∈T

x+
σ′

(20)whih is always well de�ned beause ∑

σ′∈T

x+
σ′ ≥ 1.Unfortunately, as we see in the next setion, the resulting sheme (i.e. (7) with (17) and (20) usingthe Lax Friedrihs sheme) is over ompressive. The same problem would our with other �rst orderspli=residuals, for example those onstruted form standard �rst order �ux, see [10℄ for some examples. Thefundamental reason is that the limitation is done aording to monotoniity preserving onstraints only, inomplete ignorane of what is the physis of the problem, i.e. how up-winding has to be triggered into thesheme. Hene, we need to add some dissipation mehanism without destroying the formal auray in orderto orret that drawbak. . One way of doing that is to add to (17) a dissipative term, namely

dT (ϕh, uh) = |T |
∑

xquad ωquad[(∇uf(uh) · ∇ϕσ

)

(xquad) (∇uf(uh) · ∇uh − S

)

(xquad)] (21)suh that the quadrati form
(vh, uh) 7→

∑

σ

vh
σ

(

∑

E∋σ

ΦE
σ +

∑

T

θThTdT (ϕh, uh)is dissipative. Again, E stands for any element or edge that share σ. In (21), hT is a the radius of theirumsribed irle/sphere, and θT is a parameter that is of the order of 0 in disontinuities and 1 elsewhere.In (21), xquad an be interpreted as quadrature points and ωquad as weights. Saying, we interpret (21) as adisrete version of
∫

T

(

∇uf(u)ϕσ

)

·

(

∇uf(u)∇uh − S(x)

)

dx.However, in [20℄, we have shown that, at least for linear �ux f(u) = ~λu, is that a neessary ondition isthat the quadrati form
qK(vh) :=

∑

xquad ωquad(~λ · ∇vh(xquad))2is positive de�nite whenever the polynomial λ · ∇vh is not identially zero. In the ase of polynomialinterpolation, we need only one quadrature point (and ωquad = 1), for quadrati polynomials, we need threenon aligned points (in pratie the verties of the element, and we take ωquad == 1
3 , and so on. Details anbe found in this referene, we will use this tehnique in the present paper.There are many possible hoies for the parameter θT . For example, θT is a good hoie, even in the aseof disontinuous solutions where we have experimentally notied that no (visible) spurious osillation our.However, the best hoie we have experimented is

θT = max
σ∈T

(

max
T∋σ

max
σ′∈T

|uσ′ − uT |

|uσ′ | + |uT | + ε

) (22)with ε ≈ 10−10. Here, uT = (
∑

σ∈T

uσ)/N . 8



1.4 Some ommentsLet us onlude by the following remark : in the RD shemes, we add a term that is dissipative. In ontrastto other high order shemes, the e�et of this term is not to damp the solution but to inrease the auray.This is beause that more than dissipating the solution, the role of this term is to remove spurious modes.There is a very simple example where it an be seen that spurious modes do exist, unless something is done.Consider the PDE on [0, 1]2,
∂u

∂x
= 0

u(0, y) = u0(y).The solution is u(x, y) = u0(y). Consider a mesh made of quadrangles, the elements are Kij = [xi, xi+1] ×
[yj , yj+1] with xi = i/N and yj = j/N , 0 ≤ i, j ≤ N−1. We an onstrut linear preserving shemes, exatlyas we have proeed above. Consider the one whih is onstruted from a Q1 interpolation.If the set the boundary ondition to ui,0 = (−1)i we expet the solution to be an approximation of
ui,j = (−1)i. Sine we have an iterative sheme, from (11), we an initialize either by

u0
ij =

{

(−1)i if j = 0
0 elseor

u0
ij = (−1)i+jor something else. The seond initialization is the hek-board mode. The �rst initialization will give somesequene. The seond one is stationary beause

∫

Kij

∂uh

∂x
dxdy = 0for the hek-board mode.This is an example of a RD sheme that annot onverge. This is why we need to add some seletionmehanism, and as we show in the next setion, the e�et of this �damping� is to improve a lot the aurayor the solution.2 Numerial examplesWe onsider two type of approximations: Lagrange polynomials and Bézier approximation. In the aseof a triangle with verties A1, A2, A3, we denote by NAi

the linear shape funtions at these verties(NAi
(Aj) = δj

i ). If, for k1, k2 and k3 integer suh that k1 +k2 +k3 = n, αk1k2k3 the oe�ient of Xk1Y k2Zk3in the development of (X + Y + Z)n,
(X + Y + Z)n =

∑

k1≥0,k2≥0,k3≥0,k1+k2+k3=n

αk1k2k3
Xk1Y k2Zk3 ,the Bézier polynomials of degree n are

Bn
k1k2k3

= αk1k2k3
N k1

A1
N k2

A2
N k3

A3
.This polynomial is assoiated to the degree of freedom σ de�ned by the baryentri oordinates NAl

(σ) = kl

n
.In the following, we drop the subsript k1, k2, k3 and set instead σ the point of T that orresponds to

(k1, k2, k3).Clearly Bn
σ ≥ 0 and ∑σ∈T B

n
σ = 1. The Bézier polynomials also have other properties suh as a totalvariation diminishing property, see for example [19℄. These two properties are in ontrast with the Lagrangeinterpolant. Another di�erene is that the oe�ients uσ in the development

uh
|T =

∑

σ∈T

uσB
n
σ9



are not equal to uh(σ), ontrarily to what happens for the Lagrange expansion of the same uh,
uh
|T =

∑

σ∈T

uh(σ)Ln
σ .These properties are also shared by NURBS.In the numerial examples, we have hosen n = 2. The method presented above has been tested on twoexamples, a steady Burger�like equation and a problem with a non-onvex �ux.2.1 Example of the Burgers equationThe �rst example is

∂u

∂y
+ 1

2

∂u2

∂x
= 0 if x ∈ [0, 1]2

u(x, y) = 1.5 − 2x on the boundary. (23)The exat solution onsists in a fan that merges into a shok whih foot is loated at (x, y) = (3/4, 1/2).More preisely, the exat solution is
u(x, y) =



















if y ≥ 0.5

{

−0.5 if − 2(x− 3/4) + (y − 1/2) ≥ 0
1.5 elseelse max

(

− 0.5,min

(

1, 5,
x− 3/4

y − 1/2

)

)All the simulations are made using a regular mesh M1 of 3192 verties and 6192 triangles. In Figure 1, weshow, for omparison purpose, the results of the seond order sheme on the mesh M2 where eah triangleof M1 is subdivided into four sub-triangles de�ned using the verties and the mid point edges. We show theresults with (21) and (22) and those where θT = 0.
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(a) (b)Figure 1: Seond order solution of (23). The solution with the term (22) is (a), (b) is the solution withoutthis term.Then, we show the results obtained on M1 using the Lagrange interpolation and the Bézier polynomials.The �gure 2 show that there is almost no di�erene on the solutions (a) and (). The solution (b) is morewiggly than (d). Let us emphasis that these wiggles are not any manifestation of instability.10



2.2 Gukenheimer problemThe method also works on more omplex salar examples suh as the Gukenheim Riemann problem. Con-trarily to the Burgers equation, the �ux are no more onvex, this modi�es the struture of shoks and fans.We provide this example for two reasons : the struture are more omplex, in partiular a fan is ended bya shok. The seond reason is that, sine we do not have any mathematial analysis, it is interesting to seethat, even for these non onvex equations, it seems that the entropy ondition is properly met.The problem is to solve
∂u

∂t
+

1

2

∂u2

∂x
+

1

3

∂u3

∂y
= 0

u(x, y, 0) =







































0 if 0 < arctan
(

y
x

)

< 3π
4

1 if 3π
4 < arctan

(

y
x

)

< 3π
2

−1 if 3π
2 < arctan

(

y
x

)

< 2π

(24)
The solution is self similar, u(x, y, t) = v(x

t
, y

t
), and the funtion v satis�es

−ξvξ − νvν +
1

2

∂u2

∂ξ
+

1

3

∂u3

∂ν
= 0 (25a)with the boundary onditions

lim
r→+∞

v(r cos θ, r sin θ) = u(cos θ, sin θ, 0). (25b)Solving (25) amounts to solve (24) at t = 1.This problem has been disussed in [21℄ and drawn to our attention by M. Ben Artzi (Hebrew Universityof Jerusalem). The �ux g(u) = u3

3 is non onvex and this indues soni shoks. The exat solution onsistsin
• A shok oming out from the line y = 0 that moves at the speed 1/3 in the positive diretion,
• a steady shok at x = 0,
• A shok oming out from the line x + y = 0. The analysis of [21℄ by a self similar analysis indiatesthat the loation of this shok is x+ y − 5/6t, with in our ase, t = 1.From the numeris, (25a) is rewritten as

∂F (u)

∂ξ
+
∂G(u)

∂ν
+ 2u = 0 (26)with F (u) = 1

2u
2 − ξu and G(u) = 1

3u
3 − νu. The total residual on T writes

ΦT =

∫

∂T

(

F (u)nx +G(u)ny)dxdy + 2

∫

T

udxdythat are evaluated by numerial quadratures. The integral on ∂T uses 3 point Gaussian quadrature formula.The integral on T use the weights and points (in baryentri oordinates) of table 2. This quadratureformula, taken from [22℄, page 184, is 4th order aurate (exat for ubi polynomials).The solution is displayed on �gures 3 and 4. We see that even for this non onvex problem, thereis no stability problem. Again, we notie that the Bézier solution, without the the additional term (22)is less wiggly that the one obtained with Lagrange interpolant. The other interesting observation is thatthe orret entropy solution is reovered in that ase, as in all the other ases of this paper, without anyadditional feature, even without the additional stabilization.11



multipliity oordinates weight3 (x0, x0, 1 − 2x0) ω03 (x1, x1, 1 − 2x1) ω1Table 2: Quadrature points and weights. The other points are obtained by yli permutation of the baryen-tri oordinates. We have set x0 = 0.445948490915965, ω = 0.223381589678010, x1 = 0.091576213509771,
ω1 = 0.109951743655322.3 Extension to the wave equationThe ase of the wave equation an also be set up in a similar way. The wave equation writes

∂U

∂t
+A

∂U

∂x
+B

∂U

∂y
= 0 in Ω

K+
~n (U − g) = 0 ~n outward unit normal at ∂Ω

(27)with U = (u, v1, v2),
A = c





0 1 0
1 0 0
0 0 0



 and B = c





0 0 1
0 0 0
1 0 0



 .If ~n = (nx, ny), the matrix K~n = nxA + nyB admits three eigenvalues, namely λ = 0, c||n||,−c||n||. It iswell known that the system is hyperboli.In order to disretize the system (27) using Residual distribution shemes, it is not possible to rely onthe method of lines. The key reason for that is that the auray of the method: as explained in proposition1.2 the struture of the equation must be plugged into the sheme. Hene, we need to preserve the ouplingbetween the time and spae operators.In order to overome this di�ulty, one solution is �rst to disretize in time and then to see the semi-disrete problem as a steady one with a soure term.In the examples, we approximate (27) as
3

2

Un+1 − Un

∆t
−

1

2

Un − Un−1

∆t
+A

∂U

∂x

n+1

+B
∂U

∂y

n+1

= 0 (28a)whih is seen as
αUn+1 +A

∂U

∂x

n+1

+B
∂U

∂y

n+1

+ S = 0with
S = −

3

2

Un

∆t
−

1

2

Un − Un−1

∆tIn the spei� example we onsider for the numeris, we take g = 0 and
K+

n U
n+1 = 0 (28b)3.1 Sheme desriptionWe extend the LDA sheme desribed for steady problems in [13℄. We use Bézier polynomials beause

B2
σ ≥ 0, hene, for any of the sub triangles of �gure 5

∫

Tξ

(

3

2

Un+1 − Un

∆t
−

1

2

Un − Un−1

∆t

)

dx =
∑

σ∈T

ω
Tξ
σ

(

3

2

Un+1
σ − Un

σ

∆t
−

1

2

Un
σ − Un−1

σ

∆t

)

12



with ωTξ
σ > 0. This ensure that eah degree of freedom will have a ontribution in the sheme. This wouldhave been wrong for Lagrange interpolation sine the integral over T of the basis funtions at the vertiesof T is zero. Indeed, a simple alulation shows that a similar formula an be obtained, but here we wouldhave negative weights.We de�ne ~nTξ

σ as the saled inwards normal vetor to the edge of Tξ, ξ = I, II, III, IV , opposite to
σ ∈ Tξ. For eah sub-triangle, we de�ne the sub-residuals,

ΦTξ =

∫

Tξ

(

3

2

Un+1 − Un

∆t
−

1

2

Un − Un−1

∆t
+A

∂Un+1

∂x
+B

∂Un+1

∂y

)

dx (29)and the split-residuals for σ ∈ Tξ

Φ
Tξ
σ = K+

~n
Tξ
σ

NTξ
ΦTξ (30)with

NTξ
=

(

∑

σ∈Tξ

K+

~n
Tξ
σ

)−1 (31)Using the arguments of [10℄, we an easily see that ∑σ∈Tξ
K+

~n
Tξ
σ

is invertible beause the matries A and Bdo not ommute. The last step of the sheme de�nition is
∑

ξ:Tξ∋σ

Φ
Tξ
σ = 0. (32)The sheme (32) with the boundary onditions (28b) with (29), (30), (31) is impliit in Un+1. In orderto ompute it, we use an iterative tehnique similar to what is done for the steady problems, this de�nesa sequene Un+1,k with k ∈ N. We take Un+1,0 = Un. The boundary ondition (28b) is applied at eahiteration: K+

~n U
n+1,k = 0. The iterative proess is stopped one a given threshold (relative error of 10−3)for some integer k = kmax is reahed and we set Un+1 = Un+1,kmax3.2 Some numerial resultsWe have used a regular mesh of 80 × 80 quadrangles, eah triangle is ut into two triangles. The domain Ωis [−4, 4] × [−4, 4] and the speed of sound is set to c = 1.We have plotted the u omponent of the solution. It is displayed in the �gures 6, 7, 8. The results arevery regular and ompare well to those obtained by M. Duru�é (U. Bordeaux I) with his ode Montjoie1.4 Conluding remarksWe have developed a general method that enables to ompute steady and unsteady solutions of linear andnon linear wave problems. It relies on a approximation tehnique that an use either Lagrange or nonLagrange approximation funtion. An example with Bézier polynomial has been given. The improvementwith respet to previous Residual distribution shemes is that the degrees of freedom are no longer interpretedas point values. This remark opens the way to more general approximation methods suh as the isogeometrianalysis as what is urrently being developed by Hughes and oworkers with shemes that has non osillatoryproperties without tuning parameters.1http://www.math.u-bordeaux1.fr/ duru�e/montjoie/index.php
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() (d)Figure 2: Third order solution of (23). The solution with the term (22) are (a) and (), (b) and (d) are thesolutions without this term. The solutions (a) and (b) are obtained with the Lagrange interpolant and ()and (d) are obtained by the Bézier ones.
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