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1 Introduction

The issue of detecting fine structures, like points or curves in two or three dimensional
biological images, is a crucial task in image processing. In particular a point may represent
a viral particle whose visibility is compromised by the presence of other structures like cell
membranes or some noise. Therefore one of the main goals in the application is detecting
the spots that the biologists wish to count. This operation is made harder by the presence
of the other singular structures like noise, textures or filaments.

In some biological images the image intensity is a function that takes the value 1 on
points or other structures like set with Haussdorf dimension 0 < o < 1, and it is close to 0
outside. In image processing these concentration sets are called discontinuity without jump,
meaning that there is no jump across the set and therefore the gradient of the image is 0.

In the literature there are few variational methods dealing with this problem. In this
direction one interesting approach has been proposed in [3]. In that paper the authors
consider these kind of pathology as a k-codimension object, meaning that they should be
regarded as a singularity of a map U : RF*™ — R* with & > 2 and m > 0 (see [§] for a
complete survey on this subject). So that the detecting point case corresponds to the case
k=2and m=0.

This point of view makes possible a variational approach based on the theory of Ginzburg-
Landau systems. In their work the isolated points in 2-D images are regarded as the topo-
logical singularities of a map U : R2 — S!, where S! is a unit sphere of R?. This strategy
makes crucial the construction, starting from the initial image I : R? — R, of an initial
vector field Uy : R? — S! with a topological singularity of degree 1, and how to build such
a vector field in a rigorous way, is a subject of a current investigation.

Our first purpose here is finding a most natural variational framework in which a rigourous
definition of discontinuity without jump can be given.

In our model the image I is a Radon measure, that is an element of (Cy(£2))*: the dual
space of Cp(£2) (the closure with respect to the sup-norm of the space of continuous functions
with compact support). It is crucial for detecting points that this Radon measure be capable
of charging points. The preliminary step is finding a space whose elements are capable of
producing these kind of measures. This space is given by DMP(Q): the space of the LP-
vector fields whose distributional divergence measure is a Radon measure, with 1 < p < 2.
The restriction on p is due to the fact that when p > 2 the distributional divergence DivU
of U cannot be a measure concentrated on points. (see section 3.1 below). Then we have
to construct from the original image I a data vector field Uy € DMP(Q). Clearly there are,
at least in principle, many ways to do this. The one we propose here seems to be the most
natural. We consider the classical elliptic problem with measure data I:

Aug=1 onQ
ug =0 on 0f2

Then by setting Uy = Vug we have Uy € DMP(Q) with DivUy = I. Nevertheless the
support of the measure DivUj is too large and could contains several structures like curves
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Variational approzimation for detecting points-like target problems. iii

or fractal sets, while the singularities, we are interested in, are contained in the atomic part
of the measure DivU, and therefore we have to isolate it. To do this the notion of p-capacity
of a set plays a key role. Indeed when p < 2 the p-capacity of a point in €2 is zero and besides
every Radon measure can be decomposed (see [I7]) in two mutually singular measures: the
first one is absolutely continuous with respect the p-capacity and the second one is singular
with respect to the p-capacity, meaning that it is a measure concentrated on sets with 0
p-capacity.

Moreover for a compact subset £ C € a necessary and sufficient condition to have 0
p-capacity is the existence of a sequence of test functions {¢;} converging to 0 strongly in
WOLP and equals to 1 on E for every k, and hence one can say, in this sense, that a set of 0
p-capacity is a discontinuity with no jump.

As well known in dimension 2 the sets with 0 p-capacity, and hence discontinuity without
jump, can be isolated points, countable set of points, fractal sets with Haussdorf dimension
0 < a < 1 (see subsection 2.3 for the definiton of p-capacity and related properties).

By the way the goal here is keeping nothing else but points in the image. The achieve-
ment of such a purpose makes necessary the minimization of a suitable energy that must
remove all the discontinuity which are not discontinuities without jump, and remove all the
discontinuities without jump which are no isolated point.

From one hand we have to force the concentration set of the divergence measure of U
to contain only the points we want to catch, and on the other hand we have to regularize
the initial data Uy outside the points of singularities. To this end we introduce the auxiliar
space SDMP(Q) of the vector field belonging to DMP(Q) whose divergence measure has
no abolutely continuous part with respect to the p-capacity. Then, by taking into account
that the initial vector field is a gradient of a Sobolev function, our goal is to minimize
the following energy, involving a competition between a divergence term and the counting
Hausdorff measure H°,

FU) = /Q |Aul|?dax + /Q |Vu — Up|Pdx + H (supp(div®Vu)o)

where u € Wy ?(Q) with Vu € SDMP(Q2) and p < 2. The gradient of a minimizer of the
energy F is the vector field we are looking for, that is a vector field whose divergence measure
can be decomposed in an absolutely continuous (with respect to the Lebesgue’s measure)
term plus an atomic measure concentrated on the points we want to catch in the image.

Even if a pointwise characterization of discontinuity without jump is not available, thanks
to our definition the singular set of points can be linked to the vector field Vu, in the spirit of
classical SBV formulation of the Mumford-Shah’s Functional. (we refer to [I]] for a complete
survey on Mumford Shah’s functional).

Our next task is to provide an approximation in the sense of the I'-convergence introduced
by [19, 20]. Our approach is close in the spirit to the one used to approximate the Mumford
Shah functionals by a families of depending curvature functionals in [T1]. Indeed as in their
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work (see also [I0]) we replace the atomic measure H° by the term

G.(D) = i/ (l + ek (z))dH' (z);
AT Jop €

where D is a proper regular set containing the atomic set P, k is the curvature of its
boundary, the constant ﬁ is a normalization factor. Roughly speaking the minimum of
these functionals are achieved on the union of balls of small radius, so that when € — 0 the
sequence G, shrinks to the atomic measure H?(P).

This leads to an intermediate approximation given by

F.(u,D) = /{2(1—XD)|Au|2+/Q|Vu—UO|pdx

1 1 9
+ — — +er?(x))dH (= 1
7 )G rera@)an @ 1)
This strategy permits to work with the perimeter measure H'|dD, that can be approx-
imated, according to the Modica-Mortola’s approach ( see [24} 25]), by the measure:

pie(w, Vw)dz = (e|Vw|* + )da,

V(w)
€
where V(w) = w?(1 — w)? is a double well functional.
Besides by using the Sard Theorem and the Coarea Formula (see also [6] for a similar
approach) one can formally replace in the second integral on the boundary of D the curvature
k by the integral of the div le and the integeral is computed over the level sets of w. So

that one can formally write the complete approximating sequence:

1 1 2 1
€ = QA 2 5 62 - €
Foww) = [ wlaf + o o 0}(65 + B () (AT 4+ 2 W ()

/|Vu—Uo|pdx+—/ 1 —w.)?

where, as usual, C' = fol /W (t)dt, B and . are infinitesimal as € — 0. The last integral is
a penalization term that forces w to tend to 1 as ¢ — 0.

The goal of the second part of this work is then to show that the family of energies F.
I’-converges to the functional F when the parameters are related in a suitable way.

As in 7] we deal with the Haussdorf convergence for sets of points and with a suitable
convergence of functions involving the convergence of a sub-level sets

Despites this approach is inspired by some ideas contained in [I0, [[T], we point out that
in our case the regularization term involves a second order differential operator, due to the
fact that our goal is to detect points and not segment curves. This deep difference requires
a non trivial adaption of the arguments used in those papers.

INRIA



Variational approzimation for detecting points-like target problems. v

The paper is organized as follows. Section 2 is devoted to notation, preliminaries, defi-
nitions and result. In section 3 we illustrate the new variational model and we present the
functional we deal with. Section 4 and 5 are devoted to the I'-convergence result Finally in
the last section we conclude the paper by comparing this approach with the celebrate con-
jecture by De Giorgi concerning the approximation of the curvature depending functionals.

We do not give here experimental result illustrating our approach. We refer the reader
for that to [22].
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2 Preliminaries

2.1 Notation

In all the paper Q C R? is an open bounded set with C?-boundary. The operation - stands
for the usual scalar product. The Euclidean norm will be denoted by | - |, while the symbol
[l - || indicates the norm of some functional space. The brackets (,) denotes the duality
product in some distributional spaces. £% or dx is the d-dimensional Lebesgue measure and
H* is the k-dimensional Hausdorff measure. B,(z¢) is the ball centered at xo with radius p.
We say that a set D € Q is a regular set if it can be written as {F < 0} with F € C§°(Q).
In the following we will denote by R(2) the set of the all regular sets in .

2.2 Distributional divergence and classical spaces

In this subsection we recall the definition of the distributional space LP+?(div; Q) and DMP(Q)
(see @, [T4]). We start by recalling the distributional definition of the divergence operator.
Let Q C R? be an open set and let U : Q C R? — R? be a regular vector field. If U = (u,v)
then classically divU = uy, + v4,. In the sense of distribution DivU is defined

(DivU, p) = — / (u,v) - Vo
Q
for all ¢ € C§°(Q).

Definition 2.1. We say that U € LP9(div;Q) if U € LP(Q;R?) and if its distributional
divergence DivU = div € LY(Q). If p = q the space LP*9(div; Q) will be denoted by LP(div; ).
We say that U € LD (div; Q) if U € LP9(div; A) for every open set A CC Q.

loc
We say that a function u € W1P(Q) belongs to WHP4(div; Q) if Vu € LP4(div; Q). We
say that a function u € W, P(Q) belongs to W, »(div; Q) if Vu € LP4(div; ).
Definition 2.2. For U € LP(;R?), 1 < p < +oo, set
IDivU[(2) := sup{(U, V) : ¢ € C5°(Q), o] <1}.
We say that U is an LP-divergence measure field, i.e. U € DMP(Q) if
1Ullpae () = Ul Le(oz2) + DivU](©2) < +o0.
We say that U € DMY () if U € DMP(A) for every open set A CC Q.
Let us recall the classical result (see [I5] Proposition 3.1)

Theorem 2.1. Let {Ui}r C DMP(Q) such that
U, —=U L*(Q), forl1<p<+oo (2)

Then
Ul Lr(a:r2y < 1ihm inf [|Up||Lro,r2y  IDiVU[(2) < 1ihm inf |DivU,|(2)

INRIA



Variational approzimation for detecting points-like target problems. vii

Moreover for a vector field U € LP9(div; Q) it is possible to define a trace operator as
stated by the next proposition (see [28], Proposition 3.1)

Proposition 2.1. Let Q be a bounded, C? domain. There is a continuous linear operator

v 2 U € LPA(div; Q) — (CH(09Q))* such that
(i) for each o € C1(O%;R) and each U € LP4(div; (),

(W (), 0) = /Q U Vit /Q ST (3)

whenever ¢ € C1(Q) and Yaq = .
(ii) for U € CH(;R?)), v, (U)=U - Vjoq-

2.3 p-capacity

The p-capacity will be crucial to find a convenient functional framework to deal with. If
K C R? is a compact set and yx denotes its characteristic function, we define:

Capy(K,Q) = inf{/ |VfPdx f e CE(Q), f > xk}
Q
If U C Q is an open set , the p-capacity is given by

Cap,(U, Q) = sup Cap,(K, Q).
KCcU

Finally if A C Q is a Borel set

Capp(A,Q) = ACHT}fCQ Cap, (U, ).

We recall the following result (see for instance [23], Theorem 2.27) theorem that explains
the relationship between p-capacity and Haussdorf measure. Such a result is crucial to have
geometric information on the null p-capacity sets.

Theorem 2.2. Assume 1 <p < 2. If H*7P(A) < oo then Cap,(A,Q) =0

Another useful tool to manage the sets of p-capacity 0 is provided by the following
characterization.

Theorem 2.3. Let E be a compact subset of Q. Then Cap,(E,Q) = 0 if and only if there
exists a sequence {¢r} C C5° (), converging to O strongly in Wol’p(Q), such that 0 < ¢ < 1
and ¢, =1 on E for every k.

For a general survey we refer the reader to [211, 23], 29].
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3 The Variational Model

This section is devoted to illustrate the functional framework we will work with.

Roughly speaking in biological images the image is a function that could be very high
on points or other structures like set with Haussdorf dimension 0 < a < 1, and it is close
to 0 outside. In image processing these concentration sets are called discontinuity without
jump, meaning that there is no jump across the set and therefore the gradient of the image
is 0. From a mathematical point of view it seems to be much more appropriate to think of
the image as a Radon measure, that is I = p € (Co(2))*. The next step is finding a space
whose elements are capable of producing these discontinuity without jump. This space is
given by DMP(Q). with 1 < p < 2. The restriction on p is due to the fact that when p > 2
the distributional divergence of U cannot be a measure concentrated on points. Set p > 2.
Looking at the definition we have

(DivU, ) = —/ U-Vp forall p€C5(Q)
Q

Since p > 2 this distribution is a well defined even for any test ¢ € Wol’p/ (Q) where p’ <2
is the dual exponent of p. In particular DivU belongs to the dual space w—Lr (Q) of the
Sobolev space Wol’p(Q). Then in this case, the distributional divergence of U cannot be
an atomic measure, whereas dy ¢ W1 (). To see this, one can consider as Q the disk
By(1) and the function ¢(x) = log(log(1 + |z|)) — log(log(2)). This function is in the space
Wol’p,(Q) for every p’ < 2 and therefore it is an admissible test function and it easy to check
that (dg, ¢) = +o0.

When 1 < p < 2 we have that DivU € W1+’ (©), but in this case since p < 2, we have
p’ > 2 and hence the function ¢ is no longer an admissible test function. One can check
that the distribution DivU is an element of (Cy(€2))* capable of charging the points. Take
for instance the map U(x,y) = (ﬁ, gEQyTgﬁ .

The next step is to transform the initial image I as the divergence measure of a suitable
vector field. We consider the elliptic problem with measure data I:

(4)

Au=1 onQ
u=20 on 0f)

Classical results (see [27]) ensures the existence of a unique weak solution u € Wy (Q)
with p < 2. Then it easy to see that the distributional divergence of Vu is given by I. In
particular by setting U = Vu, we have U € DMP(Q). According to the Radon Nykodim
decomposition of the measure DivU we have

DivU = divU + div°U,

where divU € L(£2). For our purpose the support of the singular measure div®U is too large.
In particular the measure div®U could charge sets with Haussdorf dimension 0 < o < 2,

INRIA



Variational approzimation for detecting points-like target problems. ix

hence it can be concentrated also on discontinuity with jump. So that in order to isolate
the singularities we are interested in, we need a further decomposition of the measure DivU.
This can be done by using the capacitary decomposition of the Radon measure div®U. It is
known (see [I7]) that given a Radon measure p the following decomposition holds

1= ta + fo (5)

where the measure p, is absolutely continuous with respect to the p-capacity and pg is
singular with respect to the p-capacity, that is concentrated on sets with 0 p-capacity. Besides
it is also known (see [I7]) that every measure which is absolutely continuous with respect
to the p-capacity can be characterized as an element of L' + W‘l’p,, leading to the finer
decomposition:

p=f—DivG + o (6)

where G € LP(Q;R?), f € LY(Q).
By applying this decompositon to the measure div®U we obtain the following decom-
positon of the measure DivU

DivU = divU + f — DivG + (div®U)o (7)

with G € LP(Q).
According to this decomposition and taking into account Theorem we give the defi-
nition of discontinuity without and with jump.

Definition 3.1. We say that a point x € Q2 C R? is a point of discontinuity without jump
of U if x € supp(div®U)y.

The other singularities where there is a jump, are contained in the second term of the
decomposition [@). Indeed the space W~ () contains Haussdorf measures restricted to
sub-manifolds of dimension greater or equal to 1 (see [29] chapter 4, section 7 for a detailed
discussion on the space W1+’ (Q)), like for instance Hausdorff measures concentrated on
regular closed curves, that is contours, that are a classical example of discontinuty with
jump. More precisely a countour of a regular set is the jump set of the charactheristic
function of the set D and its p-capacity is strictly positive. This is of course in agreement
with Theorem Z3l Indeed, since the characteristic function of the set D is BV -function, it
cannot be approximated by regular functions in the WP strong norm.

Definition 3.2. We say that a point x € Q C R? is a point of discontinuity with jump of U
if © € supp(f — DivQ).
3.1 The variational framework

We shall build an energy whose minimizer will be a vector field whose singular part of its
divergence measure will be given by nothing else but points.
This miminizer must be an LP (with p < 2) vector field with the following properties:
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1. Tt must be close to the initial data Uy which is, in general, an LP vector field Uy with
l<p<2

2. The absolutely continuous part with respect to the Lebesgue measure of DivU is an
L? function.

3. The support of the measure div®U must be given by set of points Py with H°(Py) <
+o0

According to these considerations it seems to be natural to introduce the space
SDMP(Q) :={U € DM?(QQ), f—DivG =0} (8)

so that, as a consequence, the decomposition (@) yields for any U € SDMP(Q)
DivU = divU + (div°U)o. ©)

For our purposes the following result concerning the features of the elements of the space
SDMP () will play a crucial role.

Proposition 3.1. Let U € LP(div;Q2\ P) and P C Q be a set of finite number of points
then U € SDMP(Q).

Proof. We set P = {x1,...,2,}. Let B,(x;) i=1,..n. We can find a sequence p(h) — 0 when
h — 400 such that B, (z:) N Bypy(z;) = 0 for h large and i # j. Then we define the
following sequence Uyp,.
any; B i
U, — 0 onQnN Uﬁ o(h) (i) (10)
U on Q\U; By (i)

The sequence Uy, € DMP(Q) for every h fixed. If ¢ € C§°(Q), by applying the Proposition
B to the vector field U € LP9(Q\ U By (:)). we get:

DvUL(@) < sup | / UVl < sup {0, 00U 5,0 o)
0<e<1 JOAUL By (@) 0<p<1
v / divUsl} < sup [(4 (), @1 U 5,00 1)
Q\U7P Bony (i) ¥
b el @ ATl e py < CITNp + (1 + C)divT | agen py < Ca (11)

(12)

where Cy does not depend on h.
Now since L(UJ! B,(h)(x;)) — 0 we have U, — U in LP(2) the by Theorem EZII

Ul Lrosre) < limhinf 1UnllLrr2) < C

INRIA
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and by theorem 2.1
IDivU|(2) < 1ihm inf |DivU,| < C.

Therefore U € DMP(Q). Finally we know that U € LP4(div;Q \ P)) and the support
of the measure div®U is given by the set P, then, according to decomposition (@), the
measure f — DivG vanishes on sets with 0 p-capacity, we deduce f — DivG = 0, that is
U € SDMP(Q). O

3.2 The Functional
According to our purpose the natural energy to deal with is the following F : SDMP(Q) —
[0, c0] given by

FU) = /Q |divU|?dx + /Q |U — Up|Pdx + HO (supp(diviU)y).

We note that inf F(U) > 0 on SDMP(Q). Indeed if we had SD/i\I/tlf(Q) F(U) = 0 then it

would be possible exhibiting a minimizing sequence U,, — Uy in LP such that DivU, — 0
in D'(Q). On the other hand, the LP-distance between U,, and Uy can be arbitrary small
only if DivUy = 0 as well, because the constraint DivU = 0 is stable under LP-convergence.
Moreover to mimic the construction of Uy we restrict ourselves to vector fields U which are
the gradient of a function u € W, * ().

AMP(Q) = {u € Wy P(Q), Vu e SDMP} (13)
So that the new energy F : AMP(Q2) — (0, o0] is given by

f(u):/ |Au|2da:+/ |Vu — Up|Pdx + HO (supp(div®Vu)o). (14)
Q Q
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4 TI'-convergence: The intermediate approximation

The functional F is finite on the class of the functions u € AMP(Q) whose support of the
measure (div®Vu)g is given by a finite set and the absolutely continuous part of the measure
DivVu is given by Au € L%(2). Consequently it is convenient to introduce the following
space:

AAMP2(Q) = {u € AMP(Q) : supp(diviVu)y = Py, with H°(Py,) < +o0, Au € L*(Q)}
(15)
In the spirit [TT] we introduce an intermediate approximation, in the sense of I'-convergence,
of the functional F. We define a sequence of functionals where the counting measure
H°(Py,) is replaced by a functional defined on regular sets D and which involves the cur-
vature of the boundary dD. The approximating sequence is given by:

F.(u,D) = /{2(1—XD)|Au|2+/Q|Vu—UO|pdx

1 1 2 1
ey . (g + ek’ (z))dH' (x) (16)

Where u € Wol’p’Q(diV; Q), D is a regular set, and x denotes the curvature of its boundary .
In order to guarantee that the measure of the sets D is small we define a new functional
still denoted by F.(u, D) given by

Jovp [AulPdz + [ [Vu = UplPdx + 5= [5p, (2 +ew®(x))dH! (x) if L(D) < ale)
400 otherwise
(17)

F.(u,D) = {
while the limit functional is

f(u)z/ |Au|2dx+/ IV — Up|Pda + HO(Pey).
Q Q

where u € AAMP2(Q), Uy € LP(Q;R?).

To simplify the notation let us set V(Q) = {(u, D) u € Wy™*(div; ), D € R(Q)},
where R(2) is a regular set.

By adapting to our case the convergence introduced in [T1], we endow the set Y (§2) with
the following convergence.

Definition 4.1. We say that {(up, D)} C V() A-converges to u € AAMP2(Q) if the
following conditions hold

1. L(Dy) — 0
2. {0D}y, — P in the Haussdorff metric, where P is a finite set of points.
3. up, — u in LP(Q) and Py, C P
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The definition of I'-convergence with respect to the convergence above is the following.

Definition 4.2. We say that a sequence G I'-converges to G if for every sequence of positive
numbers {e,} — 0 and for every u € AAMP*(Q) we have:

1. for every sequence {(up, Dp)} C Y(Q) A-convergent to u € AAMP?(Q)

lihm inf Ge,, (un, Dr) > G(u)

2. there exists a sequence {(up, Dp)} C Y (Q) A-convergent to u such that

limsup G, (up, Dr) < G(u)

h—o0
By following this approach the fundamental theorem of the I'-convergence can be stated
as follows.

Theorem 4.1. Let F. be a sequence of functional T-convergent to F. If {e} is a sequence
of positive numbers converging to zero and {(un, D)} C Y (Q) such that

h—o0

lim (th (uh, Dh) - }}I(lfg) th) =0
then there eists a subsequence {(un,, Dp,)} C Y(Q) and a minimizer u € AAMP?(Q) of
F(u), such that {(un,,Dn,)} A-converges to u.

By following the classical pattern (see for instance [12]), we will split the proof in three
steps. Theorem BTl will follow from: the compactness of the mininimzing sequence of F,,
the T'lim inf inequality (1) and the I-limsup inequality (2) in Definition

4.1 Compactness
We state and prove the following compactness result.

Theorem 4.2. Let h goes to +o0o and £, — 0
Fsh(uhaDh) S M (18)

then there exist a subsequence {(un,,Dp,)} C Y(Q) and a function u € AAMP(Q) such
that (up,, , Dy, ) A-converges to u.

Proof. . We adapt an argument of [I1]. We have £(D},) — 0 otherwise F,, = +oc0. Let
Dy, be a sequence of regular sets. Then we can parameterize every Cy, = 0Dy, by a finite
and disjoint union of Jordan curves. Let us set for every h Cj = U?;(lh) ~%, then we have

according to the 2-dimensional version of Gauss-Bonnet’s Theorem and Young’s inequality

1 1 1 1
M > —/ (— +enwn?)dHt > —/ 2kpdH = —/ 26pdH" = m(h)
47 aD;, Eh 4 oDy, 4m U Cn
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Note that the number m(h) < M, with M > 0, is independent of hA. Then it is possible
to extract a subsequence Cj, with the number of curves in C}, equal to n for every k.
Then we set Cj, = {*y,llk, Y, } for any k. From (I8) we also have for any v € Cy, that
H!(y) < 4nMey, and consequently max{H'(y) : v € Cp, } — 0. Then there exists a finite
set of point P = {1, ...,7,} C Q such that for any radius p there is an index k, with

Vi, C Bp(a;) for all k> k, and i € {1,...,n},

so that if we set 0Dy, = U;_; 7}, C U=, By(x:), then the Haussdorf distance dg (0Dp,,, P) —

0 since £1(Dy, ) — 0 and therefore p — 0 as well.
Now we prove the compactness property for uy. First of all from the estimate

IVunl|7 oy < 2°(IVun — Uollo (o) + 100l Le () (19)

and ([[¥) we may extract a subsequence {up, } C W(}’p(Q) weakly convergent to u € W(}’p(ﬂ).

Let ©; be a sequence of open sets ; CC Q\ P invading Q \ P. We claim that that it is
possible to extract a sequence of Dy, such that Q; N 9Dy, = 0. Indeed since the distance
between € and P is positive for any j there exists n; such that Q; N (U! By, (z")) = 0.
On the other hand we know from before that for every p we can find k, such that 0D, =
U171, € Ui By(2). Then in particular if p = n; there exists k; such that for all k > k;

Qj n 8th = (Z)

Therefore for any o € €; there exists 6 > 0 such that either Bs(x) C Dy, or Bs(z) C Q\ Dy,
Finally by taking into account that £!(Dy,) — 0 we conclude Q; N 9Dy, = 0 for k > k;.
Then for every k > k; we have that up,, € WhP2(div;Q;) and by ([[J) we get

/ |Aup|? < / |Aup, |*dz < M (20)
Q.

j \Dp,

Then we can extract a further subsequence still denoted by {us, } € WHP2(div; Q;) such
that
Up, — U in LP(Q;;R?) and a.e
Vup, — Vu in LP(;;R?)
Aup, — Au  in L*(;).
Let now z € Q cc Q \ P. Then there exists a sequence z; — x with j € N. By applying
the diagonal argument to the sequence uy, () we obtain a subsequence w; = up,, (z;) such

that Aw; converges weakly in Lp/(Q') to Au for any ' cC Q. Then by the semicontinuity
of the L?-norm we have

sup/ |Au|*dz Ssupliminf/ | A |2dz < M.
i Jo, j ltotee Jo,

If we set P = P\JQ, then we deduce u € W, *?(div; Q\ P) and therefore Vu € SDMP (1)
with Py, C P, by Proposition Bl So we conclude that v € AAMP2(Q) 0.
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4.2 Lower Bound
According to the convergence we deal with, we have to provide the following lower bound.

Theorem 4.3. Let {ep,}1, be a sequence of positive numbers converging to to zero. For every
u € AAMP?(Q) and for every sequence {(un, Dp)}n C Y () A-converging to u we have

lihm inf F, (up, Dp) > F(u).

Proof. First of all we may assume that liminf F, (up, Dy) < M otherwise the result is
trivial. Moreover up to a subsequence we may assume that the liminf is a actually a limit.
Let {Q;}; be a sequence of open sets Q; CC Q\ P invading  \ P. As in the proof of
the Theorem we may assume up to a subsequence, that Aup — Au weakly in L%(;).
Furthermore, since in this case all the sequence D), satisfies the condition (1) and (2) in
Definition 4.1 we have Q; C Q\ Dy, for h large and for any j. We also have Au;, converges
weakly in L?(£2;) to Au. Consequently

liminf/ | Ay, |2 zliminf/ |Auh|2dm2/ |Aul?dz.
h O\ Dy, h Q; Q;

J

On the other hand we know that the limit u of the subsequence u; belongs to AAMP ()
hence Au € L?(€). So that by monotone convergence

3

lim inf |Auh|2dx2/ |Au|2dx:/ | Au|? (21)
h Q\Dy, Q\P Q

As in the proof of the theorem we have the inequality [Td). Then we easily get
lim / [Vup, — Up|Pdx > / |Vu — Up|Pdz. (22)

This conclude the first part of the proof. Let now Dj, be a sequence a regular sets. Then
we can find a parameterization of every C, = 9Dy, by a finite and disjoint union of Jordan
curves. As in the in the proof of Theorem if we set for every h, Cj, = U;i(lh) 7yt

1 1
M > —/ (— + enk?)dH* = m(h)
47 8Dy, Eh
and up to subsequences we have m(h) = n and there exist a set P; of n points such that 9D},
converges in the Haussdorf metric to P;. On the other hand we have that 0D}, converges in
the Haussdorf metric to P and, since the limit is unique P = P; and therefore.
1 1

— (= +enk?)dH' > n =H(P) > H(Py.) (23)

4 8Dy, 3
Eventually by 1), E3) and by the superlinearity property of the liminf operator we
achieve the result. O
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4.3 Upper bound

In [IT) for the construction of the optimal sequence it is crucial to use a result due to
Chambolle and Doveri (see [I3]). This result states that it is possible to approximate, in
the H! norm, a function u € W12(Q\ C) (where C is a closed set), by means of a sequence
of functions u, € WH2(Q\ C}) with €}, convergent to C in the Haussdorf metric. In our
case this argument does not apply due to presence of a second order differential operator.
Nevertheless since we work only with set of points it is possible to build an optimal sequence
in a more direct way.

According to the convergence we deal with the theorem, we have to prove the following
theorem.

Theorem 4.4. Let €, be a sequence of positive numbers with €, — 0. For every u €
AAMP2(Q) there exists a sequence {(un, D)} C Y(Q) A-converging to u such that

limsup Fy, (un, Dp) < F(u). (24)

Proof. We start by the sequence Dj. Let n be the number of points z; in Py,. Then
we take Dy, = [J] Be, (z;). So that £(Dp) — 0 and 9Dy goes to P with respect to the
Haussdorf distance. Moreover for h large we may assume B, (z;) N B, (z;) = 0 for i # j.
Now we build wup. Let {pn} C R be such that p, > 0 and pp, — 0 when h — oco. Let
0y, € C*>(Q) with the following property:

0, =1 on B%h(xz) foranyi=1,...,n

0<6,<1 on Bph(xi)\B%h(xi) forany i =1,...,n (25)
6=0 on Q\ B, (z;) forany i =1,....n

IV6nl < L

We set up, = (1 — 0y )u and we claim that the pair (up, Dp) realizes the inequality Z4]). By
making the computation we have

Vuh = (1 — Gh)Vu — uV@h

Then we have

/ |Vup, — UglPdx = / |Vu — Uy — 0,Vu — uVo,|Pdx
Q Q

So that
1 1 1\P
limsup/ |Vup, —UplPdz < limsup ((/ |Vu—Up|Pdx)? +(/ |0, Vul?)» +(/ |V9hu|p)5)
h—+4o0co JO h—+o00 Q Q Q ( )
26

INRIA



335

338

Variational approzimation for detecting points-like target problems. xvii

Since Vu € L1(Q), we have by applying the dominated convergence theorem Jo 10nVul? — 0.
Let us focus on the term [, [VOulP. By the Sobolev embedding we have u € LP™ () with

p* = ;Tpp and hence |ulP € L7 (Q), with Z- %
By ([E3), using the Holder’s inequality Wlth dual exponents 23—1) and % and taking into

account that p < 2

/|V9hu|p < Z/ |V9hu|pdx:2(/ |V9hu|pdx—/ |V9hu|pdx)
@ Bpy, (i)\B gy (w:) i=1 7 By, (w:) B gy (2:)
< VoL [?dz)® |Ju] 2 +/ AROE
< onl(f Pl g oy 7022 )
w22 w22
< h h 0 27
= nHuHL%(Q)( p;z 4p;z )_’ (27)

From (26 it follows that

limsup/ \Vup, — UplPdz < lim ((/ |vu—U0|de)%|+(/ |9hvu|P)%+(/ |v9hu|P)%)p
Q Q

h— 400 h—+o0

/ IV — Up|Pda)? / IV — Up|Pda (28)
Now we compute Af,. The identity div(fA) = fdivA + V[ - A yields
Auh = (1 — Oh)Au — ZVGhVu — AH}LU.

Then by choosing p;, small enough we have from (Z3))

limsup/ |Aup|? < lim |Au|2—>/ |Au|?dz. (29)
h—+oo JQ\D;, h—+co Jo\ D, Q

Moreover it is not difficult to check that {(un, Dr)} C Y(Q) and A-converges to u.
Finally since for h large we have B., (z;) N B, (x;) = () for i # j we get

lim i/ (en + —k2 dH' = hmZ/ 5h_k2 dH' =n="H"(Pg.).  (30)
oD,

h 4w dB.,

By recalling that the limsup is sublinear operation and by (E8),(E9),[B0), we achieve the
result. [
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5 Approximation by smooth function

By following the Braides-March’s approach in [TT] we approximate the measure H! measure
by the Modica-Mortola’s energy density given by (¢|Vwe|? + W (w.))dz where W(w) =
w?(1 —w)? and w € C*(Q). The next step is to replace the regular set D with the level
set of w. Let us set H = {Vw(z) = 0}. By Sard’s Lemma we have that £!(w(H)) = 0. In
particular, if w takes values into the interval [0, 1], we infer that for almost every t € (0,1)
the set H Nw~1(t) is empty. Consequently for almost every t € (0, 1) the t-level set {w < t}
is a C*° set with boundary {w = t}. Now since we want to replace the set D we need that
{w < t} CC 2 and then we require that w is such that 1 —w € C§°(€;[0, 1]). Furthermore
for almost every ¢ we have k({w = t}) = div (% e ‘) From all of this we are led to define the
following space:

S(Q) = {(u,w); ue WyP?(div;Q); 1—w e CL([0,1])} (31)

and having in mind the coarea formula, the following sequence of functionals defined on

S(9)

B 9 1 1 Vw 2 9 1
Foluw) = /w|Au| Y520 o 0}(ﬁ€+ﬁ€(dw(|v D) (EfTe [+ W ()

/|Vu—U0|pdx+—/ 1 —w.)?

whit C' = [} /W (t)dt.
The last term forces w. be 1 almost everywhere in the limit and hence plays the role of
the condition £(D) < a(e). From now on the parameters €,0.,7. will be related as follows

lim Pe _ 0 (32)
e—0t Ve
. ¢ellog(e)]
lim ——=> =0 33
Jm == (33)

The convergence that plays the role of the A-convergence is the following.

Definition 5.1. Let {(un,wy)} be a sequence in S(Q) and u € AAMP(Q). We say that
that (up,wp) S-converges to u if for every t € (0,1) the pair (up, D}) A-converges to u.

We define the I'-convergence with respect to this convergence.

Definition 5.2. We say that a sequence G I'-converges to G if for every sequence of positive
numbers e, — 0 and for every u € AAMP*(2) we have:

1. for every sequence (up,wy) S-convergent to u € AAMP72(Q)

lihm inf G., (up,wp) > G(u)
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2. there exists a sequence (up,wy) S-convergent to u such that

limsup G, (up, wn) < G(u)

h—o0

As in the previous section we state a suitable version of the fundamental theorem of the
I"-convergence.

Theorem 5.1. Let F. a sequence of functional T'-convergent to F. If {en} is a sequence of
positive numbers converging to zero and {(up,wy)} C S(Q) such that

lim (F;, (ue,,we,) —inf Fe, ) =0

h— o0

then there exists a subsequence {(un,,wn,)} and a minimizer u € AAMP2(Q) of F such
that {(up,,wn, )} S-converges .

5.1 Compactness

Theorem 5.2. Let h goes to +o0o and £, — 0
th (uh,wh) <M (34)

there exists a subsequence {(ty,,wn,)} C S(Q) and u € AAMP2(Q) such that (up,,w,)
S-converges to u.

Proof. The first part of proof is as in [I1]. For the convenience of the reader we give the
complete proof.

For any ¢ € (0, 1) since 0 < wy, < 1, we have wy, > ﬁ then by Chebyshev’s inequality
and by (&0

L({wn < 1)) < % (35)

The inequality ensures that the conditon (1) of Definition 4.1 holds for every sub level sets

{wh < t}.
By Young’inequality and by (&) we get

Vw (2
M>2/Q\{|vwh|—o} Veonl VI ( +ﬁ€(dw(lv I)) )dgc

Now by coarea formula and taking into account that |Vwy| coincides with the norm of the
tangent vector to the boundary of the t-level set we obtain

MZ/;\/W—(t)/ .

CIRCI
- (d dH"d 36
{wp=t}n{|Vw|#£0} (5 + e 1V(|V |)) ) ¢ (36)

RR n° 6987



XX Daniele Graziani et al.

Thanks to the Sard’s Lemma for any h there exists a £L-negligible set A,,, C (0,1) such that
{wp, =t} = H{wy, < t}, {wy, <t} € R(Q), for t € (0,1) \ My,
and on {wy, =t} for t € (0,1) \ Ny, we have

th
|Vwn|

|[Vwy| # 0 and k({wy, = t}) = div( ).

Now since the union N,, of the sets N}, is L-negligible (almost countable) from (EJ) we have

1
M= 2/ \/W(t)/ (— +ﬂsf€2)dH1dt
0.1\, Ofwn<t} \De

By applying Fatou’s Lemma and taking into account that the set N, does not depend on h
we get

1
M > 2/ /W (t) lim inf ( + Ber?)dH at (37)
(0,1)\Wa h—+o0 Jotw, <t} Pe
Hence we deduce the existence of a L-negligible set Q,,, with A, C Q.,, such that
1
lim inf / (— + Ber?)dH' < M, (38)
h—+00 Joruw, <t} Be

where the constant M; does not depend on h.

Then for every ¢ € (0,1) \ Q. we can extract a sequence wp ¢ such that O{wp: < t}
converges with respect to the Haussdorf metric to a set P* C Q. Let N'= {t;} in (0,1) be a
dense countable set. Up to a diagonal argument we can find a subsequence {wp, } such that,
for every t' € N, O{wp, i < t;} converges to Pt Let t; € N such that ¢; > t and consequently
{wpr <t} C{wpr < t;}. From the definition of Haussdorf convergence it follows that for
every p > 0 there exists ko(p) such that for any k > ko we have {wy < t;} N B,(x) # 0
for every 2 € P%. Since the t;-level set is open for every p and for every & € P% such that
{wh, < t;}NB,y(x) # 0, we may choose t,, € N with ¢, < ¢ and so obtain for k large enough
{wnr < tn} N By(x) # 0. By choosing tpmas = 1{161%)5 tn(z) for every x € P', the inclusion

{wn ke < tmaz} C {wpk <t} gives
{wn & < tmaz} N By(x) C{wnr <t} N By(z) C{wpi < tn} N By(x)

with ¢z, t, € N. Then by taking the limit § — 0" we infer O{wy,; < ¢} converges with
respect to the Haussdorf metric to a set P* C Q for every t € (0,1).

Finally as in the proof of Theorem we can extract a subsequence {uy, } which con-
verges strongly in LP(Q) to a function u € AAMP?(Q) with Py, C P! for every ¢ € (0,1).
Therefore we have that for every ¢ € (0,1) the pair (up,{wn: < t}) S-converges to u and
the proof is achieved. O
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5.2 Lower bound

Theorem 5.3. Let {e,} be a sequence of positive numbers converging to 0. For every
u € AAMP2(Q) and for every sequence {up,w,} C S(Q) S-converging to u the following
inequality holds

lim inf 7., (u, w) = F(u)

Proof. Let u € AAMP(Q) and {up,wr} C S(Q) S-converging to u. As usual up to
subsequences we can assume

+oo > liminf 7, = lim F,.
h—+oo h—+oo

For any ¢t € (0,1) we have (see also [I1] for a similar argument)

/wh2|Auh|2 :/ wh2|Auh|2+/ wp?| Aup|? > t2/(1—X{wh<t})|Auh|2dx
Q {wn<t}NQ {wr>t}NQ Q
(39)

Let {Q;}, be a sequence of open sets Q; CC Q\ P! invading Q \ P’. Then we may assume
that uj, — u weakly in Wy?(Q) and Awy, converges weakly in L2 (©;) to Au. Therefore as
in the proof of Theorem we get

lim [ |Vup — Up|Pdz > / [Vu — Up|Pdx (40)
h—oo Jo Q
and
lim inf > / (1 = Xquwp<t})|Aup|*dz > t2/ |Au|*dx
h—+o00 Q Qj
for any j.

Then by @2) and, by taking into account that |Au/ is an L?() function, it follows that
liminf/ wp?|Aup)? > tQ/ |Au|*dx
h—+oco Jq Q
And eventually by taking the limit ¢ — 1
liminf [ wy?|Aup|? > / |Au|?dx (41)
h—+o00 Jo Q

By definition we know that for every ¢t € (0,1) £L¥({wp, < t}) — 0 and d{w;, < t} — P! in
the Haussdorf distance. So that, as in the proof of Theorem (inequality 23) we have

1 1
lim inf — — B K*)dH' > HO(PY) > H°(Py., 42
BT fygcg (3 0 1) 2P0 2 900 ”
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Now arguing as in the proof of Theorem and by taking into account (B3, we get

1 Vw (2 1
lim inf — + B (div e|Vw.|? + =W (w,))dx
im in Q\{W:O}(ﬂs ( (|Vw|)) (elVwe| . (we))
> 2liminf/ VW (t) liminf/ (i + Bk?)dH dt
h—o00 (011)\/\/.u7 h—+oo 8{wh<t} €
> 2 HO(P)/W (t)dt > 8tCH"(Py..) (43)
©0,1)

36 By collecting (B3) (€4) and (BB) we achieve the thesis. [

s> 5.3 Upper bound

ss  As in [II] to build w, we use the construction used by Bellettini in [6], while the optimal
30 sequence ug is given as in Theorem EA

a0 Theorem 5.4. Let ¢, be a sequence of positive numbers with ¢, — 0. For every u €
w1 AMP2(Q) there exists a sequence (up, Dy) € S(Q) S-converging to u such that

limsup F;, (upn, Dp) < F(u) (44)
Proof. If A C R? we set

da(x) =d(z, A) — d(x, R\ A).

402 We start by the construction of wy,.
As in the proof of Theorem 4.4 we set Py, = {z1,...,2,} and we define

Dy = U Bgsh (:El)
i=1

a0z Since Dy is a regular set by taking into account the condition (BH]) for h large enough we
sa have

{z € Q: d(z,Dp) < 2ep|logep} CC Q. (45)

Let 1 be the optimal profile for the Modica Mortola energy, that is the solution of

n'(t)=+W() onR
aws given by n(t) = 3(1 + tanh £).

INRIA



Variational approzimation for detecting points-like target problems. xxiii

For every h let ¢y, : [0, +00) — [0,1] be a C* function such that

Yy =1 on [0, |logep|]
=0 on [2|logep, +o0)
Y <0 on [|logep|, 2| logen]

Hwh ”Loo(“OgEh\,?IlogahD = O(m)
As in [6] and in [TT] we define
n(L)w(L)+1—p(L) ift>0
Mm{t) = i " P
P(z) —n(5)v() ift<0

Then we set wp(x) = np(dp, (x)). We claim that 1 — wp(z) € C§°(92;1]0,1]) for h large.
Indeed for any = € Q\ D), we have dp, (z) > 0, hence

bpu (@), 90, (@)
B (1 (e

1 —wp(x) = ¥n( )

and then 0 < 1—wy, < 1 by the properties of ¢, and 7. The case z € Dy, is similar. Let now
x € OQ then bp, (z) > 0 and 1 — wy(z) = ¢ (2222 (1 — (2222))  From @), it follows
0p, () > 2|logep| for h large enough, hence the claim follows. Then we take {(up,wp)} as
an optimal sequence, where wuy, is given as in Theorem 4.4

First all we have to check that (up,wp(x)) S-converges to u. For any z € Q\ Py,, we have
that for h large enough dp, (x) > 0 and one can check that wp(z) — 1 for every z € Q\ Py,.
This implies that L({wy < t}) — 0 for every t € (0,1). Now for every ¢ € (0,1) we write

{wh = t} = ({wh = t} n Dh) @] ({wh = t} nQ \ Dh)) (46)

Hence, since wp(z) — 1 for x € Q\ Dy, for any t € (0,1) there exists h(t) such that
{wp, =t} NQ\ Dy, = 0 for every h > h(t). So that from (B9 it follows that for every
€ (0,1), {wp, =t} — Py, when h — 4o00. So we can conclude that (up,wp) S-converges
to U.
As in [6] we set

D} ={x € Q:|6p, ()| <enllogen|}, D} ={x € Q:ep|logen| < |6p, (z)| < 2|en|logen|}

and we split
1 ) 1
- (div 24 Nd
/Q\{w o3 T (|v |)) (ATl + ZW(we))do
= 1 iv 2 1

1 2 2 1 —
/D (5 + AT |>> €1V + 2 W (we))d =

2 e

=1+ 11 (47)
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For z € D} we have M < logey, therefore wy(x) = n(lé%:‘) By taking into account the
definition of n we have 1j_’;h <wp < Tlsh Moreover it easy to check that
’ 1 ’ 1 . ’
() = —n'(t) = —vW(t);  [Vwn|= |n;(0p,)]
Eh Eh

This, together with the coarea formula yields

e 1
I, = 2/ VO] (— + Brk?)dH dt
o {wn=t} Pn

Now we have that 0Dy, = {wp, = %} then

_1
I+ep

1 15h 1
I — 2/ D [ (& 4 Bk dH d + Ofen log(sh))/ 40
1~€+};h 0Dy ﬁh 1~€+};h

418 Then 1
lim I, = 87H°(Py.) / VW (t)dt (48)
0

h—+oo

a10  Moreovoer with the same argument and by using the definition of wy, one can check that

hlim IIh =0 (49)
a20 By ([[) and (@) we have
1 1 . Vw 2 9 1 0
um — + B (div(=— e|lVwe|* + =W (we))dx = H” (Pyy, 50
h—oo 8TC' Q\{Vw:o}(ﬁg ( (|vw|)) ( | | c ( )) ( v ) ( )

222 Now we take care of the terms involving up. As in the proof of Theorem B4l we have

limsup/ [Vup, — Up|? S/ [Vu — Upl? (51)
h—+oco JQ Q

Furthermore by taking into account that wy(z) = 1 if dp, (z) > 2ep|log(en)| and wy(x) =0
if 0p, (x) < —2ep|log(en)| we have

/|wh|2|Auh|2da::/ | Aup2dz
Q O\D?

a23 where DY) = {z € Q: dp, (z) < —2ep|log(en)|}.
a2a By choosing py, in such a way that tha p;, < 2e¢,|log(e,)| we obtain

1imsup/ lwp|?|Aup?dz = lim |Au|2dx=/ |Au|2dx:/ |Au?dz (52)
h—+oo JQ h=+o0 Jo\Dy N\ Pou Q
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a25 Finally from the definition of wy, it follows that wy, = 1 outside the disk (Dp,)210g, and
426 hence thanks to (B3) and (E6)
li ! (1 )2dr < lim L(D ) L_y (53)
imsup — —wp)?dzr < lim h2lo — =0.
h—>+o£) T Ja h—+o0 logenty,

a2z The thesis follows by collecting (@), (@), (@) and @) O
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6 Approximation by smooth function

By following the Braides-March’s approach in [TT] we approximate the measure H! measure
by the Modica-Mortola’s energy density given by (¢|Vwe|? + W (w.))dz where W(w) =
w?(1 —w)? and w € C*(Q). The next step is to replace the regular set D with the level
set of w. Let us set H = {Vw(z) = 0}. By Sard’s Lemma we have that £!(w(H)) = 0. In
particular, if w takes values into the interval [0, 1], we infer that for almost every t € (0,1)
the set H Nw~1(t) is empty. Consequently for almost every t € (0, 1) the t-level set {w < t}
is a C*° set with boundary {w = t}. Now since we want to replace the set D we need that
{w < t} CC 2 and then we require that w is such that 1 —w € C§°(€;[0, 1]). Furthermore
for almost every ¢ we have k({w = t}) = div (% e ‘) From all of this we are led to define the
following space:

S(Q) = {(u,w); ue WyP?(div;Q); 1—w e CL([0,1])} (54)

and having in mind the coarea formula, the following sequence of functionals defined on

S(9)

B 9 1 1 Vw 2 9 1
Foluw) = /w|Au| Y520 o 0}(ﬁ€+ﬁ€(dw(|v D) (EfTe [+ W ()

/|Vu—U0|pdx+—/ 1 —w.)?

whit C' = [} /W (t)dt.
The last term forces w. be 1 almost everywhere in the limit and hence plays the role of
the condition £(D) < a(e). From now on the parameters €,0.,7. will be related as follows

lim Pe _ 0 (55)
e—0t Ve
. ¢ellog(e)]
lim ——=> =0 56
Jm == (56)

The convergence that plays the role of the A-convergence is the following.

Definition 6.1. Let {(un,w)} be a sequence in S(Q) and u € AAMP(Q). We say that
that (up,wp) S-converges to u if for every t € (0,1) the pair (up, D}) A-converges to u.

We define the I'-convergence with respect to this convergence.

Definition 6.2. We say that a sequence G I'-converges to G if for every sequence of positive
numbers e, — 0 and for every u € AAMP*(2) we have:

1. for every sequence (up,wy) S-convergent to u € AAMP72(Q)

lihm inf G., (up,wp) > G(u)
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2. there exists a sequence (up,wy) S-convergent to u such that

limsup G, (up, wn) < G(u)

h—o0

As in the previous section we state a suitable version of the fundamental theorem of the
I"-convergence.

Theorem 6.1. Let F. a sequence of functional T'-convergent to F. If {en} is a sequence of
positive numbers converging to zero and {(up,wy)} C S(Q) such that

lim (F;, (ue,,we,) —inf Fe, ) =0

h— o0

then there exists a subsequence {(un,,wn,)} and a minimizer u € AAMP2(Q) of F such
that {(up,,wn, )} S-converges .

6.1 Compactness

Theorem 6.2. Let h goes to oo and £, — 0
Fe, (up,wn) <M (57)

there exists a subsequence {(ty,,wn,)} C S(Q) and u € AAMP2(Q) such that (up,,w,)
S-converges to u.

Proof. The first part of proof is as in [I1]. For the convenience of the reader we give the
complete proof.

For any ¢ € (0, 1) since 0 < wy, < 1, we have wy, > ﬁ then by Chebyshev’s inequality
and by (&0

L({wn < 1)) < % (58)

The inequality ensures that the conditon (1) of Definition 4.1 holds for every sub level sets
{wh < t}.
By Young’inequality and by (&) we get

M > 2/ |Vwp |/ W (wp, ( —|—ﬁ€(dlv( Vw ))2)dx
O\ {|Vwn| =0} |

[Vw

Now by coarea formula and taking into account that |Vwy| coincides with the norm of the
tangent vector to the boundary of the t-level set we obtain

MZ/;\/W—(t)/ .

CIRCI
- (d dH"d 59
{wp=t}n{|Vw|#£0} (5 + e 1V(|V |)) ) ¢ (59)
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Thanks to the Sard’s Lemma for any h there exists a £L-negligible set A,,, C (0,1) such that
{wp, =t} = H{wy, < t}, {wy, <t} € R(Q), for t € (0,1) \ My,
and on {wy, =t} for t € (0,1) \ Ny, we have

th
|Vwn|

|[Vwy| # 0 and k({wy, = t}) = div( ).

Now since the union N,, of the sets N}, is L-negligible (almost countable) from (EJ) we have

1
M= 2/ \/W(t)/ (— +ﬂsf€2)dH1dt
0.1\, Ofwn<t} \De

By applying Fatou’s Lemma and taking into account that the set N, does not depend on h
we get

1
M > 2/ /W (t) lim inf ( + Ber?)dH at (60)
(0,1)\Wa h—+o0 Jotw, <t} Pe
Hence we deduce the existence of a L-negligible set Q,,, with A, C Q.,, such that
1
1iminf/ (5 + Bok?)dH < M, (61)
h—+00 Joruw, <t} Be

where the constant M; does not depend on h.

Then for every ¢ € (0,1) \ Q. we can extract a sequence wp ¢ such that O{wp: < t}
converges with respect to the Haussdorf metric to a set P* C Q. Let N'= {t;} in (0,1) be a
dense countable set. Up to a diagonal argument we can find a subsequence {wp, } such that,
for every t' € N, O{wp, i < t;} converges to Pt Let t; € N such that ¢; > t and consequently
{wpr <t} C{wpr < t;}. From the definition of Haussdorf convergence it follows that for
every p > 0 there exists ko(p) such that for any k > ko we have {wy < t;} N B,(x) # 0
for every 2 € P%. Since the t;-level set is open for every p and for every & € P% such that
{wh, < t;}NB,y(x) # 0, we may choose t,, € N with ¢, < ¢ and so obtain for k large enough
{wnr < tn} N By(x) # 0. By choosing tpmas = 1{161%)5 tn(z) for every x € P', the inclusion

{wn ke < tmaz} C {wpk <t} gives
{wn & < tmaz} N By(x) C{wnr <t} N By(z) C{wpi < tn} N By(x)

with ¢z, t, € N. Then by taking the limit § — 0" we infer O{wy,; < ¢} converges with
respect to the Haussdorf metric to a set P* C Q for every t € (0,1).

Finally as in the proof of Theorem we can extract a subsequence {uy, } which con-
verges strongly in LP(Q) to a function u € AAMP?(Q) with Py, C P! for every ¢ € (0,1).
Therefore we have that for every ¢ € (0,1) the pair (up,{wn: < t}) S-converges to u and
the proof is achieved. O
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6.2 Lower bound

Theorem 6.3. Let {e,} be a sequence of positive numbers converging to 0. For every
u € AAMP2(Q) and for every sequence {up,w,} C S(Q) S-converging to u the following
inequality holds

lim inf 7., (u, w) = F(u)

Proof. Let u € AAMP(Q) and {up,wr} C S(Q) S-converging to u. As usual up to
subsequences we can assume

+oo > liminf 7, = lim F,.
h—+oo h—+oo

For any ¢t € (0,1) we have (see also [I1] for a similar argument)

/wh2|Auh|2 :/ wh2|Auh|2+/ wp?| Aup|? > t2/(1—X{wh<t})|Auh|2dx
Q {wn<t}NQ {wr>t}NQ Q
(62)

Let {Q;}, be a sequence of open sets Q; CC Q\ P! invading Q \ P’. Then we may assume
that uj, — u weakly in Wy?(Q) and Awy, converges weakly in L2 (©;) to Au. Therefore as
in the proof of Theorem we get

lim [ |Vup — Up|Pdz > / [Vu — Up|Pdx (63)
h—oo Jo Q
and
lim inf > / (1 = Xquwp<t})|Aup|*dz > t2/ |Au|*dx
h—+o00 Q Qj
for any j.

Then by @2) and, by taking into account that |Au/ is an L?() function, it follows that
liminf/ wp?|Aup)? > tQ/ |Au|*dx
h—+oco Jq Q
And eventually by taking the limit ¢ — 1
liminf [ wy?|Aup|? > / |Au|?dx (64)
h—+o00 Jo Q

By definition we know that for every ¢t € (0,1) £L¥({wp, < t}) — 0 and d{w;, < t} — P! in
the Haussdorf distance. So that, as in the proof of Theorem (inequality 23) we have

1 1
lim inf — — + 8. K?)dH' > HO(PY) > HO(Py., 65
BT fygcg (3 0 1) 2P0 2 900 ©
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Now arguing as in the proof of Theorem and by taking into account (B3, we get

1 Vw (2 1
lim inf — + B (div e|Vw.|? + =W (w,))dx
im in Q\{W:O}(ﬂs ( (|Vw|)) (elVwe| . (we))
> 2liminf/ VW (t) liminf/ (i + Bk?)dH dt
h—o00 (011)\/\/.u7 h—+oo 8{wh<t} €
> 2 HO(P)/W (t)dt > 8tCH"(Py..) (66)
©0,1)

ass By collecting (B3) (€4) and (BB) we achieve the thesis. [

6 6.3 Upper bound

as7  As in [II] to build w, we use the construction used by Bellettini in [6], while the optimal
a8 sequence ug is given as in Theorem E4

20 Theorem 6.4. Let ¢, be a sequence of positive numbers with ¢, — 0. For every u €
w0 AMP2(Q) there exists a sequence (up, Dy) € S(Q) S-converging to u such that

limsup Fs, (uy, Dy) < () (67
Proof. If A C R? we set

da(x) =d(z, A) — d(x, R\ A).

401 We start by the construction of wy,.
As in the proof of Theorem 4.4 we set Py, = {z1,...,2,} and we define

Dy = U Bgsh (:El)
i=1

a2 Since Dy is a regular set by taking into account the condition (BH]) for h large enough we
a93  have

{z € Q: d(z,Dp) < 2ep|logep} CC Q. (68)

Let 1 be the optimal profile for the Modica Mortola energy, that is the solution of

n'(t)=+W() onR
we given by n(t) = 3(1 + tanh £).
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For every h let ¢y, : [0, +00) — [0,1] be a C* function such that

Yy =1 on [0, |logep|]
=0 on [2|logep, +o0)
Y <0 on [|logep|, 2| logen]

Hwh ”Loo(“OgEh\,?IlogahD = O(m)
As in [6] and in [TT] we define
n(L)w(L)+1—p(L) ift>0
Mm{t) = i " P
P(z) —n(5)v() ift<0

Then we set wp(x) = np(dp, (x)). We claim that 1 — wp(z) € C§°(92;1]0,1]) for h large.
Indeed for any = € Q\ D), we have dp, (z) > 0, hence

bpu (@), 90, (@)
B (1 (e

1 —wp(x) = ¥n( )

and then 0 < 1—wy, < 1 by the properties of ¢, and 7. The case z € Dy, is similar. Let now
x € OQ then bp, (z) > 0 and 1 — wy(z) = ¢ (2222 (1 — (2222))  From @), it follows
0p, () > 2|logep| for h large enough, hence the claim follows. Then we take {(up,wp)} as
an optimal sequence, where wuy, is given as in Theorem 4.4

First all we have to check that (up,wp(x)) S-converges to u. For any z € Q\ Py,, we have
that for h large enough dp, (x) > 0 and one can check that wp(z) — 1 for every z € Q\ Py,.
This implies that L({wy < t}) — 0 for every t € (0,1). Now for every ¢ € (0,1) we write

{wh = t} = ({wh = t} n Dh) @] ({wh = t} nQ \ Dh)) (69)

Hence, since wp(z) — 1 for x € Q\ Dy, for any t € (0,1) there exists h(t) such that
{wp, =t} NQ\ Dy, = 0 for every h > h(t). So that from (B9 it follows that for every
€ (0,1), {wp, =t} — Py, when h — 4o00. So we can conclude that (up,wp) S-converges
to U.
As in [6] we set

D} ={x € Q:|6p, ()| <enllogen|}, D} ={x € Q:ep|logen| < |6p, (z)| < 2|en|logen|}

and we split
1 ) 1
- (div 24 Nd
/Q\{w o3 T (|v |)) (ATl + ZW(we))do
= 1 iv 2 1

1 2 2 1 —
/D (5 + AT |>> €1V + 2 W (we))d =

2 e

=1+ 11 (70)
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For z € D} we have M < logey, therefore wy(x) = n(lé%:‘) By taking into account the
definition of n we have 1j_’;h <wp < Tlsh Moreover it easy to check that
’ 1 ’ 1 . ’
() = —n'(t) = —vW(t);  [Vwn|= |n;(0p,)]
Eh Eh

This, together with the coarea formula yields

e 1
I, = 2/ VO] (— + Brk?)dH dt
o {wn=t} Pn

Now we have that 0Dy, = {wp, = %} then

1 15h 1 1 15h
thz/ N0 (—+ﬂhk2)dH1dt+O(ahlog(ah))/ N0
€h
1+ep,

oD, Bn o

s0z Then

h—+oo

lim I, = 87H°(Py.) /1 VW (t)dt (71)
0

sos  Moreovoer with the same argument and by using the definition of wy, one can check that

hlim IIh =0 (72)
soo By ([[I) and ([2) we have
1 1 . Vw 2 9 1 0
um — + B (div(=— e|lVwe|* + =W (we))dx = H” (Pyy, 73
h—oo 8TC' Q\{Vw:o}(ﬁg ( (|vw|)) ( | | c ( )) ( v ) ( )

s Now we take care of the terms involving uy. As in the proof of Theorem B4l we have

limsup/ [Vup, — Up|? S/ [Vu — Upl? (74)
h—+oco JQ Q

Furthermore by taking into account that wy(z) = 1 if dp, (z) > 2ep|log(en)| and wy(x) =0
if 0p, (x) < —2ep|log(en)| we have

/|wh|2|Auh|2da::/ | Aup2dz
Q O\D?

512 where DY) = {z € Q: dp, (z) < —2ep|log(en)|}.

513 By choosing py, in such a way that tha p;, < 2e¢,|log(e,)| we obtain
1imsup/ lwp|?|Aup?dz = lim |Au|?dx = / |Au|?dr = / |Aul?dz (75)
h—+oo JQ h=+o0 Jo\Dy N\ Pou Q

INRIA



Variational approzimation for detecting points-like target problems. xxxiii

514 Finally from the definition of wy, it follows that wy, = 1 outside the disk (Dp,)210g, and
s1s hence thanks to (B3) and (E6)
li ! (1 )2dr < lim L(D ) L_y (76)
imsup — —w T im o — =0.
h—>+o£) n Jo h =0 h2logey, ™

s16  The thesis follows by collecting (@), (@), (@) and @) O
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7 De Giorgi’s Conjecture

The aim of De Giorgi was finding a variational approximation of a curvature depending
functional of the type:

PD)= [ (et

where D is a regular set and & is a curvature of its boundary 9D.

Since dD can be represented as the discontinuity set of the function wy = 1 — xp,
by Modica-Mortola’s Theorem it follows that there is a sequence of non constant local
minimizers such that w, — wy with respect to the L'-convergence such that

1in%) FX(w.) :== CyH* (0D).

Furthermore looking at the Euler-Lagrange equation associated to a contour length term,
yields a contour curvature term k, while the Euler-Lagrange equations for the functional
F!(w) contains a term 2eAw — WT(“J)

Then De Giorgi suggested to approximate by I'-convergence the functional F2? by adding

to the Modica-Mortola approximating functionals the following term

F2(w) = / (2eAw — W—(w))gdx.
Q

In ([7]) Bellettini and Paolini have proven the lim sup inequality, while the validity of
lim inf for a modified version of the original conjecture has been proven by Réger and Shétzle
(see [20]).

Inspired by the De Giorgi’s conjecture it appears natural investigate, in the spirit of [I1],
the possibility of approximating the functional F by a means of a sequence F. much more
convenient from a numerical point view (see [22]):

_ 2\ Ayl2dp 1 L &/ W, i/ 2, 1
Folu) = /Qw N (et~ 2o+ [ (efVe W (w))de)

1
+ /|Vu—U0|pdx+—(1—w2)da:.
Q Ve

The presence of the term 2_15 will be clear in the proof.

By the way we are able to prove only the I'-limsup inequality.

Theorem 7.1. Let ¢, be a sequence of positive numbers with €, — 0. For every u €
AMP2(Q) there exists a sequence (up, Dy) € S(Q) S-converging to u such that

limsup Fe, (up, Dp) < F(u) (77)
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Proof. Let (up,wp) the optimal sequence of Theorem
It is not difficult to see that for every € D} the function d5(z) is regular and using the

definition of wy, and taking into account that 7' = /W (n) the following identity holds
W' (w W' (w
) W) — o (3, 2)).

En €h

= 2, Adp, (1) + 2en) —

2shAwh -

For h large we also have Adp, (z) = k({0p, (z) = t}). Besides on D} we have wp(z) =

n(‘s’f—}@)) and hence the level set {ép, () =t} corresponds to the level set {wy,(z) = 77(%}
with 0 <7 <1, so that we infer

th
|VU)}L|

#({0p, () = t}) = div( )

By proceeding as in the proof of TheoremEAland taking into account the equality 2ep, |0, (dp,, ()] =
2ep,|Vwy,| we have

w’ 1
Ben (2ep Aw— Wiw )2+
Dl Eh €h ﬁsh

th
|th|

)2+ 1 WW (wp)|Vwp|dz

I =
65}1

(€h|Vw5h|2+iW(w5h))dx = 2/D}1L(ﬁa(div(

then as in the proof of Theorem we conclude

1
 Jim I, = 87H°(Py..) / VW (t)dt.
— o0 0

By the same calculation on D? one can check that the integral over D? vanishes as in the
proof of Theorem 41
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