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Abstract

Linear implication can represent state transitions, bat transition systems operate under temporal, stochastic
or probabilistic constraints that are not directly repreable in ordinary linear logic. We propose a general modal
extension of intuitionistic linear logic where logical thuis indexed by constraints and hybrid connectives combine
constraint reasoning with logical reasoning. The logic &dscused cut-free sequent calculus that can be used to
internalize the rules of particular constrained transigstems; we illustrate this with an adequate encodingeof th
synchronous stochastic pi-calculus. We also present soetienmpary experiments of direct encoding of biological
systems in the logic.

1 Introduction

To reason about state transition systems, we need a logi@tef. sLinear logic @1] is such a logic and has been
successfully used to model such diverse systems as: p@@m Petri nets, CCS, the-calculus [B], concurrent
ML [ﬂ, security protocols|ﬂ§], multi-set rewriting, graphaversal aIgorithmsIEO], and games. Linear logic aclseve
this versatility by representing propositions r@sourcesthat are composed into elements of state usingvhich

can then be transformed using the linear implicaties).( However, linear implication is timeless: there is no way
to correlate two concurrent transitions. If resources Hé@gmes and state changes have temporal, probabilistic o
stochasticconstraints then the logic will allow inferences that may not be rediieain the system being modelized.
The need for formal reasoning in constrained systems hate Itk creation of specialized logistic systems such as
Continuous Stochastic Logic (CSLD [2] or Probabilistic C[@], that pay a considerable encoding overhead for the
states and transitions in exchange for the constraint né@goot provided by linear logic.

A prominentalternative to the logical approach is to usdtably enriched process algebra; a short list of examples
includes reversible CCﬂIlC-S], bioambien [36], brane ma[@, stochastic and probabilistie-calculi, the PEPA
algebra ], and the-calculus ]. Each process algebra comes equipped witindarlying algebraic semantics
which is used to justify mechanistic abstractions of obsémneality as processes. These abstractions are then adimat
by means of simulation and then compared with the obsen&tiBrocess calculi do not however completely fill the
need foiformal logical reasoning for constrained transition syste For example, there is no uniform process calculus
to encode dterent stochastic process algelﬂras

Note that logics like CSL or CTL are not such uniform languagigher. These formalisms are nogical frame-
worksﬁ: Encoding the stochasticcalculus in CSL, for example, would be inordinately comfdexause CSL does not
provide any direct means of encodingalculus dynamics such as the linear production and copgamof messages
in a synchronous interaction. Actually CSL and CTL mainimait specifying properties of behaviors of constrained
transition systems, not the systems themselves.

1stochastic process algebras are typical examples of thetragred transition systems we aim at formalizing.
2 Logical frameworks are uniform languages that allow to falignnot only specify and analyse, but also compare, or teégsrom one to the
other, diferent systems, through their (adequate) encodings.



Fortunately, there is a simple yet general method to addti@insreasoning to linear logic that reunites linguistic
need (a uniform languagea logical framework) with ability (constraint reasonind).is an old idea—abelled de-
duction[@] with hybrid connectives|]|6]—applied to a new domain. Precisely, wermpatarize ordinary logical truth
on aconstraint domain A@w stands for the truth oA under constraintv. We then use the hybrid connectives of
satisfactionandlocalisationto perform generic symbolic reasoning on the constraintsepropositional level. We
call the resulhybrid linear logic(HyLL). No properties—except a basic monoidal structuree-assumed about the
constraints from a proof-theoretic standpoint. Indeed,Hyas a generic cut-free (but cut admitting) sequent cakul
that can be strengthened with a focusing restriclﬂ)n [1taim a normal form for proofs. Any instance of HyLL that
gives a semantic interpretation to the constraints coetina enjoy these proof-theoretic properties.

Focusing allows us to treat HyLL ada@gical frameworkfor constrained transition systems - the main motivation
for the present work. Logical frameworks with hybrid contizs have been considered before; hybrid LF (HLF), for
example, is a generic mechanism to add maifiecknt kinds of resource-awareness, including lineatgrtiinary
LF [E]. However, HLF follows the usual LF methodology by kégg the logic of the framework minimal. Its proof
objects are canonicaB{normaln-long) natural deduction terms, where canonicity is knowie brittle because of
permutative equivalencef [42]. With focusing we have mamectiaccess to canonical proofs in the sequent calculus,
so we can enrich the framework with any connectives that ¢ieefocusing disciplindﬂl]. This reduces the overhead
of encodings; indeedepresentational adequaﬁy)f an encoding in terms of (partial) focused derivationigtine.

We illustrate this style of obtaining adequate encodingsfigoding of the synchronous stochasticalculus Gx) in
HyLL with the constraint domain of rates.

In addition to the novel stochastic component, our encodfri§r is a conceptual improvement over other encod-
ings ofr calculi in linear logic [{3 ]: Our encoding performs a fplopositional reflection of processes asEi [27],
but is first-order and adequate aslip [8]. Being a logical &k, HyLL does not itself prescribe an operational se-
mantics for the encoding of processes; thus, bisimilanityantinuous time Markov chains (CTMCSs) is not the same
as logical equivalence in stochastic HyLL, unlike in C$LJ[1Bhis is not a deficiency; theombinationof focused
HyLL proofs and a proof search strategy tailored to a padicencoding is necessary to produce faithful symbolic
executions. This is exactly analogoustowhere it is the simulation rather than the transitions ingtaeeess calculus
that is shown to be faithful to the CTMC semanti@ [31].

The contribution of the present work are threefold. Firs,opose a new logical framework (HyLL) to represent
constrained transition systems. In those systems, camstrgypically probabilities, do not have a logical corttper
se, but are elements that are interpreted in some extredlogpntext. In our proposal those constraints are encoded
in the worlds of a modal (hybrid) linear logic that we presenthe Martin-Lof's style. The core logic is defined
independently of the domain of constraints, which is defiakegbraically as a minimal (monoid) structure. Each
particular definition of a domain of constraints (time orIpabilities, for example) gives rise to a particular ins&anc
of the logic; Providing a modular approach that can poténtize applied to other domains that those we tryed so
far. Second, advocating the fact that focusing is the rigiuiclern, way to define adequate encodings of systems in a
logic (enabling, in particular, flexibility and short preodf adequacy), we give a system of focused rules for HyLL.
Finally, we demonstrate the usefulness of HyLL by giving a@ginal adequate encoding of tiser-calculus in it. Our
encoding appears to improve on previous related propogiisn(for various simplefr-calculi), thanks to focusing.
Our encoding is also “fully adequate” (i.e. partial proofs an bijection with partial traces).

The sections of this paper are organized as follows: in[$esedresent the inference system (natural deduction
and sequent calculus) for HyLL and describe the two main séimanstances: temporal and stochastic constraints.
In sec[B we sketch the general focusing restriction on Hygdwent proofs. In sef] 4 we give the encodin@efin
stochastic HyLL, and show that the encoding is represemtally adequate for focused proofs (theor@s 24@1d 26).
In secﬂs we present some preliminary experiments of diremb@ing of biological systems in HyLL. We end with an
overview of related (sef} 6) and future work (déc. 7).

SEncodings -of a system or of a property of a system-_in a lbdiamework are always required to laglequaten a strong sense sometimes
calledrepresentational adequa@nd illustrated here in s 1.



2 Hybrid linear logic

In this section we define HyLL, a conservative extension tfitionistic first-order linear logic (ILL) 1] where the
truth judgements are labelled by worlds representing caimss. Like in ILL, propositions are interpretedrasources
which may be composed intostateusing the usual linear connectives, and the linear imptinat—) denotes a
transition between states. The world label of a judgemenmtesents a constraint on states and state transitions;
particular choices for the worlds produce particular insts of HyLL. The common componentin all the instances of
HyLL is the proof theory, which we fix once and for all. We impase following minimal requirement on the kinds
of constraints that HyLL can deal with.

Definition 1. A constraint domairl’ is a monoid structuréW, -, ). The elements of W are calledbrlds and the
partial order< : W x W—defined as g w if there exists & W such that uv = w—is thereachability relatiorin W'

The identity world: is <-initial and is intended to represent the lack of any comstsa Thus, the ordinary ILL is
embeddable into any instance of HyLL by setting all worlddistto the identity. When needed to disambiguate, the
instance of HyLL for the constraint domai’ will be written HyLL(‘W).

The reader may wonder why we require worlds to be monoidtgéaisof lattices, for example. The answer is to
give a more general definition, suitable for rates conssai®ne may then ask why we don't ask the worlds to be
commutative. The answer is to allow lattices.

Atomic propositions are written using minuscule lettexg(. . .) applied to a sequence t@rms(s,t,...), which
are drawn from an untyped term language containing ternables &, v, . . .) and function symbolsf( g, ...) applied
to a list of terms.. Non-atomic propositions are constrdiftem the connectives of first-order intuitionistic lindagic
and the two hybrid connectivesitisfaction(at), which states that a proposition is true at a given wonldx(v, .. .),
andlocalization(|), which binds a name for the (current) world the proposii®irue at. The following grammar
summarizes the syntax of HyLL propositions.

AB,...:=af|A®B|1|A—~B|A&B|T|A®B|0|!A| % A|Ix A
| (Aatw)|lu. AW A|Ju.A
Note that in the propositiongu. A, Yu. A and3u. A, the scope of the world variabieis all the worlds occurring ir.
World variables cannot be used in terms, and neither canyariables occur in worlds; this restriction is important
for the modular design of HyLL because it keeps purely lodicgh separate from constraint truth. We {etange
over variables of either kind.

The unrestricted connectives v, D, etc. of intuitionistic (non-linear) logic can also be defined @irhs of the
linear connectives and the exponential ! using any of thdabla embeddings of intuitionistic logic into linear lagi
such as Girard’s embedding [21].

2.1 Natural deduction for HyLL

We start with the judgements from linear Iog[21] and emribem with a modal situated truth. We present the
syntax of hybrid linear logic in a natural deduction stylsing Martin-L6f’s principle of separating judgements and
logical connectives. Instead of the ordinary mathemajigggement A is true”, for a propositiorA, judgements of
HyLL are of the form ‘Ais true at worldw”, abbreviated a®\@w. We use dyadic hypothetical derivations of the form
I'; A |- Cewwherel’ andA are sets of judgements of the fokaw, with A being moreover enultiset I' is called the
unrestricted contextits hypotheses can be consumed any number of tilmésalinear context every hypothesis in

it must be consumed singly in the proof.

The rules for the linear connectives are borrowed frEh [16¢:re they are discussed at length, so we omit a more
thorough discussion here. The rules for the first-order tifiens are completely standard. The unrestricted coritext
enjoys weakening and contraction; as usual, this is a thetmat is attested by the inference rules of the logic, and
we omit its straightforward inductive proof. The notatiavy ] A stands for the replacement of all free occurrences of
the world variableu in A with the worldw, avoiding capture.

Theorem 2 (structural properties)
1. IfT; A+ Caw, thenl,T” ; A + Caw. (weakening)



Judgemental rules

hyp hyp!

I'; Aewt+ Aew I',Aew; -+ Aew
Multiplicatives

I' Ar AQ Bew

FiArAew I';A'rBew I'; A, Aew, Bew + CewW .
I,AAN+FA®Bow  © T;AA rCow ®
1l I'Arlew T ;A" +CeW 1E
I';-+1lew I';A,A +CowW
I'; A, Aew+ Bew | I'Ar Ao Bew I ;A +Aew E
T;ArA—Baw [;A A FBew -
Additives
I';Ar Aew F;AI—B@W&I F;AFAl&Az@W&E
I':A+A& Bew [:A+Aew !
I';N,Aew+ Caw
T:A+Aew I'ArAeBew I ;A’,Bewr CewW
T Ar A @ Aaw 2N ;AN r Cow o
I';A+Oaw
i ArTew || T;AArCew OF
Quantifiers
I'; A+ Aaw vy I';ArVa. Aew VE
'; A+ Va. Aew '; Ar[r/X]Aew
['; Ar[t/X]Aew al I';Ar3Jda. Aew T; A, Aew Cew JEe
I';Ar Jda. Aew I' AN +CoewW
ForVI® and3dE®, « is assumed to be fresh with respect to the conclug
For 3l andVE, 7 stands for a term or world, as appropriate.
Exponentials
F;-FA@W| I';Ar!Aew F,A@W;A’I—C@W’|E
[ r!'Aew I'; A,A +CewW '

Hybrid connectives

I'; A+ Aew | I';Ar(Aatw)ew E
I'; Ar (Aatw)ew at I'; A+ Aaw at

['; Ar[w/ulAew U I'; A+ lu Aew IE

I';Ar luAew I'; A+ [w/ulAew

Figure 1: Natural deduction for HyLL

ion.



2. IfT, Aeu,A@u; A + Caew, thenl', A@u ; A + Cew. (contraction)

The full collection of inference rules are in fig. 1. A briekdussion of the hybrid rules follows. To introduce the
satisfactionproposition A at w) (at any worldw’), the propositiorA must be true in the worlev. The proposition
(Aatw) itself is then true at any world, not just in the world In other words, A at w) carries with it the world
at which it is true. Therefore, suppose we know that¢ w) is true (at any worldyv’); then, we also know that
Aew. These two introduction and elimination rules match up igedg to (de)construct the information in theaw
judgement. The other hybrid connectivelefalisation |, is intended to be able to name the current world. That is, if
lu. Ais true at worldw, then the variable stands forv in the bodyA. This interpretation is reflected in its introduction
rule |I. For elimination, suppose we have a proof af Aew for some worldw. Then, we also knowy/u] Aew.

For the linear and unrestricted hypotheses, substitusioi idiferent from that of the usual linear logic.

Theorem 3(substitution)
1. fT'; A+ Aeuandl ; A’, Aeur Cew, thenl ; A, A’ - Caw.
2. IfT"; -+ Ae@uandrl’, Aeu; A + Caw, thenl ; A + Cew.

Proof sketch.By structural induction on the second given derivation ioteease. m|

Note that the| connective commutes with every propositional connecfiveluding itself. That is,Ju. (A« B)
is equivalent to [u. A) = (Lu. B) for all binary connectives, and |u. = A is equivalent to«(lu. A) for every unary
connectiver, assuming the commutation will not cause an unsound capturdt is purely a matter of taste where to
place the|, and repetitions are harmless.

Theorem 4(conservativity) Call a proposition or multiset of propositioqmireif it contains no instance of the hybrid
connectives, and ldt, A and A be pure. Theit;; A + Aew in HYLL iff T'; A + A in intuitionistic linear logic.

Proof. By structural induction on the given HyLL derivation. m]

2.2 Sequent calculus for HyLL

In this section, we give a sequent calculus presentatiornybl Fand prove a cut-admissibility theorem. The sequent
formulation in turn will lead to an analysis of the polargtief the connectives in order to get a focused sequent calculu
that can be used to compile a logical theory into a systemifetkinference rules with nice properties (SEC. 3). For
instance, if a given theory defines a transition system, thederived rules of the focused calculus will exactly ekhib
the same transitions. This is key to obtain the necessargseptational adequacy theorems, as we shall see for the
Sn-calculus example chosen in this paper (eg. 4.1).

In the sequent calculus, we depart from the linear hypatakfidgement which has only an “active” right-
hand side to a sequent arrews that has active zones on both sides. A rule that infers a gitipio on the right
of the sequent arrow is called a “right” rule, and corresmoexactly to the introduction rules of natural deduction.
Dually, introductions on the left of the sequent arrow cep@nd to elimination rules of natural deduction; however,
as all rules in the sequent calculus are introduction rukesjnformation flow in a sequent derivation is always in
the same direction: from the conclusion to the premisesdémtally making the sequent calculus ideally suited for
proof-search.

The full collection of rules of the HyLL sequent calculusiisfig. B There are only two structural rules: the init
rule infers an atomic initial sequent, and the copy ruleddtrices a contracted copy of an unrestricted assumption into
the linear context (reading from conclusion to premise)akéming and contraction are admissible rules:

Theorem 5(structural properties)

1. IfT'; A= Caw, thenl, " ; A = Ce@w. (weakening)
2. IfT, Aeu, Aeu ; A = Caew, thenl’, Aeu ; A = C@w. (contraction)

Proof. By straightforward structural induction on the given datiens. m|



Judgemental rules

I,Aeu; A, A@u —= Cew
I';afeu= afeu I,A@u; A = Cew

copy

Multiplicatives

I' A= Aew T ;A — Bew R I'; A A@u, Beau —= Cew L
T AAN — Ao Baw ® I AA®Bau— Caw °

1R I' A= Cew 1L ' A Aew = Bew R
;. — lew [:A leu— Cew [:A— A—-Baw

I' A= Aeu I ;A,Beu— Caw
I';A,AN,A— Bau— Caw

—o

Additives

R I' A= Aew I ;A — Bew &R
F;A=>T@WT I' A= A& Bew

I'; A,A@u— Cew
;AN A& Acou — Caw

&L

I' A= Aew
F;A:>A1®A2@W

R I';A,0@u— Caw oL

I';A,Aeu— Caw I ;A Beu— Caew
I';A,A® Bau— Caw

oL

Quantifiers

I'; A = Aaw ;A [r/a]A@u = Cew
I'; A= VYa. A@w I';A,Ya. Aeu — Caw

VL

I'; A= [r/a]A@wW I'; A,Aeu = Ceaw
I'; A = da. Aew I'; A, do. Aeu — Caw

JLe

ForvYR* anddL?, « is assumed to be fresh with respect to the conclusiondR@ndVYL, = stands for a term or worlg
as appropriate.

Exponentials
I';-— Aew IR I',Aeu; A = Caw I
;- = '!'Aaw I';ATA@u— Cew
Hybrid connectives
I' A= A@u R I';A,Aeu— Caw L
' A= (Aatu)@v at I'; A,(Aatu)ev—=— Caw at

I'; A = [w/ulAew IR ;A [v/uAev= Caw
I'; A= |lu Aew I'; A, luAev— Cew

L

Figure 2: The sequent calculus for HyLL



The most important structural properties are the admiggiloif the identity and the cut principles. The identity
theorem is the general case of the init rule and serves adalgipntactic completeness theorem for the logic. Dually,
the cut theorem below establishes the syntactic soundmdss calculus; moreover there is no cut-free derivation of
-; - = 0@w, so the logic is also globally consistent.

Theorem 6(identity). T ; Aew = Aaw.
Proof. By induction on the structure & (see sed. A|1). O

Theorem 7 (cut).

1. fT'; A = Aeuandl' ; A’, Aeu = Cew, thenl' ; A, A’ = Ca@w.
2. IfI';- = A@u andl', Aeu ; A = Caw, thenl' ; A = Caw.

Proof. By lexicographic structural induction on the given deriwas, with cuts of kind 2 additionally allowed to
justify cuts of kind 1. The style of proof sometimes goes by tlame oftructural cut—eliminatior[@]. See se2
for the details. O

We can use the admissible cut rules to show that the followites are invertiblegL, 1L, &L, OL, L, - R, &R,
TR, andYR. In addition, the four hybrid rulestR, atL, |Rand|L are invertible. In fact] andat commute freely
with all non-hybrid connectives:

Theorem 8(Invertibility). The following rules are invertible:

1. Ontheright:&R, TR, —-R,VR, |R andatR;
2. Onthe left®L, 1L, ®L, OL, L, 'L, |L andatL.

Proof. See §AB. O

Theorem 9(Correctness of the sequent calculus)

1. IfT'; A= Caw, thenl" ; A + Ce@w. (soundness)
2. IfT"; A+ Caw, thenl' ; A = Caw. (completeness)

Proof. See §A}. O
Corollary 10 (consistency) There is no proof of; - + O@w.
Proof. See §AJ. O

HyLL is conservative with respect to ordinary intuitionéskogic: as long as no hybrid connectives are used, the
proofs in HyLL are identical to those in ILIElO]. The proofrfotted) is by simple structural induction.

Theorem 11(conservativity) If T ; A =y Cew is derivable, contains no occurrence of the hybrid coninest,
at, Yu or Ju, and each element dfandA is of the form Asw, thenl" ; A = C.

An example of derived statements, true in every semantiosdads, is the following:

I'; Atew, - - - Ak@Wg + Bav
I'; Ajeu-wy---Ac@u- Wy + Beu- v

In the rest of this paper we use the following derived corninest

Definition 12 (modal connectives)
OAZ luW. (Aatu-w) GAZ ludw (Aatu-w)
pvA= U (Aatu-v) TAZWU. (Aatu)



The connective represents a form of delay. Note its derived right rule:

I' A+ Aew-Vv
I'; ArpyAew P

The propositiorp, A thus stands for amtermediate statén a transition toA. Informally it can be thought to bev*
beforeA”; thus, W. py A representsll intermediate states in the pathApand3v. p, A representsomesuch state.
The modally unrestricted propositignA represents a resource that is consumable in any world; iaislynused to
make transition rules applicable at all worlds.

It is worth remarking that HyLL proof theory can be seen aseatt as powerful as (the linear restriction of)
intuitionistic S5 [4]1]:

Theorem 13(HyLL is S5). The following sequent is derivable; ¢ Aew = 0 A@w.

Proof. See §Ab. O

Obviously HyLL is more expressive as it allows direct mafgpion of the worlds using the hybrid connectives:
for example, the connective is not definable in S5.

Let us elaborate a little bit on this point, together with tizgural concerns of allowing predicates on worlds in the
propositions.

First of all, let us note that allowing predicates on worldgwahere in the propositions would yield the following
false rule:

F;AFrwwew I'; A - Aew
[5AA ¥ (U (UuzweAew

It seems that allowing predicates on worlds in the propmsdtiis only possible in a restricted form, by adding
constrained conjunction and implication as done in CIE][GQU [@]. Following these works, we could allow the
following expressions in the propositions:

AB,...:=...[(wp®A|(wp) - B
wherewpis any predicate on worlds suchwass w orw < w’, for example.
We might have chosen to define a modal connectiveinstead ofat, with the following rules:

I''A= Aeu (w#u) _ T;A Aeu= Caew (W% U)
' A= (Aat’ u)av at ;A (Aat’ uyev= Cew

at’L

Remarks:

1. If worlds are just monoid (not group), then S4 can be endadélyLL extended with constrained implication
as above.

2. If worlds are groups (i.e.. - admits an inverse, i.e.. W is a right cumulative magma), then S5 can be encoded
in HyLL with the modal connectivat’ defined above, instead at.

3. If worlds are Kripke frames (i.e. total and symetric) thlee relation< on worlds can be internalized byaaR
rule.

As Alex Simpson proved in his PhD thesis the cut eliminatloeorem for any intuitionistic modal logic, we can
be confident that the cut elimination theorem can be proveRyh L with the modal connectivat’ instead ofat.

2.3 Temporal constraints

As a pedagogical example, consider the constraint doffainKR™", +, 0) representing instants of time. This domain
can be used to define the lifetime of resources, such as kegsipss, or delegations of authority. Delay (d@. 12)
in HyLL(7") represents intervals of timpy A means A will become available after delay’, similar to metric tense
logic [@]. This domain is very permissive because addittbooommutative, resulting in the equivalencepgip, A
andpy py A. The “forward-looking” connective andF of ordinary tense logic are precisetyand< of defn.[1D.

One can write proofs of mathematical statements like tHeWdhgs:

oA means Atrue at every future”.



OA ="“Yw.Atrue at w from now”.

ODA=JuW. (Aatu-w).

For allw andw, o0 A@w 4+ Aew - w.

In particular: for allw, o A@t 4+ Aaw.

In addition to the future connectives, the dom@iralso admits past connectives if we add saturating subdracti
(i.,e,a—b=0if b> a) to the language of worlds. We can then define the ddadsdP of G andF as:

HAZ |luW. (Aatu—-w)
PAZ |udw. (Aatu—w)

While this domain does not have any branching structuredike, it is expressive enough for many common idioms
because of the branching structure of derivations invglgn CTL reachability (“in some path in some future”), for
instance, is the same as oty similarly, CTL stability (“in all paths in all futures”) ithe same as. There is some
loss of expressive power, however; for instance, in CTLditesss (“in some path for all futures”) is distinct from
stability, whereas the best approximation in HyLdiw. o(Aat u-w).

On the other hand, the availability of linear reasoning nsagertain kinds of reasoning in HyLL much more
natural than in ordinary temporal logics. One importantnegke is of oscillation between states in systems with
kinetic feedback. In a temporal specification language ssd@OCHAM E’], only finite oscillations are representable
using a nested syntax, while in HyLL we use a simple bi-ingilmn; for example, the oscillation betweérandB
with delayd is represented by the rufgA — pq B) & (B — pgq A) (or 1(A — ¢ B) & (B — ¢ A) if the oscillation is
aperiodic). If HyLL@) were extended with constrained implication and conjuncin the style of CILL ] or
n [@], then we can define localized versionsmménd ¢, such as A is true everywhepgomewhere in an interval”.
They would also allow us to define the “until” and “since” ogtars of linear temporal Iogi(t]m].

2.4 Stochastic constraints

The material in this section requires some background ibadvidity and measure theory, and can be skipped at a first
reading: The definitions stated here will only be used in theding of theSx-calculus (se(ﬂ 4).

Transitions in practice rarely have precise delays. Phemotogical and experimental evidence is used to con-
struct a probabilistic model of the transition system whitwe delays are specified as probability distributions of
continuous variables.

Fact 14 (see [Ip[38]) If X and Y are independent random variablesinwith distributionuy andguy, respectively,
then the distributionuy .,y of the random variable X Y is given by

px+y(A) = px = py(A) = f

px(dX) ® pv(dy)
{x+yeA}

for all Borelf] subset A oR.

The space of probability distributions of random variaptegether with the convolution operateand the Dirac
mass at @ as neutral element, forms a monoid. More precisely:

Definition 15. Therates domairR is the monoidkM1(R), , 5oy where M1(R) is the set of the Borel probability
measures oveR anddy is Dirac mass at 0. The instance HW®R) will sometimes be called “stochastic hybrid linear
logic”.

The standard model of stochastic transition systems israomis time Markov chains (CTMCs) where the de-
lays of transitions between states are distributed acegriti the Markov assumption of memorylessnéss, the
distributions are exponential distributions.

4The set of Borel events is the set of the Lebesgue measuraiédns.



Fact 16(see ].) Given a continuous-time Markov procg$s, t > 0) taking values in a measurable spgég &),
the family(P(t), t > 0) of linear operators on the set of bounded Borel functiBg) defined by: for all fe 8(E) and
forall x € E,

(PO = E[F(X) | Xo = X,

is a semigroup for the convolution: for all s> O,
P(t+ s) = P(t) = P(s)

with neutral element @), the identity operator. When the process X is a Feller pre¢sse @8], chapter 3, section
2), (P(t),t > 0) is a Feller semigroup, i.e. strongly continuous and conatve.

For a given continuous-time Markov proces§,f > 0), the associated monoid is the sB(t],t > 0) defined
above. More precisely, we can define the Markov rates donsfiol@ws:

Definition 17. For a given continuous-time Markov procg3§,t > 0), taking values in a measurable spaée &),
theMarkov rates domaiRyarkov is the monoid(P(t), t > 0), x, P(0)) where(P(t),t > 0) is the sub-markov semigroup
of linear operators on the set of bounded Borel functig{&) defined by for all fe B(E) and for all x € E,
(P@T)X) = E[T(X) | Xo = X]. The instance HyLI&markov) Will Sometimes be called “Markov hybrid linear logic”.

3 Focusing

As HyLL is intended to represent transition systems adesydt is crucial that HyLL derivations in the image of
an encoding have corresponding transitions. Howeversitian systems are generally specified as rewrite algebras
over an underlying congruence relation. These congrudrmesto be encoded propositionally in HyLL, so a HyLL
derivation will generally require several inference rulesmplement a single transition; moreover, several thiyia
different reorderings of these “micro” inferences would cqroesl to the same transition. It is therefore futile to
attempt to define an operational semantics directly on Hylférences.

We restrict the syntax to focused derivatioﬂs [1], whichoiges many irrelevant rule permutations in a sequent
proof and divides the proof into clephaseghat define the grain of atomicity. The logical connectives divided
into two classesnegativeandpositive and rule permutations for connectives of like polarity emefined tophases
A focused derivatioms one in which the positive and negative rules are appliegltgrnate maximal phases in the
following way: in theactivephase, all negative rules are applied (in irrelevant ordetl no further negative rule
can apply; the phase then switches and one positive prigrosit selected fofocus this focused proposition is
decomposed under focuse(, the focus persists unto its sub-propositions) until itdrees negative, and the phase
switches again.

As noted before, the logical rules of the hybrid connectiveand| are invertible, so they can be considered to
have both polarities. It would be valid to decide a polarity €ach occurrence of each hybrid connective indepen-
dently; however, as they are mainly intended for book-kegguring logical reasoning, we define the polarity of these
connectives in the followingarasiticform: if its immediate subformula is positive (resp. negaticonnective, then
it is itself positive (resp. negative). These connectivesafore become invisible to focusing. This choice of ptar
can be seen as a particular instance of a general scheméitasdhe| andat connectives into two polarized forms
each. To complete the picture, we also assign a polarithfatomic propositions; this restricts the shape of fo@isin
phases furthemZ]. The full syntax of positiie Q, ...) and negativeN], N, ...) propositions is as follows:

PQ...:= pf|P®Q|1|P®Q|0|!N|Je. P|lu.P|(Patw)|{N
N,M,...:= nf[N&N|T|P - N|Va.N|luN|(Natw)| 1P

The two syntactic classes refer to each other via the newemtives( and|l. Sequents in the focusing calculus are of
the following forms.

I''A; Q= -;Pow
I''A; Q= Ne@ew,; -

I';A; [Neul = Pew

} active T A=— [P@W]

}focused
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Focused logical rules

i I';A; Peu= -; Qaw ~ I';A; [Neu = Qew 2L,
I;[nfew] = Infew T ;A;[fPeu] = Qew ;A [N & N;@u] = Qew
I';A= [Peu] T;Z;[Neu]= Qew I';A;[[r/e]Neu] = Qew L
[';AZE;[P—- Nau = Qaw - [';A;[VYa. Neu] = Qew v
;A5 [[v/uNev] = Qaw I';A;[Neul = Qaw
ILF atLF
I';A;[luNev]= Qew I';A;[(Natuev] = Qew
T:A:-= New;- I';A=[Pew] T;E = [Qaw]
s s ri UR = ®R
I; npfew= [piew] ;A= [INew] [;AE= [P®Qaw|
R I'; A= [Piaw] _ F;~;~=>N@W;~|R
r; = [lew] ;A= [P1®P,aw| r; = [INJew
I'; A= [[r/a]P@W] I'; A= [[w/ulP@w] I'; A= [Pau] RE
I'; A= [Ja. Paw] ;A= [lu Paew]| I'; A= [(Patuew] at

Active logical rules (R of the form- ; Q@w or N@w ; -, andL of the formT"; A ; Q)

L,Pau,Qeau = R L L— R 1L LLPeau=R L,Qau=R L oL
LPeQau—R °- Lleu—R LP®Qau— R - Loeu—=R
L,[v/uPev= R L,Peu=R LA L,Peu=R JLe
L, luPev— R L(Patyev—R " [ 30 Pau— R
[Neu:A; Q=R ~ T;ANew:Q=R CiAampfia—R |
I'A;Q'Neu—=R ~ I';A;Q UNew=—R F;A;Q,pF@W:R
L= Maw; - L:>N@W;~&R R L,Pew = Na@w; - R
L—= M&Naw,; - L= Tew, - T L—=P-oNe@w;- -

L = [w/ulNew; - L= N@u L= Na@u; -
RA —MMMM——— _
L= luNew;- l L= (Nat u)ew atRA L=>\/a.N@u;~VRa
L= -: Pew L=>~;Unf@wrp
L= fP@w:; L= nfaw; -

Focusing decisions (L of the formI"; A)

I';A;[Neul = Qew Nnotfpf I Neu;A;[Neu] = Qew
I' A,Neu; = -; Qaw INeu;A; - = -; Qaw

cplf

I';A= [Pew] Pnot|nft
I'A;-= -, Pew

rf

Figure 3: Focusing rules for HyLL.
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In each casd; andA contain only negative propositionisq,, of the formN@u) andQ only positive propositions.g.,

of the formP@u). The full collection of inference rules are in f@. 3. Thesegtforml' ; A ;- = - ; Pewis called a
neutral sequentrom such a sequent, a left or right focused sequent is pediwith the rules If, cplf or rf. Focused
logical rules are applied (non-deterministically) anduspersists unto the subformulas of the focused proposison
long as they are of the same polarity; when the polarity sweitcthe result is an active sequent, where the propositions
in the innermost zones are decomposed in an irrelevant ardiéonce again a neutral sequent results.

Soundness of the focusing calculus with respect to the ardisequent calculus is immediate by simple structural
induction. In each case, if we forget the additional streetin the focused derivations, then we obtain simply an
unfocused proof. We omit the obvious theorem. Completemmesthe other hand, is a hard result. We omit the proof
because focusing is by now well known for linear logic, withuanber of distinct proofs via focused cut-elimination
(seee.g.the detailed proof irmZ]). The hybrid connectives pose rabfems because they allow all cut-permutations.

Theorem 18(focusing completeness) etI'~ and C @w be negative polarizations dfand Cew (that is, addingy
and || to make C and each proposition ihnegative) and\* be a positive polarization of. If I' ; A = Cew, then
< I T, AT = C aw;-.

4 Encoding the synchronous stochastig-calculus

In this section, we shall illustrate the use of HylR)(as a logical framework for constrained transition systéms
encoding the syntax and the operational semantics of thehsgnous stochastie-calculus 6r), which extends the
ordinaryr-calculus by assigning to every channel and internal aciimherentrate of synchronization. HyLI¥)
can therefore be seen as a formal language for expreSsiegecutions (traces). For the rest of this section we shall
user, s t,... instead ofu, v, w, . .. to highlight the fact that the worlds represent rates, withiunderstanding thais
convolution and is ®. We don't directly use rates because the syntax and transitfSx are given generically for a
n-calculus with labelled actions, and it is only the intetption of the labels that involves probabilities.

We first summarize the syntax 8fr, which is a minor variant of a number of similar presentatisnch as|E3].
For hygienic reasons we divide entities into the syntactitegories ofprocessegP, Q,...) andsums(M, N,...),
defined as follows. We also include environments of recerdifinitions E) for constants.

(Processes)  P,Q,... :==v P|P[Q|0| XX % |M
(Sums) M,N,...:=Ix(y). P| 2% P| 7. P|[M+ N
(Environments) E =E X, 2P|

P | Qis the parallel composition df andQ, with unitO. The restrictiorv, P abstracts over a free channeh the
process® x. We write the process using higher-order abstract syl@( . Pin v, Pis (syntactically) a function
from channels to processes. This style lets us avoid cumirerdinding rules in the interactions because we reuse
the well-understood binding structure of thecalculus. A similar approach was taken in the earliest dimgpof
(ordinary)r-calculus in (unfocused) linear IogiE||27], and is also prasn the encoding in CLF[|[8].

A sum is a non-empty choice-J over terms withaction prefixesthe output actionxX(y) sendsy along channel
X, the input action 2 reads a value fromt (which is applied to its continuation process), and therimdkactionr,
has no observablg® behaviour. Replication of processes happens via guaeteudsive definitionsIES]; in|E7] it is
argued that they are more practical for programming thamepkcation operator !. In a definitios, = P, X, denotes
a (higher-order) defined constant of aritygiven channelxy, ..., X,, the process{, x; - - - X, IS synonymous with
P X - - - X,. The constank,, may occur on the right hand side of any definitiornincluding in its bodyP, as long as
it is prefixed by an action; this prevents infinite recursidthaut progress.

Interactions are of the forr + P — Q denoting a transition from the proceBgo the process), in a global
environments, by performing an action at rate Each channek is associated with an inherent rate specific to the
channel, and internal actiomshave rate. The restriction, P defines the rate of the abstracted channel as

The full set of interactions and congruences are irﬂ‘ig. 4. deegally omit the global environmehtin the rules
as it never changes. It is possible to use the congruencesrtpute a normal form for processes that are a parallel
composition of sums and each reaction selects two suitabie o synchronise on a channel until there are no further
reactions possible; this refinement of the operational séinsis used irbz simulators such as SPilﬂ32].
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Interactions
SYN —— INT
IXy). P+ M| 2% Q+ M =¥, p|Qy 7. PLP
r
7P;P, PAR 7VXS.(PX——)QX) RES P—r_)Q P=F Q=Q CONG
r r r
PIQ—FP|Q vs P—vsQ P—qQ
Congruence
Xn=PeE
PI0O=P P|Q=Q|P P|I(QIR=(PIQIR % 0=0 EFX X % =PX - X
¥x%.(Px= QX
Ve (AX. vs(Ay. P)) = vs(Ay. v (AX. P)) wP=vQ Vi(AX.P|Q(X) =P|v, Q
P=P P=P vn. (Pn=Qn) P=P
PIQ=P |Q Ix(m). P=!x(m). P X P=2xQ w.P=1.P
M=M M=N
M+N=N+M M+(N+K)=(M+N)+K M+N=M+N M+N=M

Figure 4: Interactions and congruenceSim. The environmenie is elided in most rules.

Definition 19 (syntax encoding)

1. The encoding of the proceBsas a positive proposition, writtefP],, is as follows §el is a positive atom andt
a negative atom).

[[P | Q]]p = [[P]]p ® [[Q]]p [[VI’ P]]p = X !(rt X at r) ® [[P X]]p
[[O]lp:]_ [[XnX1-~-Xn]]p=XnX1'-~Xn
[MT, = U(sel — [M])

2. The encoding of the sul as a negative proposition, writtefiv]s, is as follows ¢ut, in and tau are positive
atoms).

[M+ NJs =[MIs & [NTs [ x(m). Pls = ﬂ(out Xm® [[P]]p)
[?x. Pls = W.f(inx n® [P n]]p) [7:. Pls = M(taur ® [[P]]p)

3. The encoding of the definitiofsas a context, writteiE ], is as follows.

[E. Xy = Ple = [EDe.TYX1, ..., Xn. Xa X1 -+ Xn 0=0 [P X1 - Xq 1l
[le = -
where Po— Q is defined agP — 1Q) & (Q — 1P).

The encoding of processes is positive, so they will be deasegin the active phase when they occur on the left
of the sequent arrow, leaving a collection of sums. The eingopdf restrictions will introduce a fresh unrestricted
assumption about the rate of the restricted channel. Eavhesicoded as a processes undergoes a polarity switch
because— is negative; the antecedent of this implication igward sel. This pattern of guarded switching of
polarities prevents unsound congruences suc¢k(as. !y(n). P = y(n). !x(m). P that do not hold for the synchronous
n calculug] This guard alsdocksthe sums in the context: th@r interaction rulesnt andsyw discard the non-
interacting terms of the sum, so the environment will canthe requisite number afels only when an interaction
is in progress. The action prefixes themselves are also symetis, which causes another polarity switch. Each
action releases a token of its respective kinglst; in or tau—into the context. These tokens must be consumed by
the interaction before the next interaction occurs. Foheation, the (encoding of the) continuation process is also
released into the context.

SNote: (x — a® (X — b®c)) — (X — b® (x — a®¢c)) is not provable in linear logic.
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The proof of the following congruence lemma is omitted. Bessathe encoding is (essentially®a& structure,
there are no distributive laws in linear logic that wouldddt¢he procegsum structure.

Theorem 20(congruence)
E+P=Qiffboth[Elear; - ; [Plper = -; [Qly,@and[Elea:; - ; [Ql,et = -; [Plyer.

Now we encode the interactions. Because processes weeilifto propositions, we can be parsimonious with
our encoding of interactions by limiting ourselves to thenaic interactionsyn andint (below); therar, res and
cong interactions will be ambiently implemented by the logic cBese there are no concurrent interactions—only one
interaction can trigger at a time in a trace—the interactides must obey a locking discipline. We represent this lock
as the propositioact that is consumed at the start of an interaction and produgeih &t the end. This lock also

carries the net rate of the prefix of the trace so far: thatisnhteractionP N Q will update the lock fromact@sto
act@s- r. The encoding of individual atomic interactions must alsmove thein, out andtau tokens introduced in
context by the interacting processes.

Definition 21 (interaction)
Letinter £ f(act — flint & fisyn) whereact is a positive atom andnt andsyn are as follows:

int £ (sel aty) ® |W. ((taur ate) —o py ﬂact)
syn = (sel®sel at¢) Q@ J¥x,r,m. ((out Xm®inx mat:) — [(rtxatr) — py ﬂact).

The number of interactions that are allowed depend on thebeuwf instances ofnter in the linear context: each
focus oninter implements a single interaction. If we are interested irfialte traces, we will addnter to the
unrestricted context so it may be reused as many times agteed

4.1 Representational adequacy.

Adequacy consists of two components: completeness andisess. Completeness is the property that e@ry
execution is obtainable as a HyLL derivation using this elireg, and is the comparatively simpler direction (see
thm.). Soundness is the reverse property, and is falsenfimcused HyLL as such. However,dbeshold for
focused proofs (see thlm26). In both cases, we reason diefdllowing canonical sequents of HyLL.

Definition 22. Thecanonical context oP, written{P§, is given by:

G XL Xn§ = I Xn XL+ -+ Xn (P QS ={PS,1QS (0§ =- Ur PS=(P&§
{M§ =sel — [M]s

For {v; P§, the right hand side usesfeeshchannel a that is not free in the rest of the sequent it ocaurs i

As an illustration, také® = 'x(a). Q| ?x. R. We have:

(P§= sel — f(outxa® [Qll),sel - W.N(inxy® [RY],)

Obviously, the canonical context is what would be emitteth®linear zone at the end of the active phasgil,
were to be present in the left active zone.

Definition 23. A neutral sequent isanonicalff it has the shape
[Ele.rates,intere: ; fact@s {P1| - | Pat ;- = -; ([Qll, at 1) ® actet

whererates contains elements of the form x@r defining the rate of the channel x as r, and all free channels i
[Ele,{P1]---|Px| QS have a single such entry irates.
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Supposé. = rtx@r, inter@: andR = ([S], at ¢) ® act@t. (All judgements@: omitted.)
L; 1Q5,(R&,fact@s r;- = -;R

5
L; Q5 foutxafinxa (R4,
WX, r,m. ((out X m® inX mat¢) — [(rtxatr) — pract)@s ;-= -;R
4
L; foutxalQS,sel - W.M(Anxy®[R y]]p),
fsel, ¥x r,m.((out x M® in X mat () —o J(rtxatr) — p;act)@s ;-=-;R
3
L; sel — fi(out xa® [Ql),sel — W.(inx y® [RV],),
fsel, fisel, ¥x r,m.((out xM® in X mat ¢) — (rtxatr) —- pract)@s ;- = -;R
L; fact@s sel —o f(out x a® [Qlly), sel — W.fi(inx y® [R y]]p) ; [inter] = R 2
L; fact@s sel — fi(out x a® [Qlly). sel — W.fi(inxy® [R y]]p) o= -:R
L;fact@s {!'x(@). Q| ?x. Ry ;- = ;R
Steps
1: focus oninter € L 3: sel for output+ full phases 5: cleanup

2: selectsyn from inter, active rules 4sel for input + full phases

Figure 5: Example interaction in tf&r-encoding.

Figure@ contains an example of a derivation for a canoneglient involving®. Focusing on any (encoding of
a) sum inP§@: will fail because there is neel in the context, so onlgnter can be given focus; this will consume
theact and release two copies af¢1 at ¢) and the continuation into the context. Focusing on thedatill fail now
(becauseut x mandin x m (for somem) are not yet available), so the only applicable foci are the sums that
can now be “unlocked” using theels. The output and input can be unlocked in an irrelevant ppteducing two
tokensin x aandout x a Note in particular that the withessvas chosen for the universal quantifier in the encoding
of ?x. Q because the subsequent consumption of these two tokerseethe messages to be identical. (Any other
choice will not lead to a successful proof.) After both tokeme consumed, we get the final foamt@s- r, where
r is the inherent rate of (found from therates component of the unrestricted zone). This sequent is caaband
containg Q| R &.

Our encoding therefore represents evBryaction in terms of “micro” actions in the following rigid oed: one
micro action to determine what kind of action (internal onslyronization), one micro action per sum to select the
term(s) that will interact, and finally one micro action tdasish the contract of the action. Thus we see that focusing
is crucial to maintain the semantic interpretation of (n@lsequents. In an unfocused calculus, several of theps st
could have partial overlaps, making such a semantic irgggipon inordinately complicated. We do not know of any
encoding of ther calculus that can provide such interpretations in unfodssguents without changing the underlying
logic. InCLF [@] the logic is extended with explicit monaditaging, and this enables a form of adequﬂcy [8]; however,
the encoding is considerably more complex because pracassesums cannot be fully lifted and must instead be
specified in terms of a lifting computation. Adequacy is tloéained via a permutative equivalence over the lifting
operation. Other encodings sfcalculi in linear logic, such astO] anﬂl [3], concentratetlom easier asynchronous
fragment and lack adequacy proofs anyhow.

Theorem 24(completeness)if E + P N Q, then the following canonical sequent is derivable.

[Ele,rates, intere; factes {PSet; - = -; ([Ql, at ) ® act@s- .

Proof. By structural induction of the derivation & + P N Q. Every interaction rule o6 is implementable as an
admissible inference rule for canonical sequents.cbrs, we appeal to thn[kO. m|

Completeness is a testament to the expressivity of the legitexecutions ox are also expressible in HyLL.
However, we also require the opposite (soundness) diredtiat every canonical sequent encodes a posSibteace.
The proof hinges on the following canonicity lemma.
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Lemma 25(canonical derivations)in a derivation for a canonical sequent, the derived infeerules forinter are
of one of the two following forms (conclusions and premisemaical).

[Ele.rates,intera ; factes (Pfa: ;- = -; ([Pl at ) ® act@s

[Ele.rates,intera: ; fact@s-r,{Qfet ;- = -, ([Rl, at:) ® actet
[Ele.rates,interar ; factes {Pfat ;- = -; ([Rlpat ) ® actet

where: eitherE r P - Q,orE+ P=Qwithr =1

Proof. This is a formal statement of the phenomenon observed earlibe example (fig[|5)[[R]]p ® act cannot be
focused on the right unles3= R, in which case the derivation ends with no more fociiener. If not, the only
elements available for focus ateter and one of the congruence rulgs]l in the unrestricted context. In the former
case, the derived rule consumesfhet@s, and by the timeact is produced again, its world has advanced to. In
the latter case, the definition of a top lev&lin {PS is (un)folded (without advancing the world). The proof preds
by induction on the structure &f. m]

Lemma is a strong statement about HyLL derivations ugiigydncoding: every partial derivation using the
derived inference rules represents a prefix obarrace. This is sometimes referred tofasadequacyto distinguish
it from adequacy proofs that require complete derivati@.[The structure of focused derivations is crucial beeaus
it allows us to close branches early (using init). It is imgibfe to perform a similar analysis on unfocused proofs
for this encoding; both the encoding and the framework vékd further features to implement a form of stagiﬂg [8,
Chapter 3].

Corollary 26 (soundness)
If [E]le, rates, intera ; flact@e, {PSat ;- = -; (IQll, at ) ® acter is derivable, therE + P —r—>*Q.

Proof. Directly from lem.[2b. o

4.2 Stochastic correctness with respect to simulation

So far the HyLLR) encoding ofSx represents angx trace symbolically. However, not every symbolic trace of an
Sn process can be produced according to the operational siesah®s, which is traditionally given by a simulator.
This is the main dference between HyLL (an8r) and the approach of CSﬂ[Z], where the truth of a proposison
evaluated against a CTMC, which is why equivalence in CSHeésiical to CTMC bisimulatiorm5]. In this section
we sketch how the execution could be used directly on therdaalbsequents to produce only correct traces (proofs).
The proposal in this section should be seen by analogy toxtheudon model ofSz simulators such as SPiI\DSl],
although we do not use the Gillespie algorithm.

The main problem of simulation is determining which of seepmpeting enabled actions in a canonical sequent
to select as the “next” action from thiace conditionof the actions enabled in the sequent. Because of the fagusin
restriction, these enabled actions are easy to computé.étament of P§ is of the formsel — [M]g, so the enabled
actions in that element are given precisely by the topmastiwences of} in [M]s. Because none of the sums can
have any restricted channels (they have all been removée iadtive decomposition of the process earlier), the rates
of all the channels will be found in theates component of the canonical sequent.

The dfective rate of a channelis related to its inherent rate by scaling by a factor prapodl to theactivity
on the channel, as defined n J31]. Note that this definitioorigherate constant®f exponential distributions, not
the rates themselves. The distribution of the minimum oftdf random variables with exponential distribution is
itself an exponential distribution whose rate constanbhéssum of those of the individual variables. Each individual
transition on a channel is then weighted by the contributits rate to this sum. The choice of the transition to select
is just the ordinary logical non-determinism. Note that thends of the algorithm do not have an associatelhy
element as ir@l]; instead, we compute (symbolically) #ithigtion over the delays of a sequence of actions.

Because stochastic correctness is not necessary for timeash@fjuacy result in the previous subsection, we leave
the details of simulation to future work.
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5 Direct encoding of molecular biology

Models of molecular biology have a wealth of examples ofgition systems with temporal and stochastic constraints.
In a biochemical reaction, molecules can interact to forheotmolecules or undergo internal changes such as phos-
phorylation, and these changes usually occur as parts wbnt of interacting processes with continuous kinetic
feedback Sz has been used in a number of such models; since we have araséglequoding o6, we can use these
models via the encoding.

However, biological systems can also be encoded directiyirl . As an example, consider a simplifiegbressi-
lator gene network consisting of two genes, each causing the ptiodwof a protein that represses the other gene by
negative feedback. This is a simplification of the threeegestwork constructed ilL_[ll?]. We note that each gene can
be in an “on” (activated) or an ‘6’ (deactivated) state, represented by the unary predicatesmdoff. Molecules
of the transcribed proteins are represented with the unagigateprot. Transitions in the network are encoded as
axioms.

Example: the repressilator, using temporal constraints The system consists of the following components:
e RepressionEach protein molecule deactivates the next gene in the @ftér (average) deactivation delhy
repressab def prota® onb — py(offb® prot a).
e ReactivationWhen a gene is in the fij state, it eventually becomes “on” after an average delay of

def
react = Va offa—o prona.

It is precisely this reactivation that causes the systenstillate instead of being bistable.
e Transcription When a gene is “on”, it transcribes RNA for its protein takiaverage delay, after which it
continues to be “on” and a molecule of the protein is formed.

def
trans = Va.ona —o pi(ona® prot a).

¢ Dissipation If a protein does not react with a gene, then it dissipates af’erage delay.

. f
diss de Va.prota —o psl.

The system consists of a repression cycle for garsasdb, and the other processes:
def .
system = repressab,repressba,react, trans, diss.

Examples of valid sequents are (0 is the initial instantro&f):

1 system@O ; prtona@0,0ffb@0 = priirg0ffa® T@0

initial state final state
Fromoffb we getonb ® protb after intervalr + t; thenprot b together withona formsprotb ® off a after a
further delayd.

Example: stochastic repressilator We now revisit our example but this time using rates. Not¢ the encodings
can be very similar in the temporal and stochastic fragmafndsir logic; the only diferences being the interpretation
of the constraints: Herel, t,r andsare interpreted as rates.

f
repressa b prot a® onb — pg(off b® prot a)
f
trans € va ona —o pi(on a® prot a).
f
react £ va off a — prona

diss def Va.prot a — psl.
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Suppose we want to show that in the two-gene repressila®stateon(a) ® of£(b) can oscillate tmff(a) ® on(b).
The proof looks as below, with one sub-proofs narRednd most of the worlds and a second sub-proof elided:

on a, pr ptprot b = p; ptpgoff a P
onb=onb ona,ppi(onb®protb) = Ik pr(offa®onb)
offb= offb on a,pronb = k. px(off a ® onb)
ona,off b= Ik py(offa®onbh) t

trans

eact

ona = prptona prpiprotb = p;piprotb

on a, pr ptprot b = p, py(on a® prot b) ®l prptpaoffa = prpipgoffa
P = repressba
on a, prptprotb = prprpgoffa

In this proof we are using the transition rules at man§edent worlds. This is allowed because the rules are
prefixed with{ and therefore available at all worlds. Importantly, in thstfipremise ofP we need to show that
on a = pr pron a. This is only possible if the rate of a self-transitionama is r - t. Of course, this is not derivable
from the rest of the theory (and may not actually be true)t sauist be added as a new rule; it is the contract that must
be satisfied by the repressilator in order for it to oscillatthe desired fashion.

All existing methods for modelling biology have algebradtifdations and none treats logic as the primary infer-
ential device. In this section, we have sketched a mode oblidgLL that lets one represent the biological elements
directly in the logic. Note, however, that unlike formalisisuch as the brane ercalculi, we do not propose HyLL
as a new idealisation of biology. Instead, as far as systeaisgdy is concerned, our proposal should be seen as a
uniform language to encode biological systems; providieiguine means to reason about them is left for future work.

6 Related work

Logically, the HyLL sequent calculus is a variant of labeléeeduction, a very broad topic not elaborated on here. The
combination of linear logic with labelled deduction isnéw to this work. In they-logic [[L§] the constraint domain
is intervals of time, and the rules of the logic generate taitg inequalities as a siddfect; however its sole aim is
the representation of proof-carrying authentication, iaddes not deal with genericity or focusing. The main featur
of n not in HyLL is a separate constraint context that gives nemstrained propositions. HyLL is also related to
the Hybrid Logical Framework (HLF]IiBS] which captures lardogic itself as a labelled form of intuitionistic logic.
Encoding constrained calculi directly in HLF would be an interesting exercise: weuld combine the encoding of
linear logic with the constraints of the process calculusc&ise HLF is a very weak logic with a proof theory based
on natural deduction, it is not clear whether (and in whatfgyan adequacy result in HyLL can be transferred to
HLF.

Constrained temporal logics such as CSL and PGTL [22] arelpofor logical reasoning in constrained domains.
In such logics, truth is defined in terms of correctness wagpect to a constrained forcing relation on the constraint
algebra. In CSL and PCTL, states are formal entities (natabg)ed with atomic propositions. Formulae are inter-
preted on algebraic structures that are discrete (in CTlgoatinuous (in PCTL) time Markov chains. Transitions
between states are viewed as couples of states labeled withability (the probability of the transition), which is
defined as a function froi8 x S into [0, 1], whereS is the set of states. While such logics have been very suotess
in practice with dicient tools, the proof theory of these logics is very complexieed, such modal logics generally
cannot be formulated in the sequent calculus, and ther&fokecut-elimination and focusing. In contrast, HyLL has
a very traditional proof theoretic pedigree, but lacks saiclose correspondence between logical and algebraic-equiv
alence. Probably the most well known and relevant stoah&stmalism not already discussed is that of stochastic
Petri-nets [Eb], which have a number of sophisticated moHetking tools, including the PRISM framewo[25].
Recent advances in proof theory suggest that the benefiteadlinohecking can be obtained without sacrificing proofs
and proof searcH][4].
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7 Conclusion and future work

We have presented HyLL, a hybrid extension of intuitiowidithear logic with a simple notion of situated truth, a
traditional sequent calculus with cut-elimination andusing, and a modular and instantiable constraint systein tha
can be directly manipulated using hybrid connectives. Weehshown how to obtain representationally adequate
encodings of constrained transition systems, such as tiehsynous stochastie-calculus in a suitable instance of
HyLL. We have also given some simple examples of direct eimgpdf biological systems, viewed as transition
systems, in HyLL, using either temporal or stochastic a@sts.

Several instantiations of HyLL besides the one in this paeem interesting. For example, we can already use
disjunction 6) to explain disjunctive states, but it is also possible ttaoba more extensional branching by treating
the worlds as points in an arbitrary partially-ordered sstéad of a monoid. Another possibility is to consider lidts
worlds instead of individual worlds — this would allow defigiperiodic availability of a resource, such as one being
produced by an oscillating process. The most interestimgaiio is that of discrete probabilities: here the underlying
semantics is given by discrete time Markov chains instea@T¥1Cs, which are often better suited for symbolic
evaluation [4B].

The logic we have provided so far is a logical framework walted to representonstrained transition systems.
The design of a logical framewofkr (i.e. to reason about) constrained transition systemdtifolefuture work -and
might be envisioned by using a two-levels logical framewsrkh as the Abella system.

An important open question is whether a general logic sudHydd can serve as a framework for specialized
logics such as CSL and PCTL. A related question is what beimefarity truly provides for such logics — linearity is
obviously crucial for encoding process calculi that aresirgmtly stateful, but CSL requires no such notion of single
consumption of resources.

In the k-calculus, reactions in a biological system are modeleddsations on graphs with certain state anno-
tations. It appears (though this has not been formalizeat)ttiex-calculus can be embedded in HyLL even more
naturally tharSz, because a solution—a multiset of chemical products—iplsim tensor of all the internal states of
the binding sites together with the formed bonds. One ingmbihnovation ok is the ability to extract semantically
meaningful “stories” from simulations. We believe that Hyprovides a natural formal language for such stories.
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A Proofs

Al

Identity principle

Theorem 27(ldentity principle) The following rule is derivable.

Nnitx
I'; Aew = Aew Init

Proof. By induction on the structure &. We have the following cases.
case Aisanatompf. Then I ; pfew = p few by init.

case

case

case

case

case

case

case

case

AsB& C.

AsT.

AsBea C.

Ais 0.

AsB — C.

AsB®C.

As 1.

Ais ¥x. B.

I'; Bew — Baw Lh.

F;C@W=>C@WI

[;B& Cow — Baew &Ly

I' B& Ceaw=— B& Cew

I', Tew = Tew TR

.h.

I'; Baw = B@WI

I'Cow— C@wI

T Bow— BoCaw o't

' Cew = Be Caw

I' B&Cew=— B®Caw

I'; 0ew = Oa@w oL

I'; Bew = Baw Lh.

I'; Cew = Caw I

I';B—o Cew, Baw — Caw

—o

I' B—oCa@w— B - Cew

i.h.

I'; Bew = Baw

I';Caw = Caw g

I'; Bew,Cew = B® Cew

I' B Cew=— B® Cow

1R

I';-— lew
1L

I';lew = lew

I'; Bew — Bew Lh.

I'; Ya. Baw = Baw
I'; Va. Bew = Ya. Baw

22

®L

VL

VYR*

h.

—o

h.
®R

I' B& Coaw— Cew

.h.

&Ly
&R

.h.

OR,
oL



case Aisdx. B.

h.
R
aLe

I'; Baw = Baw I
I'; Bew = da. Bew
I'; da. Bew = Jda. Bew

case As!B.

I', Bew ; Bew — Beaw Ic'g'py
I',Bew; - — Baw IR
I''Bew; - — ! Bew '

I';!'Bew— !Bew

case Ais |u.B.

I'; [w/u]Bew = [w/u]Bew 'E
I'; lu Bew = [w/u]Bew JQ

I'; luBew= |u Bew

case Ais (Batv).

I'; Bev— Bev Lh.

I'; (BatVv)ew = BaeVv a
I';(Batv)ew = (Batv)ew a

tL

tR

A.2 Cut admissibility

Theorem 28(Cut admissibility) The following two rules are admissible.
' A= Aew T ;A,Aew—= CewW
I': AN = CoewW
I',-—= Aew TI,Aew; A= Caw
' A= Cew

cut

cut!

Proof. Name the two premise derivatio@dand& respectively. The proof proceeds by induction on the stingcof
the derivation® and&, and more precisely on a lexicographic order that allowsridaction hypothesis to be used
whenever:

1. The cut formula becomes strictly smaller (in the subfdennelation), or

2. The cut formula remains the same, but an instance of ciseid to justify an instance of cut!.

3. The cut formula remains the same, but the derivatids strictly smaller, or

4. The cut formula remains the same, but the derivadigstrictly smaller, or
In each case, we consider derivations to be identical thigrdh such a way that one can be derived from the other
simply by weakening and contracting the unrestricted odstef their respective sequents. The lexicographic osler i
well-founded because the given derivatiddsnd& are finite, and cut! is used at most once per subformuka@ke
“copy cuts” below). All the cuts break down into the followdfiour major categories.

Atomic cuts where the formula\ is an atomp (f). We have the following two cases;
Case.Dis:

init
T';pHlew= p(Hew

Then the result of the cut has the same conclusion as tl&t of
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Case.&is

init
I';p(Hlew= p({ew

Then the result of the cut has the same conclusion as tHfat of

Principal cuts where a non-atomic cut formulais introduced by a final right rule i®® and a final left-rule ir€.
We have the following cases.

Case. AsA; & Ay, and:

DT, A= Alew D, T ;A= Aaw & T N, Aew = CawW

D= I' A= A1 & Avew &R S:F;A/,A]_&AQ@WZC@W &Li
Then:
I' AN = CowW cuton®d; and&'.
Case. As A1 @ Ay, and:
E1:uT N, Alew = CawW
Z)’::]";A: ‘i @W Sziir;A’,Az@W=>C@V\/
D == A|@ @Ri E= ) oL
I' A= A1®Aew I';N,A10 Acew — CewW
Then:
I' AN = CeW cut on?’ andé&;.
Case. AsA; — Ay, and:
DT A Alew = Ayew E1i A = Alew & 1T A, Avew = Cew
D= - —oR E= —oL
I' A= A - Acew r;Ai,Aé,Al—oAzzc@W
Then:
I'; A Aew, A, = CeW cuton?’ and&,.
I'AALA, = CeW cut on&; and above.

Case. As A1 ® Ay, and:

DT A= Aaw Do T Ay = Acew & TN, AAaw, Avew = CeW

D= T;ALA — AL®Ayew ®R &= A & Aew — Caw  °F
Then:
I'; AN, Ay, Ajew = CewW cuton®d, and&’.
I';A, A, A» = CaW cut on®; and above.

Case. As1, and:

& LT, N = CeW
TN, lew = CawW

D 1R & 1L

:F;-:l@w

The result of the cut is the conclusion&f.
Case. Ais¥x. B, and:

_D'(a) T ;A= Bew & T ;N,[r/a]Bew = CewW

D=t A=vaBaw "® & T ,A VeBew—Cow '*
Let a be any parameter. Then:
' AN = CaewW cuton?’(r) and&’.
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Case. As3dx. B, and:
DT, A= [r/a]Bew

D=—FT A= Bew R
Let a be any parameter. Then:
I' AN — CaW
Case. As!B, and:
DT, — Bew
= I
D I';-— !'Bew 'R
Then:
I' N = CowW
Case. Ais |u. B, and:
_ DT ;A= [w/u]Bew
D= I': A= |u. Bew IR
Then:
I' AN — CawW
Case. As(Bat V), and:
DT ;A= Bav
D= @ tR

I' A= (BatVv)ew a

Then:
I' AN = CaW

_&(a) T ;N,Bew = CeW

&= ¥ de Baw— Cow -
cut on®d’ and&'(a).
8:8’ »T,Bew; A" = CewW "
I';A,!Bew—=— CowW
cut! on?’ and&'.
&= & T ; A, [w/uBew = CeW i
Ir';AN,luBew= CewW
cuton?®’ and&’.
s & . T;N,Bav= Caw atl

T A, (Bat v)ew = Cew

cuton?’ andé&’.

Copy cuts where the cut formula i@ was transferred using copy, i.e.:

&

I',Aew; A, Aew = CeawW

DT ;- — Aew E=

Here,

I,Aew ;- — Aew
I,Aew; A’ = CaW
' ANV = CawW

The first cut is applied on a variant @ that difers from® only in terms of a weaker unrestricted context. In the last

co
I',Aew; A" = CaWwW Py

weakening orD.
cuton® and&’.
cut! onD and above.

step, a cut was used to justify a cut!, which is allowed by &xéclographic order.

Left-commutative cuts where the cut formul@ is a side formula in the derivatiad. The following is a represen-

tative case.

T A Dew, Eew — Aew

D= I;A,D®EawW = Aew

Here,

I' ADew’,Eew’,A’ — Cew
I' AAN,D® Eeaw’ — Cew

QL E:T;AN,Aew = Caw.

cuton?’ and&.
®L.
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Right-commutative cuts where the cut formuld is a side formula in the derivatiai The following is a represen-
tative case.

E1T AN, Aew=— Daew &, T ;A,Aew = EaW

DT ;A= Aew &= [ A Aew — D& Eaw &R
Here,
' A,AN = Dew cuton® andé&;.
' A,AN = EewW cut on® andé&,.
' AN =D& EeW &R.
This completes the inventory of all possible cuts. m|

A.3 Invertibility

Theorem 29(Invertibility). The following rules are invertible:

1. Ontheright&R, TR, —<R, ¥R, |R andaR;
2. Onthe left®L, 1L, ®L, OL, L, 'L, |L andatL.

Proof. Each inversion is shown to be admissible using a suitable cut
Case of &R

T Aow— Aow init*
: &L

I' A=A &Aew T;A & Aew=— Aew

' A= Aew cut
Case of TR: trivial.
Case of oR:
I .
I'; Aew = Aeaw init I'; Baw = Baw |n|;c_
I' A= A—- Baw F;A—OB@W,A@W=>B@Wcut -
I'; A, Aew — Bew
Case of YR:
Nnit*
I'; Aew = Aew ml\;L
I' A= VYa. Aew T ;VYa. Aew —= Aew
; cut
' A= Aew
Case of |R:
- init*
[; [w/ulAew = [w/u]Aew IL
' A= |luAew T;|uAew= [w/ulAew ¢
; A= [w/ulAew cu
Case ofatR:

P —__ T
I'; Aev—=— AeVv Init L
' A= (Aatv)ew I ;(Aatv)ew = AeVv at

I'; A= Aav cut
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Case of®L:

; init* ; init*
I'; Aew = Aew I'; Bew — Baw R
I'; Aow, Bow — A® Baw ®R T':A A®Bew = Caw

I'; A Aew, Bew = CeawW

cut

Case of1L:
— 7 1R .
I',-— lew ' A lew— CaW ¢
I' A= CawW cu
Case ofeL:
Nit*
I Aew— Aow M R
F;Ai@W:AleBAz@WEB I';AAL® Acew = CeW ¢
I';A,Aew— CoewW cu
Case ofOL: trivial.
Case ofdL:
nit*
I'; Aew = Aew Im;R
I'; Aew = da. Aew I'; A Ix. Aew = CaW ¢
I';A,Aew = CewW cu
Case of!IL:
; init*
I, Aew ; Aew — Aew copy
I,Aew ;- = Aaw | I';A'Aew = CewW K
T,Aew; — ! Aaw T,Aew; A,! Aew — Caw Weta en
I',Aew; A = CowW cu
Case of | L:
- init*
I; [w/ulAew = [w/u]Aew IR
[; [w/ulAew = |u. Aew I'; A lu. Aew = CeW ¢
;A [w/uAew = CewW cu
Case ofatL:
I
I'; Aev = AeV Init R
I'; Aev= (AatVv)ew atk i A (Aat v)ew = CewW cut

I'; A Aev = CeW

A.4 Correctness and consistency

Theorem 30(Correctness of the sequent calculus)

1. IfT'; A= Caw, thenl" ; A + Cew. (soundness)
2. IfT"; A+ Caw, thenl' ; A = Cew. (completeness)
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Proof. The right rules of the sequent calculus and the introduatides of natural deduction coincide. Therefore,

for (1), we need only to show that the judgemental and le#gudf the sequent calculus are admissible in natural
deduction, and for (2), only to show that the judgementaleimdination rules of natural deduction are admissible in

the sequent calculus. The following are the main cases.

—/+ case.

= /+ case.

—/+ case.

= /+ case.

—/+ case.

= /+ case.

—/+ case.

—/+ case.

—/+ case.

(init)

(copy)

(&)

éL)

oL)

éL)

w

o)

YL

hyp
I';p@ewr p(Hew

- |
I,Aew; -+ Aew hyp! I',Aew ; A, Aew + Cew S

I',Aew; A+ CewW ubst

T A& AgaWr AL & Agaw gyé’_
A& Ayewr Aew ' T:A Aewr CewW
I';A,A1 & Avaw + CawW

subst

T A6 AW AdAew P ' AAewrCew TI':A AaewtCow

T A A G AW CoW oE
I'; Oewr O@w h)ng
I'; A, Oewt CowW
I' A Bew+ A® Bew hyp I'; A, Aew, Bew+ CewW £
I';A,A® Bew+ Cow ®
—— h
' lewt lew yp I' ArCoewW 1E
I';A lewtr CowW
" ABowrA<Baw P I': A+ Aew -
I'; A— Bewt+ Bew - I';AN,Bewtr CowW
subst

I';A,AN',A—o Bawr CeW

hyp

I';Ya. Aew + Ya. Aew
@ AGWE T BOW e

I'; Va. Aewt [t/a]Aew ;A [r/a]Aew + Cew
I'; A,Va. Aew + Cew

subst
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= /+ case.

= /+ case.

= /+ case.

—/+ case.

+/=—> case.

+/=—> case.

+/— case.

+/— case.

+/— case.

+/— case.

(8

©

L

atl)

(hyp)

(hyp!)

(&)

¢E)

0E)

éE)

I'; Ja. Aew + Ja. Aew hyp I'; A,Aew+ Cew
I'; A, da. Aew + Cow

T 1Aowr TAew P TiAew: A+ Cow |
I';A1Aewtr CewW ’

I'; luAewtr lu Aew hyg
I'; lu. Aew + [w/ulAew !

;A [w/ulAew + Cew

JE

E

subst

I'; A luAewtr CewW

hyp

I'; (Aatv)ewtr (Aat v)ew L E

I'; (Aatv)ewr Aav

I';A Aevi CowW

;A (Aatv)ewr Cew

I
I'; Aew = Aew init

I, Aew ; Aew = Aew init*
2 1 Copy

I,Aew; - — Aew

I'; Aew = Aew
I' A=A &Aew T;A & Aew=— Aew
' A= Aew

subst

init*

&L,
cut

I';AN,Aew = CaewW T ;A’,Bew—=— CeawW

I' A= A® Bew I';AN',A® Bew — CowW

I' AN = CoW

oL

I' A= 0O0pw T ;A ,0ew— CowW cut

I': AN = CoewW

I';AN,Aew, Bew — CewW
I'A= A®Baew T ;A,A® Bew = CawW
I' A,NN = CaW
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cut

®L
cut

oL



+/= case. (E)

' AN = CaW 10
I' A= lew I ;A,lew— CeoW ¢
;A AN — Cow cu
+/= case. YE)
init*

I; [t/a]Aew = [t/a]Aew "
I'; A= VYa. Aew T ;VYa.Aew = [r/a]Aew :
;A — [r/a]Aaw cu

+/— case. {E)
I'; A, Aew = Caw

I' A= Jda. Aew T ;A,Ja. Aew — CaWw HLt
AN — CoW cu
+/=— case. (E)
I,Aew; A’ = CaW I
I' A= !Aew T ;A,!Aew—=— CeW ¢
I AN — CaW cu
+/= case. (E)
hyp

r; A, [w/uAew = [w/ulAew
I' A= |uAew T ;A,|uAew= [w/ulAew
I'; A,N = [w/ulAew ¢

L
ut

+/— case. §t E)
EEE—— e
I'; Aev= Aav Init L
' A= (Aatview I';(AatVv)ew = A@V at
. cut
I'; A= Aav

Corollary 31 (Consistency of HyLL) There is no proof of; - - O@w.

Proof. Suppose ; - + O@w is derivable. Then, by the completeness and cut-admiggitileorems on the sequent
calculus,- ; - = 0@w must have a cut-free proof. But, we can see by simple ingpethiat there can be no cut-
free proof of- ; - = 0@w, as this sequent cannot be the conclusion of any rule ofénfar in the sequent calculus.
Therefore; ; - + 0@w is not derivable. m]

A.5 Connection to IS5

Theorem 32(HyLL is intuitionistic S5) The following sequent is derivable; ¢ Aew = 0 A@w.
Proof.
I
-; Aea = Aea Init
-;Aea= (Aata)ath

-; Aea= 3Av.(Aat Vv)eb

-7 (Aata)ew = (Av.(Aat V) at b)ew
-7 (Aat a)ew = Wu. (Av. (Aat v) at u)@w Le
-;du. (Aat uyew = Yu. (Av. (Aat V) at u)@w def

-5 OAew = 0O Aew em m

atR
IR

atL, atR
VYRP

30



