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Abstract

In this paper, we describe our experiences in developing applica-
tion allocation algorithms and a framework for composing pervasive
applications. The framework supports applications which consist of
a set of components residing on physically distributed devices. We
will argue that such composite applications gain additional flexibil-
ity as they can adapt to the situation at hand. That is, their appli-
cation components are dynamically allocated and deployed onto the
networking nodes by allocation algorithms that satisfy the resource
constraints and optimize the user specified criteria. This paper will
present three implemented prototypes and a concrete example of a
ubiquitous multimedia application which was implemented to test
the feasibility of the composition framework. We will also discuss
user feedback collected during initial user evaluation study.

1 Introduction

Pervasive computing focuses on applications which satisfy user needs with-
out distracting the users in their daily activities. These applications are
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characterized by their ability to adapt to different situations (contexts),
for example, to changes in the user goal and variance in resource avail-
ability. Pervasive applications may engage multiple devices (nodes) si-
multaneously; this functionality can be achieved by composing the appli-
cations from multiple components residing on nodes providing computa-
tional, communication or other resources in the environment. Composite
applications benefit from higher flexibility as their components can be
allocated and then reallocated according to the situation at hand. In ad-
dition, composite applications are less prone to resource variation, since
each component can be reallocated independently and the reallocation
does not involve the entire application.

However, designing a system which supports the dynamic composition
of pervasive applications is a complex engineering task. First of all, multi-
ple functional and non-functional requirements need to be satisfied while
allocating the application components. These requirements are imposed,
for example, by application resource demands, application-specific restric-
tions and constraints set by the available computing nodes. Secondly,
application allocation should be performed according to user specified
criteria; hence, the system has to find optimal (or near-optimal) alloca-
tions. Thirdly, the system has to cope with highly dynamic environments
as both resource availability and user goals vary. Thus, the assignment of
application components to the resources has to be performed at run-time
with minimal delay in the system’s overall response time.

In this paper, we describe our experiences in developing prototypes for
application composition and present three prototypes. The most recent
prototype is a complete framework which has the necessary functional-
ity for executing composite pervasive applications. It allocates the ap-
plications using algorithms which require a low computational load and
are highly time-efficient. These algorithms are generic; that is, multiple
user criteria and various functional (i.e., application-specific) and non-
functional properties (i.e., related to the application’s QoS) can be sup-
ported without redesigning the code. We present a concrete example of
an application which was implemented to test performance and feasibility
of our approach. We also present the initial results obtained from our
user study.

A number of frameworks for supporting composite pervasive appli-
cations have recently been proposed by the research community (e.g.,
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Aura [1], PCOM [2], COCOA [3], Gaia [4] and CTB [5]). The Aura
framework supports the adaptation of task-based applications on several
architectural levels and it uses a Knapsack problem solver to calculate
the application allocations. The Aura project takes a framework inde-
pendent approach to expressing application requirements. It focuses on
user interfaces which are used to collect requirements from the user and
to forward them to the problem solver. Our framework does not have
this feature. The Pervasive Component System (PCOM) uses pluggable
algorithms for application allocation. However, these algorithms focus on
resolving recursive component dependencies and they are based on the
greedy approach, which is highly inefficient in large-scale component sys-
tems, as we pointed out in our initial prototype (we will discuss this later
in the third section of this paper). The Conversation-based Service Com-
position in Pervasive Computing Environments (COCOA) prototype in-
cludes ontology-based service discovery to enable semantic reasoning and
a mechanism to enable QoS attribute matching of application and service
descriptions. However, we are not aware of any complete implementations
of the COCOA framework which are capable of executing applications.
The Gaia is a middleware which supports composite application in smart
spaces and uses a planning algorithm to calculate application allocations.
But, it only supports applications with a proprietary architecture. The
Composition Trust Binding (CTB) project focuses on security issues re-
lated to composite services which are out of scope of our work.

Our framework differs from these related works, as our main goal is to
design a high-performance system for large scale composite applications.
In addition, we aim is to minimize the time needed to calculate application
allocations, also for very large applications. We are not aware of any other
generic application allocation algorithms which are capable of supporting
such a wide range of application areas, such as load-distribution and task-
based computing, without redesigning the code.

Next, we will present the concept of our framework and explain step
by step how it performs the application composition.

2 Application composition concept

Application composition increases the flexibility of application adapta-
tion and also creates a number of interesting applications. As proposed
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by Budford et al [5], the potential categories of application composition
are virtual devices, multimodal interfaces, and load distribution. The
virtual device approach (also known as resource sharing) assumes that
aggregating functionality across many resource-limited devices extends
capabilities of each single device used in the aggregation. For example, a
portable video camera connected to a mobile phone will enable the mo-
bile phone to access data stored in the camera’s memory and to send
video messages. Application composition can also be used to achieve
load distribution among personal devices by decomposing applications
and allocating their heavy-weight components onto nodes with the re-
quired computational capacities. This functionality is required, among
others, in such application domains as content-based retrieval, informa-
tion fusion, and semantic search. In addition, application composition
enables the construction of multimodal user interfaces by combining and
controlling inputs and outputs from various pervasive devices. For exam-
ple, a mobile phone’s UI (input) can be used to control the playback of a
video clip on a wall display (output). In the next section, we will present
an application scenario where application composition has been used to
build an example application.

The application composition concept assumes that applications are
assembled from a set of components which may reside on physically dis-
tributed nodes. The applications are started and then adaptation takes
place in three phases. First, the available nodes are discovered. Then, the
components are allocated, i.e., a deployment plan which denotes how the
application components are deployed onto the nodes is produced. And
finally, in the last phase, the application components are deployed and
configured.

Figure 1 shows the key components of the system and also illustrates
the three phases of application composition. The Application Assembly
component controls the application’s lifecycle and also performs the ap-
plication adaptation. The Resource Management module monitors the
utilization of resources and performs application deployment. The Ser-
vice Discovery component handles information about available nodes in
the environment and provides a matchmaking functionality.

The first phase of the application composition starts when the user ac-
tivates the application. In this phase, the application assembly searches
for the available local nodes using the Service Discovery component. By
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Figure 1: Application composition concept

local nodes we mean nodes in the close proximity to the user, for example
in the same room. By remote nodes we mean nodes located physically
further away from the user. Conventional protocols, such as Bluetooth
or UPnP can be used to search for both local and remote nodes. The
Service Discovery searches for nodes according to their functional and
non-functional properties. The former denote a nodes’ ability to provide
certain services. These properties are descriptions which resemble inter-
face statements in Java. The descriptions can also rely on ontologies to
enable semantic search, as suggested by Ben Mokhtar et al [3]. Functional
properties can be used to indicate the availability of specific resource (e.g.,
a file or a user profile) at a certain node. The non-functional properties de-
scribe device resource constraints, for example maximum available mem-
ory or computational resource capacity. Furthermore, these properties
may be used to implement user access policies.

The applications are specified using descriptions similar to those used
for nodes. It should be noted, that the application and node descriptions
must contain same property types to enable property matching during
the application allocation phase (the phase is explained later). The ap-
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plication and node descriptions are stored and managed by the Service
Discovery component. This component also enables matching between
discovery requests (coming from the Application Assembly module) and
the descriptions stored in the Service Discovery component.

In our concept, a node can host a single component or component
groups, if such allocation does not exceed node’s resource Besides, the
functional properties of nodes and components have to be met. These
two conditions are ensured during the application allocation phase which
is performed by the Application Assembly. This phase is the most im-
portant step in the application’s startup and execution stages. The goal
of the phase is to produce a deployment plan. If no valid plan is found,
the service discovery and allocation phases are iteratively repeated. It is
possible that some applications might not be allocated due to their high
resource demands or specific functional constraints which cannot be met
by the nodes in the environment. In such cases the application assembly
may negotiate lower resource demands with the user. In general, the de-
ployment plans may be optimized, for example, according to user specified
criteria, user needs and the situation in the environment. An optimal de-
ployment plan can minimize bandwidth consumption, balance load among
the nodes, and meet the various resource requirements imposed by the ap-
plication components. As the optimization goals and resource availability
may vary during the application execution, they sometimes affect earlier
deployment plans making them invalid or no longer optimal. In these
cases, a reallocation of the application is performed.

Finding an optimal deployment plan which satisfies the numerous func-
tional and resource requirements is a complex problem and solving it
requires the utilization of allocation algorithms. These algorithms can
be used to find an application structure (i.e., groups of the application
components) which satisfies the node constraints after the application
components are assigned to the chosen nodes In other words, the algo-
rithms solve the application allocation problem. The algorithms operate
with two models, an application and a platform model. The application
model defines the structure and the properties (e.g., application resource
requirements) of the application. The platform model, in turn, formally
defines the network resources and their properties (e.g., node resource
constraints).

The application allocation problem is known to belong to the class
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of NP-hard problems [6]. Additional challenges are caused by the fact
that its search space does not contain information about the direction of
the search, as we pointed out in [7]. In order to solve the application
allocation problem, we apply the theory of evolutionary and genetic al-
gorithms. Both types of algorithms are well suited for problems with the
above mentioned characteristics, as discussed in [8]. We will discuss these
algorithms in the next section.

After the deployment plan is found (i.e., in the third phase of the
application composition), it is then realized by leasing the necessary nodes
and deploying the application components onto them. This is achieved
using a resource management schema as suggested in [9] . Resource
management is out of scope of this paper and, hence, we do not discuss
it further.

3 Developed prototypes

We have developed several prototypes of application allocation algorithms
and an application where these algorithms are used. In this section, we
will discuss the prototypes and the results achieved so far.

3.1 Prototype 1. The Straightforward Evolutionary
Algorithm (SEA)

This initial prototype relies entirely on a classical schema described by
Michalewicz and Fogel [8]. The algorithm is based on such evolutionary
operators, as a tournament selection, one-point crossover and a multipoint
mutation. The platform model constraints are enforced using a penalty
function and a fixed objective function is used to evaluate the potential
individuals. The SEA preserves population diversity by generating ran-
dom individuals in the initializing phase and also by using a mutation
operator after the population initialization.

We implemented the algorithm in Java and compared its performance
with that of a greedy allocation schema on synthesized datasets (we used
our proprietary solution to synthesize the models). The greedy schema
produced solutions by iteratively choosing an application component with
the highest resource demands and allocating it to the node with the biggest
resource capacity. The greedy schema handled the application and node
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constraints iteratively, one by one. The experiments were run on rela-
tively small datasets, in the largest case 10 application components were
allocated onto 26 nodes. This was due to the fact that both the SEA and
the benchmark algorithm were time inefficient. Besides, in larger mod-
els the greedy algorithm was highly unstable and suffered from frequent
failures (i.e., in the some case it found solutions in only 5 per cent of
the algorithm executions). Although, the SEA outperformed the greedy
algorithm in terms of robustness and quality of solutions, its computation
times were of considerable magnitude (tens of minutes). The reason for
this lies in the SEA’s diversity preserving mechanism: the algorithm has
to operate with large populations (usually 150-200 individuals) to avoid
premature convergence. Another drawback was the large number of algo-
rithm parameters which had to be tuned empirically through a series of
experiments. Additional implementation details and a thorough analysis
of the experiments can be found in [10].

3.2 Prototype 2. The Micro-Genetic Algorithm
(MGA)

The goal of this prototype was to address the drawbacks of the SEA, and
also to analyze the characteristics of the application allocation problem in
more detail. In this prototype, we used a micro-genetic schema, originally
proposed by Coello [11], which is known for its low computational load.
The main difference between this schema and the algorithm developed
in the first prototypes derives from their diversity preserving methods.
Unlike the SEA, where the diversity mainly depends on the mutation
operator, the MGA relies on external memory and population reshuffling
techniques. This permits the usage of small populations with less than 10
individuals. The MGA is structured in two cycles, namely an external and
an internal cycle. The first one controls the algorithm’s memory, watches
the stopping criteria, and restarts the internal cycle. The latter resembles
a classical evolutionary algorithm in miniature, because the MGA only
deals with a few individuals. In addition, the MGA has two crossover
schemes and two mutation operators to enable the faster convergence of
the algorithm. The MGA uses the same penalty and objective function
as the SEA.

We implemented the MGA in Java and compared its performance with
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the earlier results from the SEA. The experiments were conducted as with
the first prototype. However, the largest model contained 16 application
components which were allocated onto 32 nodes. Also, additional con-
straints, which affected the performance of the algorithms and especially
their robustness, were introduced. The results showed that the MGA was
faster and found better or same quality solutions than the SEA. In addi-
tion, the MGA failed less frequently than the SEA. We noticed that our
model synthesizer produced datasets where the quality of the solutions
found by both algorithms slightly oscillated, and therefore, we planned to
use another tool to generate data for the next prototype.

The experiments also revealed that the search space in the applica-
tion allocation problem does not contain information about the order in
which the algorithm should sample the solutions. Also, the values of the
objective function varied between neighboring solutions and they were in-
dependent from each other. A detailed analysis of the second prototype
experiments was published in [12]. The MGA’s computation time was
already in the magnitude of a few minutes; however, the algorithm needs
to be faster in order to be used in a real-time application scenario.

3.3 Prototype 3. Modified Evolutionary (EA) and
Genetic Algorithms (GA)

The goal of this prototype was to achieve additional performance by ex-
ploiting features of the search problem discovered while testing prototype
two. We also planned to use a third-party software router tool to synthe-
size the application and the network models. In addition, our goal was
to make our algorithms generic (i.e., without tailoring their models to a
certain application type), thus, our model could have any number of prop-
erties, and they could be supported as new objectives without redesigning
the code.

Two algorithms, conceptually different from the previous two proto-
types, were proposed, the evolutionary and the genetic algorithm. The
evolutionary algorithm only relied on the mutation operator and itera-
tively mutated one individual (no population was used). The EA was
expected to have a high search speed but at the expense of lowering
the quality of the found solutions. The second algorithm, the GA, used
standard genetic operators (i.e., tournament selection, uniform crossover
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multipoint mutation and elitism) and cyclically evolved a population of
individuals. The GA was expected to yield higher quality solutions, but
at the expense of increasing computational times.

Another novelty in the designs was the evaluation schema used to com-
pare the individuals. According to the schema, the algorithms first satisfy
the platform constraints and when a valid solution is found (i.e., a solution
which does not violate any constraint) the algorithms begin the optimiza-
tion of the objective function. Thus, the application allocation problem
is treated as a hybrid search problem, which simultaneously combines the
features of both constraint satisfaction and optimization problems. This
approach is necessary to decrease the complexity of the search problem
and also to support many optimization objectives without redesigning the
code. Further implementation details can be found in [7].

The main difference between the third and the second prototype is
caused by the models used. That is, the third prototype operates with
models in which additional properties and objectives can be added with-
out redesigning the code. This means that the nodes and links in the
platform and the application models are not associated with a fixed num-
ber of properties. We implemented these two algorithms in C++ and
used the BRITE software router tool [13] to synthesize larger application
and platform models. We evaluated the performance of the algorithms
while increasing the number of model properties and model sizes. We did
not compare its performance empirically with the previous prototype for
two reasons: firstly, the models were different, i.e., the MGA only oper-
ated with a fixed number of properties and the aim of the third prototype
was to test the behavior of the algorithms while increasing the number
of properties. Another reason is that the third prototype was designed in
C++, unlike the MGA, which was designed in Java.

The largest models we experimented with had 80 application compo-
nents and 240 platform nodes. It should be noted, that in the related
work the models were much smaller (e.g., 20 components in COCOA ex-
periments [3]). We also tested the algorithms using models with 6 and 10
properties. The experiments demonstrated that the GA was the slowest
in all the cases; however the quality of the solutions it found was 10-15
per cent better than of the ones found by the EA. Besides, the GA was
more robust and its failure rate was almost two times smaller than the
EA’s rate. But, the EA’s main advantage was in its exceptional search
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speed which was on average 17 times faster than the GA’s. Thus, we
concluded that the utilization of these algorithms is justified in different
situations: e.g., the GA can be used to find initial application allocations
(as it produces higher quality solutions) and the EA can be used when the
application has to be reallocated (as its search speed is fast). In addition,
both algorithms experienced similar performance drops when the number
of model properties was increased. The number of properties affected the
complexity of the search problem making it more and more complex which
consequently lead to longer computation times. The performance of the
algorithms is acceptable for usage in real-time systems as their computa-
tion time was in the magnitude of milliseconds (in contrast to minutes in
prototypes 1 and 2). A detailed analysis of the experiments can be found
in [7].

3.4 User evaluation and feasibility studies

To evaluate the adequacy and feasibility of our concept, we tested the
ability of our algorithm to allocate an application in a user experiment.
We implemented a multimodal user interface application which controls a
multimedia player on a large display from a mobile phone. The application
played different media files which were streamed from a media server. The
algorithm was used to allocate the application onto the available resources,
e.g., media servers and computers connected to large displays. We imple-
mented the application using the REACHES platform [14]. This system
allows mobile devices to control remote services using the HTTP proto-
col. The REACHES platform offers service and resource discovering and
deployment capabilities, and also provides the graphical interfaces needed
to control the allocated resources. In the REACHES, the control events
are sent from the mobile devices’s UI, they are dispatched and forwarded
to the specified service, which then performs the required command, using
the allocated resources as needed.

We decided to choose the GA allocation algorithm because of its excel-
lent stability characteristics. Although, it requires longer computational
times with large models (e.g., on larger than 50 components and nodes),
the performance was not a crucial parameter in our experiment as the
models were fairly small. We integrated the allocation algorithm into the
REACHES platform in order to allocate the application in the start-up
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stage when the users choose a video file to watch.
The participants were 10 students and research staff from the Infor-

mation Processing Laboratory of University of Oulu. They were asked
to use the multimedia player application to watch a set of video clips of
different quality. A total of 8 computers with wall screens and 3 me-
dia servers were used in the test; all of them had different capabilities
(e.g., network connection, screen sizes or computational resource capac-
ity). When a participant started the application, it was automatically
allocated onto a media server and a computer connected to a wall display
using the algorithm. After the testing, the users were interviewed and
later they also filled in a questionnaire. We asked the users whether they
felt comfortable using the system or whether they desired more control.
All participants reported that they would need more over the algorithm’s
choices to feel comfortable. We also asked the users to evaluate usefulness
of the approach and to suggest situations in which it can be used. All par-
ticipants mentioned that the concept is useful especially in public places
where a user is not familiar with the environment (suggestions were, e.g.,
an airport or a shopping mall). Overall, the feedback from the users was
positive with only a few comments related to the disadvantages of the
application scenario. Further details of the feasibility experiment and its
analysis will be presented in upcoming publications.

In this paper, we presented the prototypes developed to date, however,
our research continues and more results are expected. We will discuss our
future plans in the next section.

4 Future work

In the following we present our plans regarding the application allocation
concept and the directions of our research. The most critical issue is
the performance and quality of the application allocation algorithm. It
is important to further increase the search speed while preserving (or,
ideally, increasing) the quality of the solutions found. We believe that the
GA allocation schema is advantageous for this purpose and, therefore,
we plan to modify its genetic operators in order to achieve additional
performance. We presume that after the necessary modifications the GA
may demonstrate performance matching that of the EA.

Another important issue which we intend to address in our future
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work is new application areas of the application allocation concept. As
we presented earlier in the paper, the concept has been applied to support
applications with multimodal user interfaces. However, we believe that
the concept (and also the algorithms) can be used to allocate components,
for example, in web services and in grid computing domains.

An interesting aspect is to study human-related aspects of application
composition. As the user tests revealed, a lot of effort still has to be put
in to create a system which the users will trust. This means that we have
to study how much control (over the system’s actions) should be provided
to users so that they feel comfortable and safe. In addition, it would be
interesting to apply soft computing and fuzzy logic theory to take, for
example, fidelity and quality constraints into account. These constraints
are important in capturing user preferences which will permit users to
adjust the application allocation according to their expectations. This
will increase the system’s overall usability and the user satisfaction.

5 Conclusions

In this study, we presented a framework which supports the dynamic com-
position and adaptation of pervasive applications. Our aim was to enable
the seamless binding of pervasive resources to application components on
the basis of the application’s functional and non-functional requirements
and the current context. Our framework utilizes resources in the vicinity
of the user as well as in the network. The allocation of the applications is
performed by algorithms based on the theory of evolutionary computing.

We presented three prototypes which focused on these algorithms. We
implemented the framework and presented a concrete example of an ap-
plication which was used to study feasibility and user experience. In the
initial user experiments the approach was rated useful by the test subjects.
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