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Optimisation Hiérarchique Efficace basée sur une
Approche Algébrique Multiniveau

Résumé : Ce rapport présente une méthode efficace permettant de réduire le cotit des
algorithmes d’optimisation. Dans cette méthode, les vecteurs propres du Hessien de la
fonctionnelle sont déterminés dans un premier temps. Ensuite, la recherche de 'optimum
est effectuée dans des sous-espaces définis par ces vecteurs. Pour cela, I’Algorithme de
Recherche Multidirectionnelle est utilisé dans cette étude. Cependant, tout autre algorithme
d’optimisation peut étre employé. La méthode est validée sur deux cas tests : Une fonction
analytique et un probléme de reconstruction de forme. Dans les deux cas, cette méthode
montre des résultats trés prometteurs.

Mots-clés : Optimisation multiniveau, Décomposition Spectrale du Hessien, Algorithme
de Recherche Multi-directionnelle.
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1 Introduction

Optimization tools in engineering design problems very often require a high computational
cost. This cost originates from two main sources: First, the evaluation of the optimized
function involved in such problems is in general very expensive. Then, depending on the
method employed and on the dimension of the design vector, the optimization procedure
requires a high number of evaluations of the objective function to reach the final solution.
Many studies aimed at reducing the computational cost of these tools by reducing the cost
of evaluations or by using more efficient algorithms that require a lower number of call to
the objective function.

To improve the efficiency of the algorithm, some authors propose to use a multilevel
approach instead of a direct one. This means that the optimization is carried out, at some
steps, on a coarse level where not all the design parameters are considered. Their idea is
inspired from the multigrid theory used to solve problems with differential equations. Among
this studies, Jameson and Martinelli [TT] used the multigrid concept to solve simultanously
the flow equations and the optimization problems. Lewis and Nash [T4] used the same
concept to solve optimization problems of systems governed by differential equation. Désidéri
et al [6, B, 8] generalized this approach to elaborate a multilevel shape optimization algorithm
where the shape is parameterized using the Bézier curves or a Free-Form Deformation (FFD)
technique [I7]. In these studies, the coarse optimization is carried out on subspaces that
depend on the parameterization of the geometry of interest. In our study, we propose a
more general method that can accelerate the convergence of the optimization algorithm and
can be employed for any kind of problem. This method uses the eigenvectors of the Hessian
of the cost function to define the subspaces of optimization. This is a more efficient and
abstract approach for a multilevel optimization. In this article, we introduce our multilevel
method and present the corresponding algorithm. This method is then validated in two test
functions in order to be employed in further studies.

This article is organised as follow: we start first by giving a short survey of the op-
timization methods. In particular, we pay more attention to the Multi-directional-Search
Algorithm method (MSA) [4] which is used in this study. Then, we describe in details our
multilevel approach. After that, we show the validation of this approach on two test cases:
an analytical function and a shape reconstruction problem. Finally, the article is terminated
by a general conclusion.

2 Survey of optimization methods

Optimizing a function f (generally called a cost function) is finding its minimum. In many
problems, this minimization is subject to some constraints. To make the problem easier,
the constraints are integrated in the cost function by means of a penality term or any other
adequate way depending on the nature of these constraints. There are several methods of
optimization which can be classified into two principal categories: deterministic methods and
stochastic methods. Deterministic methods do not make use of random parameters when
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4 BENZAOUI & DUVIGNEAU

looking for the optimum. So, the same routine, ran two times under the same conditions
leads to the same results. Howevere, a stochatic method uses some random techniques to
locate the optimum. Thus, the same routine, ran two times under the same conditions does
not necessary lead to the same results. Even though, when converged, the result of this
routine must be unique.

The deterministic methods are classified into gradient-based method and gradient-free
ones. Gradient-based methods are the most classical and the most intuitive optimization
techniques. Finding a minimum of a given convex function is looking for the zero of its
gradient. One of the most popular methods is the steepest descent one. It uses the gradient
vector to define a path of optimization. But this can have a low rate of convergence. The
Newton method is an enhancement of the descend methods by means of the inverse of
the Hessian matrix. Since the computation of the inverse of the Hessian is cumbersome,
Quasi-Newton methods suggest an approximation of this matrix, which is updated at each
iteration.

Many difficulties appear when using gradient-based methods. First, they need to com-
pute the first and sometimes the second derivatives which can be costly and sensitive to
numerical noises [I0] specially when the derivatives are evaluated using techniques such as
finite-difference method. These errors can generate false local minima. Then, Gradient-
based methods can easily be trapped into local minima and so do not locate the global
optimum. Many design problems are multimodal (i.e they have many local minima). So,
these methods are not suited for such problems.

Simplex methods are an alternative of the gradient-based ones. These methods does
not make use of the derivatives of the cost function. their main idea is the displacement of
a simplex (i.e a set of n + 1 design vectors, where n is the dimension of these vectors) in
the design space, so to get a decrease of the cost function. The success of these methods
is motivated by the development of parallel machines. The n + 1 evaluations of the cost
function can then be made simultaneously. Among the Simplex methods, The Nelder-Mead
Algorithm, and the Multi-Directional-Search Algorithm (MSA) are the most popular [4]
[16]. Nevertheless, as the gradient-based methods, the Simplex methods are also trapped
into local minima and so not very suited to multimodal problems.

Stochastic methods are known to be more robust and able to avoid local minima. These
methods generally mimic natural phenomena to obtain the optimum. Among the stochastic
methods, the Evolutionary strategies and Particle Swarm Optimisation method (PSO) are
the most commonly used. These techniques use a set of candiate solutions called population.
In Evolutionary Algoritms, the candidate solutions are treated as if they were biological
spieces that evolve to a best fitness. Using some operators that mimic biological behaviours
(such as reproduction, selection, mutation), the optimum solution can be obtained after
some generations (iterations). In Particle Swarm Optimization, The candidate solutions
are treated as if they were animals that move to a best location (to find food or to avoid
a predator for exemple). At each iteration, the new position of each particle is influenced
by its own memory (local memory) and by the memory of its neighbours (global memory).
The operators of the stochastic methods use some random parameters in order to search
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the solution into the entire design space. For this reason, they are less likely to be trapped
by local minima and they are more able to locate global optimum. The main drawback of
these methods is the number of the cost function evaluations which depends on the size of
the population. Hence the stochastic methods are generally expensive if they do not use a
coarse approximation of the cost function.

A survey of the optimization techniques can be found in [7] for instance. The aim of
our study is not to compare these techniques. We just need to use one of them to validate
our Multilevel optimization algorithm. Because of its simplicity, the MSA algorithm was
employed. Bellow, we present in details this algorithm.

3 Multi-directional-Search Algorithm

This algorithm, developped by Dennis and Torczon [4], uses a simplex to find the optimum.
This simplex is composed of n + 1 design vectors X, X1, ..., X,,. After being initialised,
the simplex in each new iteration is obtained as follows:

Suppose that Xék) is the vertex that gives the smallest cost function among all the
simplex vertices, where k is the iteration number. Then the simplex is reflected with respect

to Xék) according to the following equation:
xP=1+a)xP —ax®i=o0,..,n (1)

where Xi(k) designate the reflected vertices and « is a positif real usually equal to 1. If the
reflexion is successful, i.e if one of the new vertices has a smallest cost function than that
of Xék), this means that perhaps the solution is in this direction. So the new simplex is
expanded to pursue the search in this direction. The simplex of the new iteration is then
obtained by:

XD =1 =) x4y xPi=0,..n (2)
where v > 1 is the expansion coefficient. Usually ~ is set to 2. In the other case, if the

reflextion fails, the simplex is contracted so that the vertices come closer to the best one.
The simplex of the new iteration is then obtained by:

k41 (k) (k) -
x5 1 -pxP 4 px®i=0,..,n (3)
where 3 is the contraction coefficient. Usually (3 is set to f%.
The algorithm is carried out until satisfying a given stopping criterion. Several choices
for this criterion are possible. In our study, we compute the distance (using Euclidean norm)

from the best vertex Xék). Then, the stopping criterion is given by:

maz; (|| Xi(k) — Xék) ||)
| Xrer |l

<e€ (4)
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6 BENZAOUI & DUVIGNEAU

where X,y is a given reference vector.
While this condition is not satisfied and the number of iteration is below the maximum
value for the selected level, the MSA algorithm pursues the iterations.

4 Multilevel optimization

When studying an optimization problem in fluid dynamics for instance, many difficulties
occur. First, the physical problem is modeled by complex equations (such as Navier-Stokes
equations), so that the evaluation of the cost function is cumbersome. Then, the numerical
computation of the physical problem is expensive. And finally, the fine parameterization of
the optimized object leads to a high dimension design vector which results in a stiff opti-
mization search. Many authors proposed hierarchical techniques to make the optimization
algorithm cheaper. Among these techniques, we can cite the use of a simplified model of
the physical problem (for exemple, the use of Euler equations instead of the Navier-Stokes
ones), the use of a metamodel instead of the exact model, or the use of hierarchical param-
eterization instead of a single level one. Here we do not describe nor give an exhaustive
list of these hierarchical techniques. The interested reader can refer for instance to [9]. In
our study, we are interested only by techniques concerning the parameterization level of the
optimised object (Multilevel algorithms).

The idea of the multilevel algorithms is to accelerate the fine level optimization by looking
for the solution on a coarse level when necessary. This is inspired by the multigrid method
used to solve problems with partial differential equations. Indeed, it is well known in such
problems, that the computation of a fine solution is expensive not only because of the
increased iterations cost (resolution of a high dimension linear system), but also because of
the low rate of convergence of the iterative algorithm. This is why the multigrid techniques
use a coarse level to accelerate the fine level resolution. Several strategies can be considered,
ranging from simple level increase to V-cycle or Full Multi-Grid approaches [6].

The idea is similar in optimization. Earlier studies reproduced successfully the multigrid
concept and strategies to optimization problems. In particular, Jameson and Martinelli
[T1] generalised a multigrid code to optimization in aerodynamic design. Lewis and Nash
[[4, 5] used the multigrid concept for optimization of systems governed by differential
equations. A survey of these methods can be found in [2]. Furthermore, Désideéri et al used
the multigrid approach to elaborate a multilevel shape optimization with a Bézier or a FFD
parameterization [IL |6, B]. In these studies, when the Bézier or FFD parameterization is
employed, the transfer from a coarse level to a finer one is done using the Bézier degree-
elevation process, which is a straightforward technique that permits to add some control
points without anay modification on the optimized shape. Even though, this is not the best
way to use a multilevel strategy.

In the present study, a more efficient method is proposed by combining the multigrid
concept with the spectral decomposition of the Hessian matrix. Indeed, for a descent method
for instance, the smallest eigenvalues of the Hessian matrix correspond to directions where
the convergence of the optimization algorithm is very slow, while the highest eigenvalues
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Algebraic Multilevel Optimization 7

correspond to directions where the convergence is fast. Thus, instead of iterating on the
entire design space, our algorithm looks for the solution in a selected subspace in order to
get a faster solution in the directions of low convergence rate. Then it pursues the search
on the entire design space. This can be down by several strategies analogous to those of the
multigrid method.

Let E be the entire design space and Xy € FE is a starting design vector. The mul-
tilevel algorithm starts first by computing the Hessian matrix H(X() and its eigenvectors
V = (v1,...,u). These vectors are ranked from the smallest to the highest corresponding
eigenvalue. Suppose that X € F is the design vector obtained at a level [. Then, the mul-
tilevel algorithm looks for the new design vector X “+1) € E at the new level [ 4 1 by adding
a correction term which minimizes the cost function in the current optimization subspace.
This is done as follows:

Suppose that the new level is characterized by m = m;y1 parameters (m < n) and
consider the basis V,,, and the subspace E,, defined by:

Vin = (U1, ooy Umm) (5)

E,={2=Vyay|yeR™} (6)

The correction term must be a vector from FE,,. Hence, to find the best correction, the
optimization algorithm looks for a vector y € R™ so that the cost function:

9(y) = F(XV +Viy) (7)

is minimized. In this way, we can either go from a coarse to a finer level or from a fine
to a coarser level without loosing any information obtained from the former level. In our
case, using the MSA algorithm, at each new level we start by the initialization of a simplex
of m + 1 vertices in R™ (one of the vertices is zero). Then, the MSA algorithm finds the
optimum value y* that minimizes [@). The design vector of the new level is then:

XD = xO Ly, 4" (8)

The resolution at any level can be full or incomplete. The algorithm can be carried
out using several levels, ordered in some way called a cycle, by analogy to the multigrid
terminology. So a cycle is defined by a sequence of levels of dimensions (mq,ma, ..., mp;)
and by the corresponding numbers of iterations (ity,ita, ..., it,;) where nl is the number of
levels in the cycle. Then, the cycle can be repeated many times if necessary.

The multilevel algorithm is summarized below:

1. Read the input data and initialize the design variable Xj;
2. initialize the number of cycles at k = 0;

3. while & < nc and the stopping criterion not satisfied, perform iterations on a multilevel
cycle:

RR n° 6974



8 BENZAOUI & DUVIGNEAU

(a) compute the Hessian matrix H(X}) (using an exact or a surrogate model) and
evaluate its eigenvectors;

(b) initialize the level number at | = 1;
(c) let X! = X},
(d) while I < nl do:

i. select a basis V,,, with m = m; eigenvectors,

ii. use the MSA optimiser to perform a correction vector y* € R" that minimizes

the cost function g(y) = f (X(l) + me);

iii. X0HD — X 4 v, 9%,

iv. [ «— [+ 1 and goto [Bd);
(e) Xpp1 «— XU;
(f) k<— k+ 1 and goto (B);

4. X — Xp.

The stopping criterion in the step @) of the above algorithm is the relative decrease in
the cost function. While this decrease is above a given value, the algorithm pursues the
computation. Furthermore, in step @E}, the m; eigenvectors correspond to the smallest
eigenvalues of the Hessian. In this way, on a coarse level, the algorithm focuses only on
directions with low convergence rate.

5 Applications

5.1 First test case: analytical function

This test case is a straightforword problem that allows us to validate our optimization algo-
rithm and to find the best multilevel strategy. The function to be optimized is a quadratic
function given by the following expression:

f(X)=a+BTX+X"CX 9)

where X € R™ is the optimization parameter. In this function, a € R, B € R™ and
C € R™*™ are chosen arbitrarily. But to guarantee the existence of a minimum, C' is taken
as a symmetric positive definite matrix. In this case, the Hessian of f is simply equal to 2C
and is also positive definite. Since we would like to use this function to test the multilevel
optimization with a Hessian decomposition approach, C' is chosen in a manner that allows
us to control its eigenvalues and eigenvectors. More precisely, for n = 12, we have chosen:
a=2and B=(1,3,2,4,-1,5,10,8,9,0,—4,12)7. The matrix C is given in appendix (A]).

This function has a unique minimum that can be obtained by considering that the
gradient is equal to zero. This is equivalent to solve the system

CX = —%B (10)

INRIA
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In order to examine the effect of the condition number of the Hessian matrix on the opti-
mization procedure, we have tested three functions of the form (@) where only the matrix C
is modified. Table () gives the condition number and the optimal value for the three tested
functions.

Function | Condition number | Optimal value
f1 10 —39.55215
12 18000 —32.517335
f3 101! —21.79586

Table 1: Condition numbers and optimal values for the three tested functions.

In the following section, we try to find these values using the optimization algorithm.
The efficiency of the multilevel strategy is measured by the number of evaluations of the
function required to reach the optimum.

5.1.1 Single level optimization

Before testing the multilevel algorithm we try to find the optimum value of the above
function using the MSA method without any multilevel nor Hessian decomposition strategy.
For instance, for the function f2, we carry out 35000 iterations of the MSA optimizer in order
to find a good approximation of the value given in table (). The optimum value obtained
i8S finin = —32.516920. We have so a relative error of 0.001%. The corresponding number of
evaluations is 910014, which is very high. This means that using the same algorithm in a
problem with the same parameterization size, and where the evaluation of the cost function
is expensive can be very stiff, if possible. So a limitation in the accuracy is then necessary.
If we limitate the iteration number to 5000, which is still a high number, the optimum value
obtained is —29.2075 and the relative error is 10%.

This exemple shows the necessity to improve the optimization procedure to become
faster. In order to validate our multilevel algorithm and to prove its efficiency, we start by
optimizing the above function using a simple level strategy with a spectral decomposition
of the Hessian. This means that the optimized function is equivalent to that of equation
@ where m = n. Therefore, it consists in working in the eigenvectors basis. This is done
by setting nl = 1 and my = n in the algorithm described in §@l The evolution of the cost
function with respect to the number of evaluations is presented in figure (). The result of
this optimization is spectacular. The simple use of the Hessian eigenvectors basis permits the
MSA optimizer to converge very fast. Indeed, the optimum value f,;, = —32.517335 was
reached after 130 iterations only with 3394 evaluations of the cost function. This method
is thus 268 times faster then the first one! As we will see, this performance depends on
the condition number of the Hessian matrix and can be better using an adequate multilevel
strategy.

RR n® 6974
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simple MSA optimization -+
MSA optimization using Hessian decomposition

cost function

.35 . . .
0 500 1000 1500 2000

Number of evaluations

Figure 1: Evolution of the cost function f2 for a single level optimization.

5.1.2 Multilevel optimization

As mentioned above, the multilevel strategy can improve the performance of the optimization
algorithm when it is used in an adequate manner. For the same function f2, we carry out
the algorithm described in §] with two and three levels using the strategy shown in table
@). To be efficient, it is recomended to use a few number of iterations at each level and
to repeat the multilevel cycle until convergence. However, a slight modification on this
algorithm is introduced. It consists on dividing the initial simplex by two at each cycle.
Without this modification, when the design variable X is near the final solution, the first
MSA iterations at each level become inefficient because the simplex vertices are relatively
far from the solution. In this case, no decrease in the cost function can be obtained if we
use a very few number of iterations. So, a small simplex is then more suitable.

Table (Bl presents the multilevel tests for the function f2 using the strategy described in
table @), whereas figure ([B)) shows the evolution of cost function with respect to the number
of evaluations for the best cases. In table (@), the case 1 corresponds to the single level
optimization using the spectral decomposition of the Hessian.
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Cycles cycle 1 cycle 2 cycle 3
Fine level resolution ° °
N N N
Coarse level resolution ° ° °

Table 2: schematic descreption of the two-level cycles.

Case | levels number of number of | number of | optimal value
iterations by cycle cycle evaluations
1 12 130 1 3394 —32.517335
12 3
2 AN 19 2661 —32.517335
6 3
12 3
3 N\ 22 2773 —32.517307
6 2
12 3
4 N\ 18 2773 —32.517335
6 4
12 2
5 N\ 22 2817 —32.517302
6 4
12 4
6 N\ 18 2737 —32.517335
6 2
12 3
N\
7 6 2 17 2483 —32.517335
N\
3 2

Table 3: Description of the Multilevel optimization of the analytical function f2.

As we can see in table ([B) and in figure @), the multilevel strategy allows a faster
optimization than the single level one. Indeed, if we compare cases 1 and 7 for instance,
we can see that the multilevel strategy allows a reduction in the number of evaluations
of about 27%. The best multilevel tests we obtained for this function are case 2 for two-
level optimization and case 7 for three-level optimization. In these cases, the number of
iterations by level is small but enough to get good performances. It is not necessary to use
a higher number of iterations by level because this will result in an increasing number of
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Figure 2: Evolution of the cost function f2 for a multilevel optimization.

evaluations without any acceleration of the convergence. However, if we reduce the number
of iterations, the convergence becomes slow resulting in an increasing number of cycles and
so an increasing number of evaluations, while the accuracy on the optimum value is worst.

5.1.3 The effect of the condition number

Tables @) and (H) present the multilevel tests for the functions f1 and f3, whereas figures
@) and @) show the evolution of cost function with respect to the number of evaluations
for the best cases. In these tables, cases 0 refers to the single level optimization using a
simple MSA method, while cases 1 refers to the single level optimization using the spectral
decomposition of the Hessian.

We can see on these tables and figures that, when the condition number of the Hessian
is small (function f1), the Hessian decomposition is not interesting since the total number
of evaluations at the convergence is higher slightly in case 1 than that in case 0 of table
@). Even though, the multilevel approach is still interesting and a very good reduction on
the total number of evaluations can be obtained (about 46% of reduction between cases 2
and 0). Note that, using the MSA method, the optimization at the coarse level needs a

INRIA
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Case | levels number of number of | number of | optimal value
iterations by cycle cycle evaluations
0 12 180 1 4694 —39.55215
1 12 210 1 5474 —39.55215
12 3
2 . 18 2521 —39.55215
6 3
12 4
3 N 19 3155 —39.55215
6 3
12 3
N\
4 6 2 18 2629 —39.55215
N\
3 2

Table 4: Multilevel optimization of the analytical function f1 with a V-cycle strategy.
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20

-30
-35

-40

Number of evaluations

case0 - case 0 -
casel — n casel —
case 2 R case 2
case3 : \‘(\ case3
case 4 TN case 4
1
1 or
c
£
g1
5
1 3
B o
o
% -
¥
s \ : Al
%
X
%
P\ 3l
o
e —
. T e — - 4 . . . . . . .
0 500 1000 1500 2000 0 200 400 600 800 1000 1200 1400 1600

Number of evaluations

Figure 3: Evolution of the cost function f1 for a single level and a multilevel optimization.

smaller number of evaluations than the optimization at the fine level, because the number

of vertices is smaller (equal to m + 1 instead of n + 1). But this is not the unique reason

for which the multilevel optimization is interesting. Indeed, if we compare cases 2 and 0 in

RR n° 6974



14 BENZAOUI & DUVIGNEAU

Case | levels number of number of | number of | optimal value
iterations by cycle cycle evaluations
12 1000 1 26014 1.997
1 12 82 1 2146 —21.735863
12 3
2 . 12 1681 —21.735863
6 3
12 4
3 N 12 1993 —21.735863
6 3
12 3
4 . 12 1849 —21.735863
6 4
12 3
N\
) 6 2 15 2191 —21.735862
N\
3 2
12 3
N\
6 6 2 12 1849 —21.735863
N\
3 3

Table 5: Multilevel optimization of the analytical function f3 with a V-cycle strategy.

table (@) we can see that not only the number of evaluations is reduced, but also the total
number of iterations. This means that, even though its effect is not very strong, looking
for the solution on subspaces generated by the eigenvectors permits to accelerate the global
convergence of the optimization algorithm.

Nevertheless, when the condition number of the Hessian is high (function f3), the Hes-
sian decomposition seems to be necessary and very efficient. Indeed, After 1000 iterations,
the single level MSA optimizer without decomposition of the Hessian is unable to obtain
any sensitive decrease in the cost function. However, when the Hessian decomposition is
employed, only 82 iterations are needed to reach the optimal value (see cases 0 and 1 of
table @)). The multilevel approach is of mild interest for this function. Indeed, in case 2
we gain about 22% in the number of evaluations if we compare it to case 1.

From these tests we can conclude that the multilevel strategy permits to accelerate the
convergence of the optimization algorithm and to reduce its cost. This is true whatever is
the condition number of the Hessian matrix. If this number is high, it becomes necessary

INRIA
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Figure 4: Evolution of the cost function f3 for a single level and a multilevel optimization

to look for the solution in subspaces generated by the eigenvectors of the Hessian. In this
case, the gain in the optimization cost is significant.

5.2 Second test case: Shape reconstruction problem

5.2.1 Test-case description

In this test case, we would like to approach a given target function Fy(t) by a Bézier curve

F(t,X), where X = (x1,...z,,)7 is the design vector whose components are the control points
of the Bézier curve. So, the approximated function is given by:

n—1
F(t, X) = 23571(15)%“
k=0

for t € [0,1]. In equation (), n is the parameterization level and B

polynomials given by:

BE(t) = CFtk(1 —t)n*

where

(11)
¥_1(t) are the Bernstein

(12)

ok _ n!

RR n° 6974
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The target function we select in this study is also a Bézier curve] of degree ng > n. It is
given by:

no—1

Fy(t) = Y B, _1()zoen (14)
k=0

where zg1,...20n, are the control points of the target function whose value are given in

appendix (B)).
The squared error of the approximation of the target function Fy(t) by the Bézier curve
F(t,X) is given by:

e(X):/O (F(t, X) — Fp(t))%dt (15)

For a given parameterization level n, the approximation problem is equivalent to the
search of a design vector X that minimizes the squared error. This is hence an unconstrained
optimization problem where the cost function is f(X) = e(X). A theoretical solution of this
problem can be found easily by considering that the gradient of the cost function vanishes
at the optimum. This leads to the following linear system:

A-X=B (16)

where A = (ak]—)lngm 1<j<n, B = (bk)lgkgn and:

akj = 2/1 BT ()BT (t)dt (17)
0

by = 2/1 B L) Fyo(t)dt (18)
0

Note that the matrix A is equal to the Hessian of the cost function and is symmetric
positive definite. This quadratic problem has a unique solution which can be obtained by
solving the system (6.

Note also that the above problem is not constrained since we have no condition on the
control points. However, it is usual to impose conditions such as 1 = Fy(0) and x,, = Fy(1).
In this case, the resolution of the problem does not change, but its dimension is reduced to
n — 2 since the unkown control points become zs, ..., T, —1.

To evaluate the cost function, the interval [0, 1] is subdivided into n, points. The squared
error ([3) is then given by:

np

e R ) I

p

IThis is just an exemple and we can select any kind of functions. The resolution method and the behaviour
of the optimization algorithm do not depend on the nature of the target shape.

INRIA
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A similar discretization is done to compute the Hessian matrix A, given by (@), and the
right hand side term of equation ([H) which is given by ([IX).

In order to test our optimization algorithm, we approximate two target functions Fp;
and Fyy of parameterization levels 14 and 18 by respectively functions Fy and Fy of levels
8 and 16. The corresponding cost functions are so f; and fo respectively. This allows us
to test at the same time the ability to approximate different shapes and the influence of
the condition number of the Hessian matrix on the algorithm. Table (@) gives the optimum
value and the condition numbers corresponding to these cost functions for n, = 20, whereas
figure () gives the shape of the target and the approximated functions.

Cost Function | ng | n | Condition number | Optimal value
fi 14| 8 4617.6 1.751264 x 10~°
fa 18 | 16 3.6 x 107 1.037 x 1077

Table 6: Condition numbers and optimal values for the two tested functions of the shape
reconstruction problem.

FO1 F02
F1 - F2 -

F)
F

0 0.2 04 06 08 1 0 02 04 0.6 08 1

Figure 5: Target and approximated curves for functions Fp; (left) and Fpo (right) of the
shape reconstruction problem.
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5.2.2 Experimentation and results

In this section, we try to obtain the approximated function using the optimization algo-
rithm. As for the first test case, we test many cases in order to find the best optimization
strategy. Tables () and () describe some cases for cost functions f; and fo respectively
(corresponding to the target functions Fo; and Fpo) wheras figure () shows the evolution

of these functions with respect to the number of evaluations for the studied cases.

Case | levels number of number of | number of | optimal value
iterations by cycle cycle evaluations x10°
0 8 200 1 3610 2.303
1 8 135 1 2440 1.751264
8 3
2 N 18 2125 1.751264
4 5
8 3
3 N\ 19 2053 1.751264
4 4
8 3
4 N 15 1471 1.751264
4 3
8 3
N\
5 4 2 19 1958 1.751264
N\
2 2

Table 7: The tested cases for the multilvel optimization of the cost functions f; of the shape
reconstruction problem.

From tables (@) and ) and figure (@) we can see that the behaviour of the optimization
algorithm is the same as that for the first test case. For medium Hessian condition, the
simple use of the Hessian decomposition allows the algorithm to be faster. The multilevel
strategy permits to accelerate the convergence. The best acceleration is obtained with few
iterations by level and by cycle (cases 4 and 5 for function f; and 2 and 4 for function f5).
This acceleration is more important for high condition number.

6 Conclusion
In this paper we present an efficient approach of optimization based on the use of an algebraic

multilevel method. This method uses the eigenvectors of the Hessian of the objective function
to define subspaces of optimization. This approach is described in details and validated

INRIA
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Case | levels number of number of | number of | optimal value
iterations by cycle cycle evaluations
0 16 200 1 6818 0.00041
1 16 140 1 4778 1.037 x 1079
16 3
2 \ 20 3641 1.037 x 107°
8 3
16 4
3 N\ 20 4321 1.037 x 107°
8 3
16 3
N\
4 8 2 20 3781 1.037 x 107?
N\
4 2

Table 8: The tested cases for the multilvel optimization of the cost functions f5 of the shape
reconstruction problem.

0.09

Number of evaluations

" case0 ' case 0 !
casel — casel —
case2 case 2
0.08 case 3 case3
case 4 case 4
case5 - 0.25
007
0.06 02
§ s 5
3 3
3 5 o5
2 ol z
8 i 8
|
003 1" 01
;
002 [\ |
1] S
\ 005 \
001 |
b
0 T = ? 0 L L L X i i
0 200 400 600 800 000 1200 1400 0 200 400 600 1000 1200 1400

Number of evaluations

Figure 6: Evolution of the cost functions f; (left) and fy (right) of the shape reconstruction
problem for several optimization strategies.
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on two test cases. It is shown with this test cases, that the use of the eigenvectors of
the Hessian as basis of the design space accelerates the convergence of the optimization
algorithm. This acceleration is significant for medium and high condition number of the
Hessian. A slight additional acceleration is obtained when the Hessian decomposition is
combined to an adequate multilevel strategy similar to those of the multigrid method.

The evaluation of the Hessian matrix of the objective function in the test cases is straight-
forward. This is why it is computed exactly. Nevertheless, for much complicated problems,
where no analytical expression for the Hessian is available, it can be very useful to approx-
imate it by a surrogate model. Indeed, if the Hessian is evaluated by the Finite-Difference
method for exemple, the total number of call to the objective function increases by an order
of n? call for each Hessian evaluation, where n is the dimension of the design vector. So the
surrogate model can reduce the cost of the Hessian evaluation sensitively.

The test problems studied in this article are quadratic and convex, that means that they
have a unique minimum and a constant positive difinite Hessian. For these problems, the
optimization using the Multi-directional-Search method is easy. However, this is seldom
the case in practice. Most of the engineering problems involve multimodal functions and
a method such MSA is not suitable because it is not able to avoid local minima. Then, it
would be interesting to test our multilevel approach using a stochastic algorithm such as
Particle Swarm Optimization, more suitable for multimodal problems.
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Appendices

A Analytical function for testing the multilevel algorithm

The analytical functions used in this study to test the multilevel algorithm are given by the

general experssion:
f(X)=a+BTX +XTCX

where a = 2 and B = (1,3,2,4,—1,5,10,8,9,0,—4,12)T. The matrix C is constructed in
such a way that permits us to control its eigenvalues and eigenvectors. Indeed, since we want
to test a method based on the eigenvectors subspaces, it is preferable that the eigenvectors of
the matrix C should be different from the unit vectors of the canonical basis. In practice, to
get such a matrix, we start from a diagonal one which has the desired eigenvalues. Then, by
means of successive rotations arround all the unit vectors, we obtaine a matrix that conserves
the same eigenvalues but for which the eigenvectors are different from the canonical basis.

In order to test the effect of the condition number of the Hessian, three test functions,
f1, fo and f3 were considered in this study. These functions have the same values for a and
B but differente matrices Cy, Co and C3 respectively. In the following, we give the details
about these functions:

- eigenvalues of the matrix Cy: 1,2,2.5,3,4,4.5,5,6,7.2,8,9.5,10

- eigenvalues of the matrix Cs: 1,1000, 14000, 50, 70, 80, 90, 15, 2, 3, 40, 18000

- eigenvalues of the matrix C3: 1,10, 100, 1000, 10% 105,10°,107,10%,10?,10%°, 10*!
- columns 1 to 4 of the matrix Cy:

—1.0626881 x 1071 —9.2818830 x 1072

9.7629155 x 10790 5.6208746 x 1079

5.6208746 x 10~01
—1.0626881 x 107!
—9.2818830 x 10792
—5.9758123 x 10702
—4.0956354 x 10792
—3.0950247 x 10792
—2.3490084 x 10792
—1.8537947 x 10792
—1.3495635 x 10792
—7.6144911 x 10793

2.7329545 x 10793

RR n° 6974

8.1451627 x 10100
1.3770233 x 10100
1.3850436 x 10791
2.0864099 x 10792
2.9328205 x 10792
4.9356755 x 10792
5.3687066 x 10792
6.2408534 x 10792
4.8514758 x 10792
1.3452063 x 10792
8.5515493 x 10~04

1.3770233 x 10100
6.6849147 x 10100
1.8063792 x 10100
3.0582552 x 10701
6.3251268 x 10792
0.2080432 x 10793

—1.5039154 x 10792
—8.7547586 x 10792
—5.2914361 x 10792

3.1096754 x 10792

—5.1350838 x 1092

1.3850436 x 10~
1.8063792 x 10100
5.4974392 x 10190
1.9782906 x 10790
3.8459803 x 10~01
—4.7742210 x 10792
—4.6279645 x 10792
9.1268011 x 10792
2.7131573 x 10793
—4.4863302 x 10792
1.4255185 x 10791
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—5.9758123 x 10702
2.0864099 x 10792
3.0582552 x 10~01
1.9782906 x 10790
4.5304527 x 10100
1.8118005 x 10790
6.9393908 x 1091
3.3417883 x 10792

—9.0394638 x 10792
1.3949754 x 10792

—6.9448221 x 10792

—1.7933843 x 10791

—1.8537947 x 10792
6.2408534 x 10792
—8.7547586 x 10702
9.1268011 x 10792
—9.0394638 x 10792
1.0894871 x 107!
8.9514996 x 10~01
8.0315921 x 10—t
4.4144362 x 10190
4.1567018 x 10791
6.5128412 x 10791
—2.9517762 x 10~91

1.3507833 x 10104
6.7406566 x 10793
3.3702384 x 10103
1.6725857 x 10103
8.4377266 x 10702
4.2575342 x 10102
1.9190201 x 10192
1.1160305 x 10102
5.9442740 x 10701
2.4762670 x 100!
9.6358696 x 10100
—8.6156343 x 10190

- columns 5 to 8 of the matrix Cy:

—4.0956354 x 10702
2.9328205 x 107092
6.3251268 x 10792
3.8459803 x 10701
1.8118005 x 10190
4.2043160 x 10100
1.4764748 x 10100
8.8013774 x 10701
1.0894871 x 10791

—3.1079111 x 10792
3.1241715 x 10792
1.0483966 x 10791

- columns 9 to 12 of the matrix C;:

—1.3495635 x 10~92
4.8514758 x 10792
—5.2914361 x 10792
2.7131573 x 10793
1.3949754 x 10792
—3.1079111 x 10792
2.4563596 x 10~
8.5497151 x 100!
4.1567018 x 10701
4.6760789 x 10100
3.0214106 x 10791
—3.3530113 x 10~

- columns 1 to 4 of the matrix Cs:

6.7406566 x 10703
3.3967105 x 10103
1.6471350 x 10103
9.4732708 x 10792
3.5444149 x 10102
1.2333644 x 10192
3.3374780 x 10702
—3.5811160 x 1070t
—6.5347562 x 10101
3.2737633 x 10701
4.5785273 x 10701
1.1937757 x 10101

—3.0950247 x 10702
4.9356755 x 10792
9.2080432 x 10793

—4.7742210 x 10792
6.9393908 x 10701
1.4764748 x 10190
4.0756228 x 10100
1.1484860 x 10190
8.9514996 x 10701
2.4563596 x 10701
3.6622936 x 10792

—1.8180862 x 10702

—7.6144911 x 10793
1.3452063 x 10792
3.1096754 x 10~92

—4.4863302 x 10792

—6.9448221 x 1092
3.1241715 x 10792
3.6622936 x 10~92
3.0216088 x 10~01
6.5128412 x 10791
3.0214106 x 10791
5.2609029 x 10100

—1.1481623 x 10190

3.3702384 x 10793
1.6471350 x 10103
1.0770710 x 10103
—5.9885304 x 10101
6.2354442 x 10102
5.6811820 x 10102
—1.1273555 x 10193
4.7875127 x 10102
4.8219628 x 10102
—1.0064212 x 10192
—1.8179770 x 10102
—9.2227840 x 10T0L

—2.3490984 x 10792
5.3687066 x 10702
—1.5039154 x 10792
—4.6279645 x 10792
3.3417883 x 10792
8.8013774 x 10701
1.1484860 x 10100
4.0376518 x 10790
8.0315921 x 10~
8.5497151 x 10701
3.0216088 x 10701
—2.3542808 x 107!

2.7329545 x 10793
8.5515493 x 10~%4
—5.1350838 x 10792
1.4255185 x 1071
—1.7933843 x 10791
1.0483966 x 107!
—1.8180862 x 10792
—2.3542808 x 10701
—2.9517762 x 10791
—3.3530113 x 10~
—1.1481623 x 10100
1.4101066 x 10790

1.6725857 x 10793
9.4732708 x 10102
—5.9885304 x 10101
1.4180254 x 10103
—9.7398703 x 10102
—1.0036749 x 10793
2.9278273 x 10103
—1.0848726 x 10793
—1.1242647 x 10103
2.7931117 x 10102
4.3287249 x 10102
2.4895354 x 10102
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- columns 5 to 8 of the matrix Cs:

8.4377266 x 10102
3.5444149 x 10102
6.2354442 x 10102
—9.7398703 x 10792
1.1976560 x 10103
6.8622449 x 10102
—2.3758802 x 10103
0.9112334 x 10102
9.3382078 x 10792
—2.5810951 x 10192
—3.7001917 x 10102
—2.9896513 x 10102

5.9442740 x 10101
—6.5347562 x 10101
4.8219628 x 10102
—1.1242647 x 10103
9.3382078 x 10102
1.3416656 x 10703
—3.1661606 x 10103
1.0909808 x 10103
1.2906793 x 10103
—2.6413625 x 10792
—4.4901402 x 10102
—1.7266860 x 10102

7.6923077 x 10t10
3.5502959 x 1010
1.6385981 x 10*10
7.5627604 x 101099
3.4905048 x 10799
1.6110022 x 10199
7.4353947 x 10708
3.4317184 x 10708
1.5838253 x 10198
7.3010173 x 10197
3.1907869 x 10197
—2.1055961 x 10197
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4.2575342 x 10702
1.2333644 x 10102
5.6811820 x 10102
—1.0036749 x 10193
6.8622449 x 10102
1.8212227 x 10103
—3.4531339 x 10793
1.0514963 x 10193
1.3416656 x 10193
—2.1640212 x 10192
—4.1243999 x 10102
—5.4769087 x 10101

- columns 9 to 12 of the matrix Csy:

2.4762670 x 10701
3.2737633 x 10101
—1.0064212 x 10192
2.7931117 x 10102
—2.5810951 x 10792
—2.1640212 x 10102
6.3318913 x 10102
—2.5467525 x 10102
—2.6413625 x 10102
1.3032741 x 10102
7.7813382 x 10101
6.5401511 x 100!

- columns 1 to 4 of the matrix Cj:

3.5502959 x 10*10
2.0937642 x 10110
1.1764294 x 10110
6.3992588 x 10799
3.4010047 x 10109
1.7762332 x 10199
9.1512559 x 10108
4.6636302 x 10108
2.3556281 x 10108
1.1820512 x 10198
5.8434212 x 10197
—3.3658883 x 10107

1.9190201 x 10102
3.3374780 x 10102
—1.1273555 x 10103
2.9278273 x 10103
—2.3758802 x 10103
—3.4531339 x 10103
8.1289247 x 10703
—2.8111963 x 10193
—3.1661606 x 10193
6.3318913 x 10192
1.0972433 x 10793
4.5207472 x 10792

9.6358696 x 10100
4.5785273 x 10101
—1.8179770 x 10192
4.3287249 x 10792
—3.7001917 x 10102
—4.1243999 x 10102
1.0972433 x 10793
—4.2184793 x 10102
—4.4901402 x 10102
7.7813382 x 10101
2.0480385 x 10102
7.4193135 x 10101

1.6385981 x 10110
1.1764294 x 10710
7.6381725 x 10799
4.6689231 x 10109
2.7400807 x 10799
1.5612211 x 10+99
8.6966246 x 10798
4.7583767 x 10798
2.5659013 x 10798
1.3689702 x 10108
7.4301607 x 10107
—3.9388215 x 10107

1.1160305 x 10102
—3.5811160 x 10101
4.7875127 x 10102
—1.0848726 x 10193
0.9112334 x 10102
1.0514963 x 10103
—2.8111963 x 10103
1.0872175 x 10193
1.0909808 x 10103
—2.5467525 x 10102
—4.2184793 x 10102
—2.1832809 x 10102

—8.6156343 x 10790
1.1937757 x 10101
—9.2227840 x 10701
2.4895354 x 10102
—2.9896513 x 10792
—5.4769087 x 10101
4.5207472 x 10102
—2.1832809 x 10192
—1.7266860 x 10102
6.5401511 x 10101
7.4193135 x 10101
9.0528580 x 10101

7.5627604 x 10109
6.3992588 x 10799
4.6689231 x 10799
3.1346717 x 10799
1.9931283 x 10199
1.2189181 x 10199
7.2377237 x 10798
4.1987082 x 10108
2.3899290 x 10798
1.3404524 x 10198
7.8876881 x 10107
—3.9302344 x 10107
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3.4905048 x 10799
3.4010047 x 10109
2.7400807 x 10799
1.9931283 x 10199
1.3575536 x 10799
8.8250564 x 10708
5.5383334 x 10708
3.3805229 x 10708
2.0171595 x 10708
1.1806298 x 10198
7.4787171 x 10197
—3.5445851 x 10107

1.5838253 x 10108
2.3556281 x 10108
2.5659013 x 10108
2.3899290 x 10108
2.0171595 x 10108
1.5885399 x 10108
1.1874888 x 10108
8.5201704 x 10107
5.9198495 x 10107
3.9143693 x 10197
3.2441978 x 10197
—1.3332763 x 10797

- columns 5 to 8 of the matrix Cj:

1.6110022 x 10199
1.7762332 x 10199
1.5612211 x 10199
1.2189181 x 10199
8.8250564 x 10708
6.0576622 x 10108
3.9942974 x 10108
2.5517254 x 10708
1.5885399 x 10108
9.6486512 x 10197
6.5505299 x 10197

—2.9762013 x 10197

- columns 9 to 12 of the matrix Cjs:

7.3010173 x 10197
1.1820512 x 10108
1.3689702 x 10108
1.3404524 x 10198
1.1806298 x 10198
9.6486512 x 10197
7.4506549 x 10197
5.5014582 x 10107
3.9143693 x 10107
2.6454096 x 10107
2.2554175 x 10197
—9.1344475 x 10106

7.4353947 x 10108
9.1512559 x 10108
8.6966246 x 10108
7.2377237 x 10108
5.5383334 x 10108
3.9942974 x 10108
2.7550985 x 10108
1.8348065 x 10798
1.1874888 x 10198
7.4506549 x 10107
5.4060107 x 10107

—2.3675810 x 10707

3.1907869 x 10107
5.8434212 x 10107
7.4301607 x 10107
7.8876881 x 10107
7.4787171 x 10107
6.5505299 x 10107
5.4060107 x 10107
4.2560333 x 10107
3.2441978 x 10197
2.2554175 x 10197
2.2706317 x 10107
—8.6560406 x 10106

3.4317184 x 10108
4.6636302 x 10708
4.7583767 x 10798
4.1987082 x 10798
3.3805229 x 10108
2.5517254 x 10108
1.8348065 x 10108
1.2698581 x 10198
8.5201704 x 10107
5.5014582 x 10107
4.2560333 x 10797
—1.8044559 x 10107

—2.1055961 x 10797
—3.3658883 x 10797
—3.9388215 x 10797
—3.9302344 x 10107
—3.5445851 x 10107
—2.9762013 x 10797
—2.3675810 x 10797
—1.8044559 x 10797
—1.3332763 x 10797
—9.1344475 x 10106
—8.6560406 x 10796
3.3733471 x 10106

B Target functions for the shape reconstruction problem

The target functions used in the shape reconstruction test case are given by the general

Bézier curve formulation:
no—1

Fy(t) = Z Bl i (t)ok+1
k=0

Two functions Fo1(t) and Foz(t) are considered in this study:

- the function Fpq(t) is given by:

13
Fou(t) =Y Bis(t)zorsa
k=0
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where the vector of the control points Xg; is:

Xo1 = (0.1,0.5,0.1,0.1,0.1,0.1,1.5,0.1,0.1,0.1,0.1,0.1,1,0.1)”

- the function Fps(t) is given by:

17
Foa(t) =Y BYr(t)zorsa
k=0

where the vector of the control points Xgs is:

X02 = (1’ 47 _37 3) 37 _3745 _15 4) 47 _15 4) _37 3) 3) _3747 1)T
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