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Abstract. — In this paper, the performances of the quasi-Newton BFGS algo-
rithm, the NEWUOA derivative free optimizer, the Covariance Matrix Adapta-
tion Evolution Strategy (CMA-ES), the Differential Evolution (DE) algorithm
and Particle Swarm Optimizers (PSO) are compared experimentally on bench-
mark functions reflecting important challenges encountered in real-wprd o
timization problems. Dependence of the performances in the conditioning of
the problem and rotational invariance of the algorithms are in particulartinves
gated.

1 Introduction

Continuous Optimization Problems (COPs) aim at finding the global optimum
(or optima) of a real-valued function (akdbjectivefunction) defined over (a
subset of) a real vector space. COPs commonly appear in everyjdays
many scientists, engineers and researchers from various disciptoraglysics
to mechanical, electrical and chemical engineering to biology. Problemsasuch
model calibration, process control, design of parameterized parts w@iealy
modeled as COPs. Furthermore, in many cases, very little is known about the
objective function. In the worst case, it is only possible to retrieve obgecti
function values for given inputs, and in particular the user has no intiwma
about derivatives, or even about some weaker characteristics objaetive
function (e.g. monotonicity, roughness, ...). This is the case, for iostavhen
the objective function is the output of huge computer programs ensuing fro
several years of development, or when experimental processetorta@dun in
order to compute objective function values. Such problems amount to what is
calledBlack-Box OptimizatioiBBO).

Because BBO is a frequent situation, many optimization methodsés«ah
algorithmg have been proposed to tackle BBO problems, that can be grossly
classified in two classes: (i) deterministic methods include classical deevativ



based algorithms, in which the derivative is numerically computed by finite dif-
ferences, and more recent Derivative Free Optimization (DFO) algorithins
like pattern search [2] and trust region methods [3]; (ii) stochastic metiedgs

on random variables sampling to better explore the search space, argkinclu
recently introduced bio-inspired algorithms (see Section 3).

However, the practitioner facing a BBO problem has to choose among those
methods, and there exists no theoretical solid ground where he can sfzed to
form this choice, first because he does not know much about his olgjdgatic-
tion, but also because all theoretical results either make simplifying hymsthes
that are not valid for real-world problems, or give results that do ndtl aay
practical outcome.

In such context, this paper proposes an experimental perspectivie@aB
gorithms comparisons: in Section 2, some characteristics of the objective fun
tion are surveyed that are known to make the corresponding BBO prdialein
Section 3 introduces the algorithms that will be compared here. Section 4 then
introduces the test bench that illustrates the different difficulties highlighted
Section 2, as well as the experimental conditions of the comparisons. Juitsre
are presented and discussed in Section 5.

2 What makes a search problem difficult?

In this section, we discuss three problem characteristics that are dispeitd:

lenging for search algorithms:
lll-conditioning The conditioning of a problem can be defined as the range (over

a level set) of the maximum improvement of objective function value in a ball
of small radius centered on the given level set. In the case of conakajic
functions ((x) = %XTHX whereH is a symmetric definite matrix), the condi-
tioning can be exactly defined as the condition number of the Hessian matrix
H, i.e., the ratio between the largest and smallest eigenvalue. Since level sets
associated to a convex quadratic function are ellipsoids, the condition mumbe
corresponds to the squared ratio between the largest and shortdehgitis of

the ellipsoid. Problems are typically considered as ill-conditioned if the condi-
tioning is larger than 10 In practice we have seen problems with conditioning

as large as 16.
Non-separability An objective functionf (xy,...,%,) is separable if the optimal

value for any variablg can be obtained by optimiziniyX, . .., X—1,%,Xi+1, - -, %n)
for any fixed choice of the variableésg,...,X_1,X.1,...,%X,. Consequently op-
timizing ann-dimensional separable objective function reduces to optimizing
n one-dimensional functions. Functions that are additively decomposable,
that can be written af(x) = Y[, fi(x) are separable. One way to render a sep-
arable test function non-separable is to rotate first the vectahich can be



achieved by multiplying by an orthogonal matriB: if x — f(X) is separable,
the functionx — f(Bx) might be non-separable for all non-identity orthogonal
matricesB.

Non-convexitySome BBO methods implicitly assume or exploit convexity of
the objective function. Compaosing a convex functiaio the left with a monotonous
transformatiorg : R — R can result in a non-convex function, for instance the
one-dimensional convex functidi(x) = x? composed withg(.) = sign(.)|.|/*
becomes the non-convex functigr.|.

In this paper we will quantitatively assess the performance dependency o
the conditioning of objective functions, investigate separable and nuaraigle
problems as well as study the dependence of the performances in tlexitgpnv
of the problem.

3 Algorithms tested

This section introduces the different algorithms that will be compared in this
paper. They have been chosen because they are considered todbheri-

ons in their category, both in the deterministic optimization world (BFGS and
NEWUOA) and in the stochastic bio-inspired world (CMA-ES, DE and PSO).
They will also be a priori discussed here with respect to the difficultie®inf c
tinuous optimization problems highlighted in Section 2.

BFGS is a well-known quasi-Newton algorithm. It has a proven convergence to
a stationary point provided the starting point is close enough from the swlutio
and the objective function is regular. Because it is blindly used by mang-scie
tists facing optimization problems, the Matf8bversion of BEGS i nunc has
been used here, with its default parameters. The algorithm is stoppe@wvenen
the objective improvement in one iteration is less tharf200f course, in BBO
contexts, the gradients have to be computed numerically.

NEWUOA (NEW Unconstrained Optimization Algorithm) [3] is a DFO algo-
rithm using the trust region paradigm. NEWUOA computes a quadratic interpo-
lation of the objective function in the current trust region, and perforingra
cated conjugate gradient minimization of the surrogate model in the trust region
It then updates either the current best point or the radius of the tgistrdased
on the a posteriori interpolation error. The implementation by Matthieu Guibert
(http://wwmv. inrialpes.fr/bipop/peopl e/ guil bert/newioa/ newuoa. htm )
has been used.

An important parameter of NEWUOA is the number of points that are used
to compute the interpolation. As recommended [3]+21 points have been



used. Other parameters are the initial and final radii of the trust regispec-
tively governing the initial 'granularity’ and the precision of the searcfieA

some preliminary experiments, values of 100 and*®@vere chosen.
CMA-ES is an Evolution Strategy (ES) [4] algorithm: from a set of 'parents’,

‘offspring’ are created by sampling Gaussian distributions, and thedbeise
offspring (according to the objective function values) become the resents.

The Covariance Matrix Adaptation [5] uses the path that has been followed
by evolution so far to (i) adapt the step-size, a scaling parameter that tunes
the granularity of the search, by comparing the actual path length to that of a
random walk; (ii) modify the covariance matrix of the multivariate Gaussian
distribution in order to increase the likelihood of beneficial moves. A single
Gaussian distribution is maintained, centered at a linear combination of the par-
ents. CMA-ES proposes robust default parameters: the populatiors Sieeto

4+ |3log(n)] and the initial step-size to a third of the parameters range. The
version used here (Scilab 0.92) implements weighted recombination ang rank-
update [6] (version 0.99 is availabletdtt p: / / www. | ri . fr/~hansen/ cmaes_

i nmat | ab. ht ).
PSO (Particle Swarm Optimization) [7] is a bio-inspired algorithm based on the

biological paradigm of a swarm of particles that 'fly’ over the objectivedia
scape, exchanging information about the best solutions they have. Stme
precisely, each particle updates its velocity, stochastically twisting it toward the
direction of the best solutions seen by (i) itself and (ii) some parts of the whole
swarm; it then updates its position according to its velocity and computes the
new value of the objective function. A Scilab transcription of the Stand&d P
2006, the latter available RSO Centraht t p: / / www. parti cl eswar m i nf o/,

was used with its default settings.
Differential Evolution (DE) [8] borrows from Evolutionary Algorithms (EAS)

the paradigm of an evolving population. However, a specific 'mutationt-ope
ator is used that adds to an individual the difference between two ottoens f

the population. Standard uniform crossover is also used. The implementation
posted by the original authors latt p: / / www. i csi . ber kel ey. edu/ ~st orn/

code. ht nl was used here. However, the authors confess that the results highly
depend on the parameter tuning. They propose 6 possible strategiextand

sive experiments (2 288 trials) on a moderately ill-conditioned problem lead
us to consider theDE/local-to-best/1/bihstrategy, where the difference vector

is computed between a random point and the best point in the population. Also
the use of crossover seemed to have little beneficial impact on the results, so
crossover was used, thus making DE rotationally invariant. Moreovepdpe
ulation size was set to the recommended value of e weighting factor to
F=0.8.



Invariances Some a priori comparisons can be made about those algorithms,
related to the notion ofvariance Invariance is a desirable property since an
algorithm invariant under a transformation will have the same performances
on all functions belonging to the equivalence class induced by this tramsfo
tion. Two sets of invariance properties are distinguished, whether tigayde
transformations of the objective function value or transformations of theeke
space. First, all comparison-based algorithms are invariant under nmousto
transformations of the objective function, as comparisons are unaltetied if
objective functionf is replaced with somgo f for some monotonous function

g. All bio-inspired algorithms used in this paper are comparison-based, while
the BFGS and NEWUAO are not.

Regarding transformations of the search space, all algorithms are trivially
invariant under translation of the coordinate system. But let us consides s
orthogonal rotations: BFGS is coordinate-dependent due to the computétio
numerical gradients. NEWUOA is invariant under rotation when consigerin
the complete quadratic model, i.e. built wi§fin+ 1)(n-+ 2) points. This vari-
ant is however often more costly compared to the+2 one — but the latter is
not invariant under rotation. The rotational invariance of CMA-ES is bnilt-
while that of DE depends whether or not crossover is used — as vBVSE0
lies on the coordinate system. This was one reason for omitting crossaeer he
Finally, PSO is (usually) not invariant under rotations, as all computations a
done coordinate by coordinate [9, 10].

4 Test functions and experimental setup

Test functionsComparative results on 3 benchmark functions are presented:
the Ellipsoid fejji(X) = z{‘zlaﬁyﬁ, a 'deconvexified’ version of the Ellipsoid,
£2%(x) = fei(x)# and the Rosenbrock functidoserdX) = 3173 (ar (Y2 —yi 1)2+
(yi — 1)2), wherey = Bx, for a random orthogonal matrB. The functions are
tested in their original axis-parallel version (ieis the identity ang/ = x), and
in rotated versions, where= Bx. The orthogonal matriB is chosen such that
each column is uniformly distributed on the unit hypersphere surfacé&fst
for each run.

The Ellipsoid functionfey is a convex-quadratic function where the param-
etera is the condition number of the Hessian matrix that is varied between 1 and
10'%in our experiments. lf = 1 the Ellipsoid is the isotropic separable sphere

function. The functionfelu/i4 has the same contour lines (level setsf&as how-

ever it is neither quadratic nor convex. Fog 1, the functionsey; and fel||/i4 are
separable ifand only B=1.



The Rosenbrock functioffiresenis Non-separable, has its global minimum
atx=1[1,1,...,1] and, for large enough andn, has one local minimum close
tox=[-1,1,...,1], see also [11]. The contour lines of the Rosenbrock func-
tion show a bent ridge that guides to the global optimum (the Rosenbrock is
sometimes called banana function) and the parantetntrols the width of
the ridge. In the classical Rosenbrock functiargquals 100. For smaller, the
ridge becomes wider and the function becomes less difficult to solve. We var
a between one and £0

Experimental Setug-or each algorithm tested we conduct 21 independent trials
of up to 10 function evaluations. For all algorithms, initial points have been
sampled uniformly in the range-20,80". If, for BFGS, no success was en-
countered, the number of trials was extended to 1001. We quantify therperf
mance of the algorithms using the success perform&mteused in [12], an-
alyzed in [13]. TheSPL equals the average number of function evaluations for
successful runs divided by the ratio of successful runs, wheue &rsuccess-

ful if the target function value 1@ is reached before IGunction evaluations
are exceeded. TH&PL is an estimator of the expected number of function eval-
uations to reach 10 if the algorithm is restarted until a success (supposing
infinite time horizon) and assuming that the expected number of function eval-
uations for unsuccessful runs equals the expected number of evakifbio
successful runs.

5 Results

Results are shown for dimension 20. Results for 10 and 40-D (not 9hrewesl
similar trends.

Ellipsoid functions: dependencieln Figure 1 (1rst and 2nd columns) a re-
markable dependency of the performansBl) on the condition number can be
observed in most cases. The two exceptions are PSO on the sepanatitef
and DE. In the other cases the performance declines by at least adator
for very ill-conditioned problems as for CMA-ES. The overall strongpestor-
mance decline is shown by PSO on the rotated functions. NEWUOA shows in
general a comparatively strong decline, while BFGS is only infeasibleifbr h
condition numbers in the rotated case, reporting some numerical problems. Th
decline of CMA-ES is moderate.

For CMA-ES and DE the results are (virtually) independent of the giten e
lipsoidal functions, where CMA-ES is consistently between five and fortydime
faster than DE. For PSO the results are identical on Ellipsoid and Ellipépid
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Fig. 1. Ellipsoidal functions in 20D (1st and 2nd columns). ShowrS® (the expected run-
ning time or number of function evaluations to reach the target functioreyakrsus condition
number. Rosenbrock function (3rd column). ShowBH versus conditioning parameter

while the performance declines under rotation (top versus bottom) is very pr
nounced. A similar strong decline under rotation can be observed forlEAV

on the Ellipsoid function for moderate condition numbers. BFGS, on the other
hand, shows a strong rotational dependency on both functions onlgrfye
condition numbers> 10°.

Switching from Ellipsoid (left) to Ellipsoi#f* (middle) only effects BFGS
and NEWUOA. BFGS becomes roughly five to ten times slower. A similar ef-
fect can be seen for NEWUOA on the rotated function. On the separble E
lipsoid function the effect is more pronounced, because NEWUOA pego
exceptionally well on the separable Ellipsoid function.

Ellipsoid functions: comparisorOn the separable Ellipsoid function up to a
condition number of D NEWUOA clearly outperforms all other algorithms.
Also BFGS performs still better than PSO and CMA-ES while DE performs
worst. On the separable Ellipsdif function BFGS, CMA-ES and PSO perform
similar. NEWUOA is faster for low condition numbers and slower for large
ones. For condition number larger thar® IBEWUOA becomes even worse
than DE.
On the rotated functions, for condition numbers larger thah PSO is re-

markably outperformed by all other algorithms. On the rotated Ellipsoid func-



tion for moderate condition numbers BFGS and NEWUOA perform best and
outperform CMA-ES by a factor of five, somewhat more for low conditiamn
bers, and less for larger condition numbers. For large condition nuriidéss
ES becomes superior and DE is within a factor of ten of the best perfoemanc
On the rotated Ellipsofd* BFGS and CMA-ES perform similar up to con-
dition of 16°. NEWUOA performs somewhat better for lower condition num-
bers up to 16. For larger condition numbers BFGS and NEWUOA decline and
CMA-ES performs best.

Rosenbrock functiorOn the Rosenbrock function NEWUOA is the best algo-
rithm (Figure 1). NEWUOA outperforms CMA-ES roughly by a factor offiv
vanishing for very large values for the conditioning paramatefor smalla,
BFGS is in-between, and for > 10* BFGS fails. DE is again roughly ten times
slower than CMA-ES. Only PSO shows a strong dependency on the rotdition
the function and the strongest performance decline with increasing

Scaling behaviorsThe scaling of the performance with search space dimension
is similar for all functions (results not shown here for space reasGh$i-ES,
NEWUOA and PSO show the best scaling behavior. They slow down tarfa
between five and ten in 40D compared to 10D. For BFGS the factor is slightly
above ten, while for DE the factor is thirty or larger, presumably becauese th
default population size increases linearly with the dimension.

Acknowledgement®Ve would like to acknowledge Philippe Toint for his kind
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dard PSO 2006 code.
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A All Results

Ellipsoid dimension 10, 21 trials, tolerance 1e-09, eval max 1e+07

Rotated Ellipsoid dimension 10, 21 trials, tolerance 1e-09, eval max 1e+07
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Rotated Ellipsoid dimension 20, 21 trials, tolerance 1e-09, eval max 1e+07
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Fig. 2. Ellipsoid function. Shown iSPL (the expected running time or number of function eval-

Condition number

uations to reach the target function value) versus condition number.



Sqrt of sqrt of ellipsoid dimension 10, 21 trials, tolerance 1e-09, eval max 1e+07

Sart of sqrt of rotated ellipsoid dimension 10, 21 trals, tolerance 1e-09, eval max 1e+07
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Fig. 3. Ellipsoid/4 function. Shown isSPL (the expected running time or number of function
evaluations to reach the target function value) versus condition number.



Rosenbrock dimension 10, 21 trials, tolerance 1e-09, eval max 1e+07 Rotated Rosenbrock dimension 10, 21 trials, tolerance 1e-09, eval max 1e+07
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Fig. 4. Rosenbrock function. Shown BPL (the expected running time or number of function
evaluations to reach the target function value) versus conditioning péeem



