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Structures de données avec contraintes

arithmétiques: une combinaison non-disjointe

Résumé :
Nous appliquons une extension de la méthode de combinaison de Nelson-

Oppen pour développer une procédure de décision pour un mélange non-disjoint
de théories modélisant des structures de données avec un opérateur de comp-
tage et des fragments arithmétiques. Nous présentons des structures de données
et des fragments arithmétiques pour lesquelles la méthode de combinaison est
complète et effective. Pour être effective, la procédure de combinaison utilise des
procédures spécifiques permettant de calculer une représentation de l’ensemble
des conséquences logiques exprimées sur la signature partagée d’une formule
satisfiable. Nous montrons comment construire de telles procédures en utilisant
un calcul de superposition basé sur des techniques de réécriture pour les struc-
tures de données et des méthodes de résolution classiques pour l’arithmétique
comme l’élimination de Gauss, l’élimination de Fourier-Motzkin et le calcul de
bases de Groebner.

Mots-clés : procédure de satisfiabilité, combinaison, raisonnement équationnel,
mélange de théories non-disjointes, arithmétique
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1 Introduction

Many verification problems can be reduced to checking the satisfiability of for-
mulae modulo a combination of theories including arithmetic operators, the the-
ory of equality, and sophisticated data structures such as lists, arrays, trees, etc.
Even uninterpreted function symbols (in other words, the theory of equality) can
be used as a possible abstraction to store elements. The classical Nelson-Oppen
combination method [14] allows us to combine this very basic data structure with
fragments of arithmetic, and the arithmetic with uninterpreted function symbols
represents a popular case study due to its practical interest for verification. But
the Nelson-Oppen method can be used also to combine the arithmetic with more
sophisticated data structures. For instance, the theory of lists and the theory of
arrays were already discussed in the seminal paper by Nelson-Oppen [14]. More
recently, the development of combination methods and decision procedures has
received a lot of interest for its application to solvers for the problem of Satis-
fiability Modulo Theories (SMT). To improve the applicability of SMT solvers,
it is important to develop general uniform methods to combine and to build
decision procedures. Hence, equational theorem proving has been successfully
applied to build decision procedures for various data structures including lists
and arrays [2, 1, 4, 13, 6]. More precisely, a superposition calculus [18] based
on rewriting techniques can be used for this purpose. Then, the Nelson-Oppen
method can be applied to combine the theory of a data structure with a theory
of arithmetic [10]. However, the genuine Nelson-Oppen has a severe limitation
since it applies only to signature-disjoint theories. Recently, a non-disjoint ex-
tension of the Nelson-Oppen framework has been designed in [8, 9, 15]. In this
paper, we show how to use this non-disjoint combination method to build a
decision procedure for the union of (1) a (convex) theory modeling some data
structure and whose successor function that expresses some counting capabili-
ties, and (2) the linear or non-linear arithmetic over the rationals augmented by
the successor function. Both theories share the successor function s and have a
common subtheory, called the theory of Increment, axiomatizing the acyclicity
and the injectivity of s. This paper is the continuation of a previous work, where
we studied the combination of superposition-based decision procedures for the
union of two data structures sharing the theory of Integer Offsets [17]. Unfortu-
nately, it was not possible in [17] to integrate standard procedures for reasoning
about arithmetic. Here, we focus on the union of theories modeling data struc-
tures and fragments of arithmetic sharing the theory of Increment. This union
allows us to handle more expressive arithmetic constraints and to obtain a com-
bined decision procedure in which the procedures for the individual theories can
be constructed by using an appropriate superposition calculus for data struc-
tures but also by classical solving techniques for reasoning about arithmetic
(Gauss/Fourier-Motzkin elimination, Groebner bases computation). Our aim is
to consider arithmetic constraints over non-necessarily positive numbers, and so
the theory of Integer Offsets is not the right axiomatisation. Formally, the the-
ory of Increment is the theory of Integer Offsets minus the axiom ∀x 0 6= s(x),
that is true in N but not in Z nor in Q. In this paper, we adapt to the the-
ory of Increment the superposition calculus developed for the Integer Offsets in
[17]. For the theories we are interested in, we check that all the assumptions
for applying the non-disjoint combination method are satisfied. To be effective,
the combination method makes use of procedures able to compute the logical
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4 E. Nicolini, C. Ringeissen & M. Rusinowitch

consequences over the shared signature that are exchanged in the main loop of
the method. A major contribution of this paper is to build these procedures by
using classical solving techniques for arithmetic constraints.

The paper is organized as follows. Section 2 introduces the basic definitions
and notations. In Section 3, we present several data structures for which a
superposition calculus modulo the theory of Increment can be turned into a
decision procedure. In Sections 4 and 5, we present two fragments of arithmetic
and the related decision procedures. Section 6 shows how to instantiate the
non-disjoint combination method for our need, when the theory of Increment
is used as the shared theory. This combination method makes use of proce-
dures for computing all the shared logical consequences to be exchanged. We
explain how to compute the required consequences by using the proposed su-
perposition calculus. For the two considered fragments of arithmetic, we show
how to compute the needed consequences by using respectively Gauss/Fourier-
Motzkin elimination and Groebner bases computation. Eventually, in Section
7, we conclude with some final remarks. Omitted proofs can be found in the
appendix.

2 Preliminaries

We consider a many-sorted language. A signature Σ is a set of sorts, functions
and predicate symbols (each endowed with the corresponding arity and sort).
We assume that, for each sort s, the equality “=s” is a logical constant that
does not occur in Σ and that is always interpreted as the identity relation over
(the interpretation of) s; moreover, as a notational convention, we will often
omit the subscript and the symbol ⊲⊳ will denote either = or 6=. The signature
obtained from Σ by adding a set a of new constants (i.e., 0-ary function symbols,
each of them again equipped with its sort) is denoted by Σa and named a simple
expansion of Σ. Σ-atoms, Σ-literals, Σ-clauses, and Σ-formulae are defined in
the usual way. A set of Σ-literals is called a Σ-constraint. Terms, literals, clauses
and formulae are called ground whenever no variable appears in them; sentences
are formulae in which free variables do not occur. Given a function symbol f ,
a f -rooted term is a term whose top-symbol is f .

From the semantic side, we have the standard notion of a Σ-structure M: it
consists of non-empty pairwise disjoint domains Ms for every sort s and a sort-
and arity-matching interpretation I of the function and predicate symbols from
Σ. The truth of a Σ-formula in M is defined in any of the standard ways. If
Σ0 ⊆ Σ is a subsignature of Σ and if M is a Σ-structure, the Σ0-reduct of M
is the Σ0-structure M|Σ0

obtained from M by forgetting the interpretation of
the symbols from Σ \ Σ0.

A collection of Σ-sentences is a Σ-theory, and a Σ-theory T admits quantifier
elimination iff for every formula ϕ(x) there is a quantifier-free formula (over the
same free variables x) ϕ′(x) such that T |= ϕ(x) ↔ ϕ′(x). A Σ-theory T is
convex if for any set of Σ-literals and any Σ-atoms α1, . . . , αn, we have that
T |= Γ → (α1 ∨ · · · ∨ αn) implies T |= Γ → αi for some i. In the following, all
considered theories are convex.

In this paper, we are concerned with the (constraint) satisfiability problem
for a theory T , also called the T -satisfiability problem, which is the problem of
deciding whether a Σ-constraint is satisfiable in a model of T (and, if so, we say
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that the constraint is T -satisfiable). Notice that a constraint may contain vari-
ables: since these variables may be equivalently replaced by free constants, we
can reformulate the constraint satisfiability problem as the problem of deciding
whether a finite conjunction of ground literals in a simply expanded signature
Σa is true in a Σa -structure whose Σ-reduct is a model of T . Given an idem-
potent substitution σ = {xi 7→ ti}i∈I , σ̂ denotes the constraint

∧
i∈I xi = ti.

Note that this constraint in solved form is satisfiable in any model. The special
symbol ⊥ denotes a literal which is unsatisfiable in any model.

3 Theories

All the examples of data structures we are interested in involve also a successor
function (denoted by s) that satisfies the axioms formalizing the properties of
injectivity and acyclicity.

Theory of Increment.

TS denotes the theory of Increment defining the behaviour of the successor
function s and the constant 0. TS has the mono-sorted signature ΣS :=
{0 : num, s : num → num}, and it is axiomatized as follows:

∀x, y s(x) = s(y) → x = y
∀x x 6= s

n(x) for all n in N+

We consider below some theories T corresponding to standard data struc-
tures and we focus on the constraint satisfiability problem for T ∪ TS .

Lists.

TLS is a theory of lists endowed with length. The many-sorted signature of

TLS is ΣS plus the set of function symbols {nil : lists, car : lists →
elem, cdr : lists → lists, cons : elem × lists → lists, ℓ : lists →
num} and the predicate symbol atom : lists. The axioms1 of TLS are:

car(cons(x, y)) = x ¬atom(x) → cons(car(x), cdr(x)) = x
cdr(cons(x, y)) = y ¬atom(cons(x, y))
ℓ(nil) = 0 atom(nil)
ℓ(cons(x, y)) = s(ℓ(y))

The theory T ′
LS corresponds to a slight variant of TLS where the sort elem

coincides with the sort num. It is important to notice that, by applying
some standard reasoning (see, e.g., [17]), we can substitute TLS (resp.
T ′

LS) with its subset of purely equational axioms, say TELS (resp. T ′
ELS),

and enrich the set of ground literals G we want to test for satisfiability
modulo TLS (resp. T ′

LS), to a set of literals H in such a way that TLS∪G is
equisatisfiable to TELS ∪H (resp. T ′

LS ∪G is equisatisfiable to T ′
ELS ∪H).

In this way we can still consider TLS and T ′
LS as equational theories.

1All the axioms should be considered as universally quantified.
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6 E. Nicolini, C. Ringeissen & M. Rusinowitch

Records.

TRS denotes a theory of records with increment defined as follows. We con-
sider records in which all the attribute identifiers are associated to the
sort num or to sorts elemi, and suppose we want to be able to incre-
ment by a unity every value of sort num stored into the record. To
formalize this situation, the signature of TRS is ΣS plus the function
symbols defined as follows. Let Id = {id1, id2, . . . , idn} be a set of at-
tribute identifiers idi associated to num or elemi. Let NI be the set of
elements i ∈ {1, . . . , n} such that idi is associated to num, and let NI be
{1, . . . , n}\NI. Let us name rec the sort of records; for every attribute
identifier id1, id2, . . . , idn we have a couple of functions rselecti : rec →
num and rstorei : rec × num → rec for i ∈ NI; rselecti : rec → elemi

and rstorei : rec × elemi → rec for i ∈ NI. Moreover, there is also an
increment function incr : rec → rec that increments the elements of sort
num. The axioms of TRS are:

for every i, j such that 1 ≤ i, j ≤ n, i 6= j

rselecti(rstorei(x, y)) = y

rselectj(rstorei(x, y)) = rselectj(x)

∧n
i=1(rselecti(x) = rselectj(y)) → x = y (extensionality)

for any i ∈ NI, rselecti(incr(x)) = s(rselecti(x)) and for any i ∈ NI,
rselecti(incr(x)) = rselecti(x).

The theory T ′
RS denotes the particular case where all elements of records

are of sort num, i.e. NI = ∅. Moreover, following the same argument used
in [1], it is possible to check the satisfiability forgetting the extensionality
axioms, thus again the theory of records can be still considered as an
equational one.

Trees.

TBS corresponds to a theory of binary trees endowed with size functions.
The many-sorted signature of TBS is ΣS plus the set of function symbols
{bin : elem × trees × trees → trees, null : trees, sizeL : trees →
num, sizeR : trees → num}. The axioms of TBS are:

sizeL(null) = 0 sizeR(null) = 0
sizeL(bin(e, t1, t2)) = s(sizeL(t1)) sizeR(bin(e, t1, t2)) = s(sizeR(t2))

The function sizeL (resp. sizeR) computes the length of the left (resp.
right) branch of the input binary tree.

The theory T ′
BS denotes the particular case where elem and num coincide.

3.1 Decision Procedure using a Superposition Calculus

Consider the theory of Increment TS defined in Section 3. We want to develop
a calculus able to take into account the axioms of TS in a framework based
on superposition. To this aim, we adapt the calculus presented in [17]. Let us

INRIA
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consider a presentation of the superposition calculus specialized for reasoning
over sets of literals, whose rules are described in Figures 1 and 2, augmented
with the three more rules over ground terms presented in Figure 3.

Superposition
l[u′] = r u = t

(l[t] = r)σ
(i), (ii)

Paramodulation
l[u′] 6= r u = t

(l[t] 6= r)σ
(i), (ii)

Reflection
u′ 6= u
⊥

where σ is the most general unifier of u and u′, u′ is not a variable in Su-

perposition and Paramodulation, and the following hold: (i) uσ 6� tσ, (ii)
l[u′]σ 6� rσ.

Figure 1: Expansion Inference Rules.

We call the so introduced calculus SPS and, from now on, we assume that
the ordering we consider when performing any application of SPS is TS-good.

Definition 1 We say that an ordering ≻ over terms on a signature containing
ΣS is TS-good whenever it satisfies the following requirements:

(i) ≻ is a simplification ordering that is total on ground terms;

(ii) whenever two terms t1 and t2 are not s-rooted it happens that s
n1(t1) ≻

s
n2(t2) iff either t1 ≻ t2 or (t1 ≡ t2 and n1 is bigger than n2).

It is easy to build a TS-good ordering: for example, it is enough to consider
a lexicographic path ordering (LPO) with a precedence > over the symbols in
the signature such that f > s for all the symbols f in the signature different
from s.

Theorem 1 Let T be a Σ-theory presented as a finite set of unit clauses such
that Σ ⊇ ΣS, and assume there is an ordering over terms that is TS-good.
SPS induces a decision procedure for the constraint satisfiability problem w.r.t.
T ∪ TS if, for any set G of ground literals:

❼ the saturation of Ax(T ) ∪ G w.r.t. SPS is finite,

❼ the saturation of Ax(T ) ∪ G w.r.t. SPS does not contain non-ground
equations whose maximal term is s-rooted, or equations whose maximal
term is a variable of sort num.

Corollary 1 For any theory T ∈ {TLS , T ′
LS , TRS , T ′

RS , TBS , T ′
BS}, SPS in-

duces a decision procedure for the constraint satisfiability problem w.r.t. T ∪TS.

4 Theory of Linear Rational Arithmetic

A very natural extension of the theory of Increment is the linear arithmetic
over the rationals. In more detail, let us fix the signature over the sort num

RR n➦ 6963
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Subsumption
S ∪ {L,L′}

S ∪ {L}
if Lϑ ≡ L′ for some substitution
ϑ

Simplification
S ∪ {L[l′], l = r}
S ∪ {L[rϑ], l = r}

if l′ ≡ lϑ, rϑ ≺ lϑ, and
(lϑ = rϑ) ≺ L[lϑ]

Deletion
S ∪ {t = t}

S

where L and L
′
are literals and S is a set of literals.

Figure 2: Contraction Inference Rules.

R1
S ∪ {s(u) = s(v)}

S ∪ {u = v}
if u and v are ground terms

R2
S ∪ {s(u) = t, s(v) = t}
S ∪ {s(v) = t, u = v}

if u, v and t are ground terms
and s(u) ≻ t, s(v) ≻ t and u ≻
v

C1
S ∪ {sn(t) = t}

S ∪ {sn(t) = t} ∪ {⊥}
if t is a ground term and n ∈ N+

where S is a set of literals.

Figure 3: Ground reduction Inference Rules.

ΣQ := {0, 1,+,−, {fq}q∈Q, s, <}, where 0, 1 are constants, −, fq, s are unary
function symbols, + is a binary one and < is a binary predicate symbol. Let TQ

be the set of all the ΣQ-sentences that are true in Q considered as an ordered
Q-vector space, under the obvious convention that 0, 1,−,+, < are interpreted
in their intended meaning, s is the function that to each rational q associates
the rational q + 1, and the fq’s represent the external product of the Q-vector
spaces.

We can observe that in all the models of TQ the function for the successor
function symbol s has an explicit definition using only the symbol 1 and +, since
TQ |= ∀x, y (y = s(x) ↔ y = x + 1). This observation can be useful in order to
rewrite all the formulae over ΣQ discarding the symbol s.

4.1 Decision Procedure

To build a TQ-satisfiability procedure, a possible solution is to transform equal-
ities and disequalities into inequalities and then to apply the Fourier-Motzkin
elimination procedure for checking the satisfiability of the resulting set inequal-
ities. But for efficiency reasons, it is more convenient to keep the initial form
of literals. Moreover, we are interested in a decision procedure enhanced with
the capability of computing some particular entailed equalities. To this aim, we
use the notions of solver and canonizer introduced by Shostak [19]. A solver
(solve) for TQ computes a solved form (an idempotent substitution) of a set of
equalities given by the Gauss elimination procedure, and a canonizer (canon)
for TQ is the classical normalization of arithmetic expressions (assuming an or-
dering over free constants). Any set of literals denoted by Γ is partitioned into
a set of equalities Γ=, a set of disequalities Γ 6= and a set of inequalities Γ≤.

INRIA
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Since TQ is convex, it is possible to take into account disequalities in an easy
way. To handle inequalities, we use Fourier-Motzkin elimination to derive (1)
unsatisfiable inequalities q ≤ 0 where q is a strictly positive rational and (2)
implicit equalities.

Equalities and Disequalities. The convexity of TQ justifies the following
lemma.

Lemma 1 Let Γ= be a TQ-satisfiable set of equalities, and let Γ 6= be a set of
disequalities. Γ= ∧ Γ 6= is TQ-unsatisfiable iff there is some s 6= t ∈ Γ6= such that
canon(sγ) = canon(tγ), where γ = solve(Γ=).

Inequalities. It is well-known that Fourier-Motzkin elimination provides a
TQ-satisfiability procedure for inequalities. Moreover, it can be slightly adapted
to derive “implicit” equalities. Given a set of inequalities Γ≤, an inequality
s ≤ t in Γ≤ is an implicit equality if TQ |= Γ≤ → s = t. These implicit
equalities can be derived by Fourier-Motzkin elimination and are propagated
to the Gauss elimination procedure. The use of Fourier-Motzkin is justified by
results expressed in [11, 12] for the case of the reals. These results hold also
when the rationals are considered:

❼ An inequality in Γ≤ is an implicit equality iff it appears in a derivation
computed by Fourier-Motzkin leading to the inequality 0 ≤ 0.

❼ If an equality is entailed by Γ≤, then it is entailed by the implicit equalities
of Γ≤.

A TQ-satisfiability procedure can be obtained by using an architecture with
the following components:

GE (Gauss) The solver is applied to compute a solved form for the set of
equalities. Solved variables are substituted in disequalities and inequali-
ties.

DH (Disequalities Handler) The canonizer is used to check whether a dis-
equality s 6= t is canonized into a trivially unsatisfiable disequality u 6= u.

FME (Fourier-Motzkin) Provided that Gauss does not apply, Fourier-Motz-
kin is used to derived unsatisfiable (ground) inequalities or implicit equali-
ties. Fourier-Motzkin eliminates successively the variables occurring in the
inequalities. Eventually, if it derives an inequality q ≤ 0 such that q is a
strictly positive rational, then the unsatisfiability is reported. If it derives
an inequality 0 ≤ 0, then the implicit equalities used in the derivation of
0 ≤ 0 are sent to GE.

This procedure is terminating because neither GE nor FME introduces
new variables and GE strictly decreases the number of unsolved variables. By
analysing more precisely this procedure, one can remark that it is sufficient to
apply FME only once. When we assume that GE (resp. FME) is applied on
the whole set of equalities (resp. inequalities), sending to GE the implicit equal-
ities found by FME does not help to find further implicit equalities by applying
FME again, but it computes a solved form used to check the satisfiability of
disequalities.

RR n➦ 6963
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It is easy to show the correctness and completeness of this procedure. In-
deed, if false is derived then the input is unsatisfiable (since all inferences are
obviously correct). Otherwise, it produces eventually a conjunction of the form
σ̂ ∧ Φ 6= ∧ Φ≤ such that (1) σ̂ is a solved form such that every variable in the
domain of the substitution σ occurs only once in σ̂ ∧ Φ 6= ∧ Φ≤, (2) Φ6= is a set
of disequalities such that for any s 6= t ∈ Φ 6=, canon(s) 6= canon(t), and (3) Φ≤

is a TQ-satisfiable set of inequalities containing no implicit equalities. Thanks
to (3), Φ6= ∧ Φ≤ is TQ-satisfiable too, and then by (1), we can conclude that
σ̂ ∧ Φ 6= ∧ Φ≤ is TQ-satisfiable.

5 Theory of Q-Algebras

We can consider now another extension of the theory of Increment, namely we
can see TS as subtheory of the theory of (non-degenerate) Q-algebras. More
in detail, we fix as a signature ΣQ-alg the set consisting in the constants 0, 1,
the two binary function symbols +,×, the unary function symbols − and the
Q-indexed family of unary function symbols fq. As a notational convention, of
course we use the infix notation for + and write qv, v1v2 for fq(v), ×(v1, v2),
respectively. The theory of Q-algebras, denoted by TQ-alg, is described using
the axioms of abelian groups for + (stating the associativity, the commutativity
of +, the existence of the inverse −v for each v and the fact that 0 is the unity
of +), the axioms of abelian monoids for × (asserting the associativity and the
commutativity of ×, and that 1 is the unity of ×), the fact that 0 is different
from 1 and the other six axioms relating the behaviour of + and ×

for every q, q1 and q2 in Q

∀x, y, z (x + y)z = xz + yz (1)

∀x, y q(x + y) = qx + qy (2)

∀x (q1 ⊕ q2)x = q1x + q2x (3)

∀x (q1 · q2)x = q1(q2x) (4)

∀x 1Qx = x (5)

∀x, y q(xy) = x(qy) (6)

where ⊕ and · are respectively the sum and multiplication operation in Q,
and 1Q is the multiplicative unit of Q.

Again, the symbol s admits in TQ-alg the explicit definition as in the previous
example: we have TQ-alg |= ∀x, y (y = s(x) ↔ y = x + 1). Injectivity of s is
guaranteed by the group structure (i.e., it holds TQ-alg |= ∀x, y (x+1 = y +1 ↔
x = y)), and the acyclicity of s is guaranteed by the fact that 1 6= 0 and by the
axiom (4).

5.1 Decision Procedure

Given a set a of n fresh constants, the ground atoms over Σ
a

Q-alg are polynomi-
als in at most n indeterminates whose normalized representation is of the kind
p(a) = 0. Given the convexity of TQ-alg, The constraint satisfiability problem
in TQ-alg is just the problem of deciding whether an equation p(a) = 0 is a

INRIA
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logical consequence of a finite number of equations {p1(a) = 0, . . . , pm(a) = 0}.
Since the polynomial ring Q[a1, . . . , an] is the free Q-algebra over n generators,
this problem is equivalent to the membership of the polynomial p to the ideal
〈p1, . . . , pm〉 generated by the polynomials p1, . . . , pm. The Buchberger algo-
rithm solves the problem by computing the Groebner basis associated to the
ideal 〈p1, . . . , pm〉 [5].

6 Non-Disjoint Combination of Theories

It would be interesting for us to take into account constraints that involve
symbols used to describe the data structures and symbols for the arithmetic.
Usually, these constraints are handled relying on a framework that allows to
combine the already available decision procedures for the theories of the data
structures and the arithmetic, provided that the theories are formalized on
signatures that share only the equality predicate symbol.

In the examples we have considered in Section 3, if we imagine to deal
with constraints involving also arithmetical symbols, the requirement for the
signatures to be disjoint cannot be satisfied, since every theory in the above
examples presents some axioms involving the successor function symbol s. Note
that, even if for the arithmetic the symbol s may not be used, in order to have
a meaningful answer for the satisfiability of constraints, it is necessary to recall
the axiom that links s and +, i.e. the axioms that defines s by the formula
∀x, y (y = s(x) ↔ y = x + 1).

At this point, we have at our disposal satisfiability procedures for TQ, TQ-alg

and for the theories of some data structures. Since all these theories share the
theory TS over the signature ΣS = {0, s}, we look if the general framework
for the combination of non-disjoint theories developed in [9] could be applied.
This framework extends the well-known Nelson-Oppen methodology, and can
guarantee, under the conditions described in the following, the transfer of the
decidability of the satisfiability problem.

Theorem 2 [9] Consider two theories T1, T2 in signatures Σ1,Σ2 and suppose
that:

1. both T1, T2 have decidable constraint satisfiability problem;

2. there is some theory T0 in the signature Σ1 ∩ Σ2 such that:

❼ T0 is universal;

❼ T1, T2 are both T0-compatible;

❼ T0 is Noetherian;

❼ T1, T2 are both effectively Noetherian extensions of T0.

Then the (Σ1 ∪ Σ2)-theory T1 ∪ T2 also has decidable constraint satisfiability
problem.

We will not enter into the detail of the conditions required by the theorem;
we will simply specialize them when the theory of Increment TS plays the role
of the shared theory between a theory modelling a data structure as in Section
3 and the arithmetic over the rationals (in both the cases TQ and TQ-alg).
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TS is a universal theory; moreover, if we add to TS the axiom ∀x∃y x = s(y),
we obtain a theory T ⋆

S that admits quantifier elimination (it is easy, e.g., to adapt
the procedure in [7]) and such that every constraint that is satisfiable in a model
of TS is satisfiable also in a model of T ⋆

S . To justify the last claim, it is sufficient
to observe that each model of TS can be extended to a model of T ⋆

S simply by
adding recursively to each element a “predecessor”. Now, for any theory T ⊇ TS

over a signature Σ ⊇ ΣS the TS-compatibility requirement simply reduces to
the following definition.

Definition 2 (TS-compatibility) Let T be a theory in the signature Σ ⊇ ΣS.
We say that T is TS-compatible iff TS ⊆ T and every Σ-constraint which is
satisfiable in a model of T is satisfiable also in a model of T ⋆

S ∪ T .

In our case, Definition 2 requires that the satisfiability problem has the same
answer in the models of T and in the models of T ∪ {∀x∃y x = s(y)}.

It is immediate now to verify that TQ is a TS-compatible theory, since all the
models of TQ are already models of T ⋆

S : indeed, for each element r in a model
of TQ, the (unique) element t such that r is equal to the (interpretation of the)
successor of t is simply (the interpretation of) r−1. The same kind of argument
can be applied also to show the TS-compatibility of TQ-alg, since, in each model
of TQ-alg, for each element t the (unique) element v such that t is equal to the
(interpretation of the) successor of v is again (the interpretation of) t − 1. As
far as the other theories presented in Section 3 for the lists, the records and
the trees are concerned, it is easy to see that the TS-compatibility requirement
holds again, because the eventual adjunction of predecessors to the elements in
the sort num does not affect the satisfiability of constraints; more details can
be found in [17].

Let us analyze the third requirement of Theorem 2. Roughly speaking, the
property of being Noetherian for TS means that, fixed a finite number of fresh
constants, there exists only a finite number of ΣS-atoms over those constants
that are not redundant when reasoning modulo TS .

Definition 3 (Noetherian Theory) TS is Noetherian if and only if for every
finite set of free constants a, every infinite ascending chain Θ1 ⊆ Θ2 ⊆ · · · ⊆
Θn ⊆ · · · of sets of ground Σ

a

S-atoms is eventually constant modulo TS, i.e.
there is an n such that TS ∪ Θn |= α, for every natural number m and atom
α ∈ Θm.

Since it is possible to prove (see, e.g. [20]) that all the theories whose signature
contains only constants and one unary function symbol are Noetherian, it follows
that the theory of Increment TS enjoys this property.

Exactly as it happens for the original Nelson-Oppen procedure, the result
of Theorem 2 strongly relies on the capability of deducing logical consequences
over the shared signature. To this aim, let us consider a convex theory T ⊇ TS

with signatures Σ ⊇ ΣS , and suppose we want to discover, given an arbitrary
set of ground literals Γ over Σ, a “complete set” of logical positive consequences
of Γ over ΣS , formalized by the notion of TS-basis.

Definition 4 (TS-basis) Given a convex Σ-theory T ⊇ TS and a finite set Γ of
ground literals (built out of symbols from Σ and possibly further free constants)
and a finite set of free constants a, a TS-basis modulo T for Γ w.r.t. a is a set
∆ of ground Σ

a

S-atoms such that
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(i) T ∪ Γ |= α, for all α ∈ ∆ and

(ii) if T ∪ Γ |= α then TS ∪ ∆ |= α, for every ground Σ
a

S-atom α.

The Noetherianity of TS guarantees that, for every set of Σ-literals Γ and for
every set a of constants, a finite TS-basis ∆ for Γ w.r.t. a always exists. Note
that if Γ is T -unsatisfiable then w.l.o.g. ∆ = {⊥}. Unfortunately, a basis does
not need to be computable; this motivates the following definition corresponding
to the last hypothesis of Theorem 2.

Definition 5 A convex theory T is an effectively Noetherian extension of TS if
and only if TS is Noetherian and a TS-basis modulo T is computable for every
set of literals and every finite set a of free constants.

Now we are ready to give a more detailed picture of the procedure that is the
core of Theorem 2, and that extends the Nelson-Oppen combination method to
theories over non disjoint signatures. In the algorithm below, Γi denotes a set
of ground literals built out of symbols of Σi (for i = 1, 2), a set of shared free
constants a and possibly further free constants.

Algorithm 1 Extending Nelson-Oppen

1. If TS-basisTi
(Γi) = ∆i and ⊥ /∈ ∆i for each i ∈ {1, 2}, then

1.1. For each D ∈ ∆i such that Tj ∪ Γj 6|= D, (i 6= j), add D to Γj

1.2. If Γ1 or Γ2 has been changed in 1.1, then rerun 1.
Else return “unsatisfiable”

2. Return “satisfiable”.

The requirement of being effectively Noetherian extension of TS for TQ,
TQ-alg and the theories of the data structures in Section 3 is the last condition
that remains to be guaranteed. In the following we show how the decision
procedures that we have already presented can be used to this aim.

6.1 Computing TS-bases for Data Structures

In this section we show that the superposition calculus SPS allows us to build
TS-bases modulo theories that are axiomatized by unit clauses.

Assume that G(a, b) is a set of ground literals over an expansion of Σ with
the finite sets of fresh constants a, b. The theory T ∪ TS is convex because it
is a Horn theory. At this point, Proposition 1 shows how SPS can be used in
order to derive TS-bases.

Proposition 1 Let Sω be a finite saturation of T ∪ G(a, b) w.r.t SPS using
a TS-good order over the terms in the signature Σ ∪ {a, b} such that (i) every
term over the subsignature Σ

a

S is smaller than any term that contains a symbol
in (Σ\ΣS)∪{b}, (ii) not containing ⊥, and such that (iii) s-rooted terms can be
maximal just in ground equations in Sω and (iv) variables of sort num are never
the maximal term in the equations. The set ∆(a) of all the ground equations
over Σ

a

S in Sω is a TS-basis for T .

Corollary 2 SPS is able to compute TS-bases for the theories T ∪ TS, where
T varies in {TLS , T ′

LS , TRS , T ′
RS , TBS , T ′

BS} as presented in Section 3.
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6.2 Computing TS-bases for Fragments of Arithmetic

In this section we will show how to derive TS-bases when we consider the theory
TQ and the theory TQ-alg. First of all, we recall that both TQ and TQ-alg are
convex theories and we will see that, in both the cases, given a set of atoms,
the respective decision procedures are able to derive a ‘representative set’ of the
linear equalities, i.e. equalities in the shape q1x1 + · · ·+ qnxn = 0, qi ∈ Q, that
are implied.

Our aim is, at that point, to describe a procedure that, given a generic
constraint over ΣQ (resp. ΣQ-alg), say Γ, is able to derive a set of ground atoms
over an expansion Σ

a

S , say ∆, such that TQ ∪Γ |= ∆ (resp. TQ-alg ∪Γ |= ∆), and
such that, for every Σ

a

S-atom e it holds that TQ ∪ Γ |= e iff TS ∪ ∆ |= e (resp.
TQ-alg ∪ Γ |= e iff TS ∪ ∆ |= e).

We start by recalling that all the literals in Γ that are not atoms, i.e. that
are the negation of some atoms, are irrelevant in order to compute the set ∆.

Lemma 2 Let T be a convex theory, let P be a set of atoms, let N be a set of
negative literals, i.e. a set consisting only of negations of atoms, and let α be
an atom. If P ∧ N is T -satisfiable, it holds T |= (P ∧ N) → α iff T |= P → α.

Let us now introduce T=
Q , the theory of the (non-degenerate) Q-vector spaces.

This theory is a subtheory of both TQ and TQ-alg, it is built on the signature
ΣQ= := {0, 1,+,−, {fq}q∈Q, s}, and it is ruled by the axioms of abelian groups
over the +, the requirement that 1 6= 0 and the axioms (3) – (6) in Section 5.
Again, we require the relationship ∀x, y (y = s(x) ↔ y = x + 1) to hold in all
the structure that are models of T=

Q .

Lemma 3 Let a, b be two sets of free constants such that a ⊆ b. Given a

T=
Q -satisfiable set of linear equalities P over the signature Σ

b

Q= , it is possible to
derive a TS-basis modulo T=

Q for P w.r.t. a.

Proof. Any Σ
a

S-equation is of the form s
n1(a1) = s

n2(a2) for some n1, n2 in N

and for some a1, a2 in a ∪ {0}. Due to the injectivity axiom for the s function
symbol, any equation can be equivalently rewritten in the form a1 = s

n2−n1(a2)
whenever n2 ≥ n1, or in the form s

n1−n2(a1) = a2 whenever n1 ≥ n2. Thus, for
any couple of constants a1, a2 in a, it is sufficient to detect if T=

Q ∪P |= a1 = a2+n
for some n ∈ N, or if T=

Q ∪ P |= a2 = a1 + n (for some n ∈ N, again). While
running the Gauss elimination procedure on P and computing σ = solve(P ),
we obtain:

T=
Q ∪ P |= a1 = a2 + n iff canon(a1σ − a2σ) = n

Let ∆ be the set of Σ
a

S-equations obtained by collecting all the equations of the
form a1 = s

n(a2) for which canon(a1σ − a2σ) = n. The properties (i) and (ii)
of Definition 4 for TS-bases are straightforward.

Example 1 Consider P = {a1 − 1 = a3 + 1, 2b2 + a3 = b2 + 2b1 + b2, a2 − 1 =
2a3−2b1}. A solved form for P is given by σ = {a1 7→ 2b1+2, a2 7→ 2b1+1, a3 7→
2b1}. By using the method given in the proof of Lemma 3, we can derive that
a1 = s

2(a3), a2 = s(a3) and these equalities define a TS-basis modulo T=
Q for P

w.r.t. {a1, a2, a3}.
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6.2.1 The TQ case.

While running over a constraint Γ the procedure presented in Section 4.1, we
have already pointed out that, if Γ is satisfiable, the procedure halts returning
a conjunction of the form σ̂ ∧ Φ 6= ∧ Φ≤, where σ̂ is a set of linear equalities
that, thanks to the results in [11, 12] and Lemma 2, satisfies the following two
properties:

1. TQ ∪ Γ |= σ̂;

2. if e is a linear equality such that TQ ∪ Γ |= e, then T=
Q ∪ σ̂ |= e.

6.2.2 The TQ-alg case.

In Section 5.1, we have recalled that the satisfiability problem modulo TQ-alg

can be solved by running the Buchberger algorithm for computing the Groeb-
ner basis associated to a set Γ of polynomials. Actually, the Groebner basis
computation can be considered as a way to obtain a confluent and terminating
rewriting system for deciding the universal fragment of the theory of Q-algebras.
In [15], it is shown how a little tuning on the ordering of the rules in the term
rewriting system is able to produce in the final Groebner basis associated to Γ
a set, say P , of linear polynomials such that:

1. TQ-alg ∪ Γ |= P ;

2. if e is a linear polynomial such that TQ-alg ∪ Γ |= e, then T=
Q ∪ P |= e.

Proposition 2 Let a, b be two sets of free constants such that a ⊆ b. Given a

constraint Γ over the signature Σ
b

Q (resp. Σ
b

Q-alg, (ΣQ ∪ ΣQ-alg)
b), it is possible

to compute a TS-basis modulo TQ (resp. TQ-alg, TQ ∪ TQ-alg) for Γ w.r.t. a.

Proof.

TQ Let us run the decision procedure for testing the satisfiability of Γ w.r.t.

TQ. If it reports unsatisfiability, then the TS-basis is simply ⊥. Otherwise
collect all the implicit equalities (say σ̂) as described in Section 4.1, and
apply on σ̂ the procedure described in Lemma 3. Thanks to the properties
1. and 2. recalled in the paragraph above about the TQ case, the set ∆
is a TS-basis. Indeed, since TQ ∪ Γ |= σ̂ and T=

Q ∪ σ̂ |= ∆, it follows (i)
TQ ∪ Γ |= ∆ (recall that T=

Q ⊂ TQ); moreover it holds the following chain
of implications: for any e s.t. TQ ∪ Γ |= e, then the set of equalities σ̂
derived using Fourier-Motzkin and Gauss elimination procedures is such
that T=

Q ∪ σ̂ |= e, and thus, by Lemma 3, also (ii) TS ∪ ∆ |= e.

TQ-alg The case to compute a TS-basis for Γ is analogous, taking into account

the fact that the set P of representative linear polynomials is given by
running the Buchberger algorithm as described in [15], and again the
properties 1. and 2. in the paragraph above about the TQ-alg case.

TQ ∪ TQ-alg The proofs of Lemma 3 and the two cases above make clear that,

once we are able to guarantee the derivation of a set of linear equations
P that satisfy the properties of the kind 1. and 2., we are also able to
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compute TS-bases. Since it is possible to isolate such a set w.r.t. TQ and
TQ-alg, it is possible to apply Theorem 1.3.12 in [20] to derive, given a set
of literals Γ over (ΣQ ∪ ΣQ-alg)

b, a set P ′ of linear equalities such that,
again,

1. TQ ∪ TQ-alg ∪ Γ |= P ′;

2. if e is a linear equality such that TQ∪TQ-alg∪Γ |= e, then T=
Q ∪P ′ |= e.

At this point, it is immediate to apply again Lemma 3 to compute a
TS-basis modulo TQ ∪ TQ-alg.

6.3 Applying the Combination Method

At the beginning of Section 6, we have pointed out that the theory of Increment
TS is Noetherian and that it can be “enlarged” to T ∗

S , which admits quanti-
fier elimination and behaves the same w.r.t. the satisfiability of constraints;
moreover we have also shown that TQ, TQ-alg and all the theories for the data
structures we have introduced in Section 3 are TS-compatible. Since the TS-
compatibility is a modular property (cf. Proposition 4.4 in [8]), also TQ∪TQ-alg

2

is TS-compatible. Moreover, in Section 6.1 we have shown how to compute TS-
bases modulo the theories for the considered data structures, and in Section
6.2 we have shown how to compute TS-bases modulo the three fragments of
arithmetic we are taking into account. Hence, all the hypotheses of Theorem 2
are satisfied.

Theorem 3 Let DST be the set of theories {TLS , T ′
LS , TRS , T ′

RS , TBS , T ′
BS} de-

fined in Section 3. For any Σ1-theory T1 ∈ DST and any Σ2-theory T2 ∈
{TQ, TQ-alg, TQ ∪ TQ-alg} ∪ DST such that Σ1 ∩ Σ2 = ΣS, T1 ∪ TS ∪ T2 has a
decidable constraint satisfiability problem.

7 Conclusion

We have presented a way to instantiate the non-disjoint extension of the Nelson-
Oppen method in order to combine various theories corresponding to data struc-
tures with some fragments of arithmetic. Our approach allows us to consider
arbitrary arithmetic constraints even if the shared signature is restricted to the
successor function. We have focused on fragments over the rationals, but the
same results hold in the case we replace the rationals with the reals. On the
other hand, the fragments over the integers are more problematic, since first
of all the convexity is lost, and secondly it is not so clear how to extract from
the existing decision procedures the sets that are representative of the logical
consequences involving only the successor function symbol. This is a problem
left for future work.

Another interesting issue is to study how to handle more complex connecting
axioms between the data structure and the arithmetic, and to try to enlarge the
shared signature. In [17], the shared theory is a more precise approximation of
the theory of integers, but on the other hand there is no integration of standard
techniques for reasoning about arithmetic. In [16], we show how to combine

2The satisfiability problem w.r.t. TQ ∪ TQ-alg can be decided through an appropriate
application of Theorem 2: for the details we refer to [15].
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data structures sharing the theory of abelian groups. In a similar way to what
is investigated here, it would be interesting to study the combination of a data
structure with some fragments of arithmetic when the shared theory is the one
of abelian groups.
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A Superposition modulo The Theory of Incre-

ment

In this section, for the sake of completeness, we give the proof of the correctness
of SPS , which is a straightforward adaptation of the proof that can be found
in [17] for the calculus developed to handle the theory of Integer Offsets. The
main difference between the calculus proposed here and the one presented in [17]
relies on the rule introduced in [17] to handle the axiom ∀x (0 6= s(x)); here that
rule is inappropriate, since the models for the theory of Increment may contain
an element that is the predecessor of (the interpretation of) 0. We will see that,
if the rule is suppressed, the calculus remains still refutationally complete w.r.t.
the models of the theory of Increment under suitable conditions.

Let us start adapting the standard definition of derivation to the calculus
we are interested in:

Definition 6 Let SPS be the calculus depicted in Figures 1, 2 and 3. A deriva-
tion (δ) with respect to SPS is a (finite or infinite) sequence of sets of literals
S1, S2, S3, . . . , Si, . . . such that, for every i, it happens that:

(i) Si+1 is obtained from Si by adding a literal obtained by the application of
one of the rules in Figures 1, 2 and 3 to some literals in Si;

(ii) Si+1 is obtained from Si by removing a literal according to one of the rules
in Figure 2 or to the rule R1 or R2.

If we focus on the rules of Simplification, R1 and R2, we notice that the
effects of the application of any of these rules involve two steps in the derivation:
in the former a new literal is added, and in the latter a literal is deleted.

If S is a set of literals, let GS be the set of all the ground instances of S. A
literal L is said to be redundant with respect to a set of literals S if, for all the
ground instances Lσ of L, it happens that {E | E ∈ GS & E < Lσ} |= Lσ. We
notice that in our derivations only redundant literals are deleted:

Fact. If in a derivation Si+1 is equal to Si \ {L}, then L is redundant with
respect to Si.
Proof. The claim above is well known if Si+1 is obtained from Si applying one
of the rules in Figure 2, and it follows immediately in the case we are applying
R1 or R2.

So, as usual, we label with S∞ the set of literals generated during a derivation
δ (in symbols, S∞ =

⋃
i Si), and with Sω the set of persistent literals of δ:

Sω =
⋃

i

⋂
j>i Sj . We adopt the standard definition for a rule π of the calculus

being redundant with respect to a set of clauses S whenever, for every ground
instance of the rule πσ it happens that {E | E ∈ GS & E < Cmσ} |= Dσ,
where Cmσ is the maximal clause in the antecedent, and Dσ is the consequent
of the rule. According to this definition, a derivation w.r.t. SPS is fair if, for
every literal L1, L2, . . . , Lm ∈ Sω, every rule that has L1, . . . , Lm as premises is
redundant w.r.t. S∞.

Suppose now to take into account a fair derivation δ. We notice that, if a
literal L is added at a certain step of the derivation, say Si+1, then L is either a
logical consequence of some literals in Si, or it is a consequence of some literals
in Si and the axioms of the theory TS . Thus:
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Proposition 3 If the set of persistent literals Sω contains ⊥, then Sω is un-
satisfiable in any model of TS.

On the other hand, since the reduction rules we can apply during the deriva-
tion satisfy the general requirements about the redundancy, we have that:

Proposition 4 If the set of persistent literals Sω does not contain ⊥, then Sω

is satisfiable.

What remains to show is that this calculus is refutationally complete with
respect to the models of TS (namely the structures in which the function s is
injective and acyclic.

Remark 1 Since the satisfiability of Sω is equivalent to the satisfiability of S∞,
and since the satisfiability of each step Si+1 in the derivation implies the satisfi-
ability of Si, we have in particular that if Sω is satisfiable, then S0 is satisfiable.
Moreover, it is immediate to check that the unsatisfiability in the models of TS

of Sω implies the unsatisfiability of S0 in the same class of structures. So, in
case it happens that the calculus described in Figures 1, 2 and 3 is complete, we
can proceed as usual when considering procedures based on saturation methods:
an initial set of literals S0 will be satisfiable (in a model of TS) if and only if its
saturation Sω does not contain ⊥.

Proposition 5 Assuming TS-good ordering ≻ over terms, if the set of persis-
tent literals Sω satisfies the following assumptions:

❼ Sω does not contain ⊥,

❼ Sω does not contain equations whose maximal term is a variable of sort
num,

❼ s-rooted terms can be maximal just in ground equations in Sω

then Sω is satisfiable in a model of TS.

Proof.
By Proposition 4 we know that if ⊥ is not derived, then it is possible to build

a model M that satisfies all the literals contained in the limit of the derivation,
Sω. We can build such a model M adapting to our case the so called model-
generation technique [3]. By assumption, Sω contains only literals, so M will be
built over the Herbrand universe relying upon a convergent rewriting system R
defined as follows: suppose that R≤D has already been defined for every ground
literal D in GSω such that D < C, and let R<C :=

⋃
{R≤D | D ∈ GSω &D <

C}. R≤C is equal to R<C ∪ {l → r} if

❼ C is l = r;

❼ l is in normal form with respect to R<C ;

❼ l > r.
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If any of the above condition is not satisfied, then R≤C := R<C .
Thus, given two ground terms t1 and t2, M |= t1 = t2 if and only if t1 ↓R=

t2 ↓R.
What remains to be shown is that the model so obtained is a structure that

satisfies also the axioms of TS .
In the following, we will call OGSω the set of all ground literals that are

contained in Sω. Notice that in OGSω both the left and the right side of the
literals are inter-reduced. Indeed, by contradiction, suppose that t = s is in
OGSω and that there exists a rule l → r in R that is able to reduce (say) t.
l → r is a ground instance of some equation in Sω, that means that the rule
Simplification should have been applied, deleting thus t = r in Sω.

We have to prove now that in M the axioms for the injectivity of (the
interpretation of) s and its acyclicity are true.

1) ∀x, y s(x) = s(y) → x = y

By contradiction, let us suppose that there exist two terms t1 and t2 such that
s(t1) ↓R= s(t2) ↓R but such that t1 ↓R 6= t2 ↓R. Without loss of generality,
we can choose such a pair minimal with respect to the componentwise order
over pairs induced by the ordering over the terms. By minimality and by the
fact that R is convergent, we can suppose that both t1 and t2 are irreducible.
This latter assumption implies that there exist rules in R such that s(t1) →
r →∗ z and s(t2) →∗ z. Since the rule s(t1) → r belongs to R, the literal
s(t1) = r belongs to GSω. More precisely, it belongs to OGSω, since in Sω

there is no non-ground literal that allows to rewrite terms whose root symbol
is s. Now two cases are possible:

❼ either s(t2) is irreducible by R. Then s(t2) ≡ z, and, by the fact that
r is irreducible, we obtain that r ≡ s(t2). Therefore, OGSω contains
the equation s(t1) = s(t2), that is impossible since an application of the
rule R1 would have deleted it and replaced with t1 = t2;

❼ or there is a term r′ and a rule s(t2) → r′ such that s(t2) → r′ →∗ z.
Again, the equation s(t2) = r′ belongs to OGSω, implying that r′ is
irreducible. As a consequence r ≡ r′. Again, we have a contradiction
because an application of the rule R2 would have been possible, deleting
(say) s(t1) = r and substituting it with t1 = t2.

2) s
n(t) 6= t for all the terms t and for all the natural n ∈ N+

By contradiction, there exists a ground term t and a natural m such that
s
m(t) ↓R t. We can choose t as the least ground term with that property;

by minimality, we have that t is irreducible. Thus it happens that s
m(t) →

r1 →∗ t where s
m(t) reduces to a term r1 thanks to an application of a rule

of the kind s
m1(t) → r that comes from the equation s

m1(t) = r in OGSω

because only the equations that are in OGSω can reduce terms whose root
symbol is s. Since t is irreducible, we must have m1 > 0; moreover r is
not s-rooted since, otherwise, R1 would be applied, deleting thus s

m1(t) = r.
Since r is not s-rooted and by the requirement over ≻, s

m1(t) ≻ r implies that
t ≻ r. More in detail, w.l.o.g. we can suppose that t ≡ s

n(t′), where t′ is not
s-rooted. Due to the requirement over ≻ and the fact that r is not s-rooted,
we have for every k in N, s

k(t′) ≻ r iff t′ ≻ r. In particular, t ≡ s
n(t′) ≻ r

implies that t′ ≻ r. Now we know that s
m(t) → s

m−m1(r) →∗ t; but then
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s
m−m1(r) � t ≡ s

n(t′). Again, s
m−m1(r) � s

n(t′) iff either r ≻ t′, that
cannot be since t′ ≻ r, or r ≡ t′ and m − m1 ≥ n. But, if r ≡ t′, the
equation s

m1(t) = r in OGSω becomes s
m1+n(t′) = t′, and, at this point, an

application of the rule C1 would have added ⊥.

Moreover, assume that G(a, b) is a set of ground literals over an expansion of
Σ ⊇ ΣS with the finite sets of fresh constants a, b. We recall that, being T ∪ TS

a Horn theory, the theory T ∪ TS is convex. At this point, Proposition 1 shows
how SPS can be used in order to derive TS-bases:

Proposition 1. Let Sω be a finite saturation of T ∪G(a, b) w.r.t SPS using
a TS-good order over the terms in the signature Σ ∪ {a, b} such that (i) every
term over the subsignature Σ

a

S is smaller than any term that contains a symbol
in (Σ\ΣS)∪{b}, (ii) not containing ⊥, and such that (iii) s-rooted terms can be
maximal just in ground equations in Sω and (iv) variables of sort num are never
the maximal term in the equations. The set ∆(a) of all the ground equations
over Σ

a

S in Sω is a TS-basis for T .
Proof.

Suppose that T ∪ TS ∪ G(a, b) |= l = r, being l = r a ground equation over
Σ

a

S . We want to show that already TS ∪ ∆(a) |= l = r.
A saturation of Ax(T )∪G(a, b)∪{l 6= r} under SPS is equal to a saturation

of Sω ∪ {l 6= r}. Since Sω contains neither ⊥, nor non-ground equations whose
maximal term is s-rooted, nor equations whose maximal term is a variable of
sort num, the only way to derive ⊥ is by reducing l 6= r via equations from ∆(a):
indeed, l 6= r is defined on the signature s ∪ 0 ∪ a and, at this point, recalling
also our choice of the reduction ordering, no equation in Sω containing a symbol
different from s, 0, a, i.e. no equation out of ∆(a), can be used to rewrite a term
on signature s, 0, a.

Thus it follows that the saturation of Sω∪{l 6= r} will add only ground literals
to Sω, or ⊥. In any case, the saturation still satisfies all the requirements in
order to apply Theorem 1, and so we have the following chain of implications:
T ∪ TS ∪ G(a, b) |= l = r iff the saturation of Ax(T ) ∪ G(a, b) ∪ {l 6= r} under
SPS contains ⊥, iff saturation of ∆(a) ∪ {l 6= r} under SPS contains ⊥, iff
TS ∪ ∆(a) |= l = r. The hypothesis that Sω is finite guarantees that also ∆(a)
is finite, i.e. ∆(a) is really a TS-basis for T .

B Example of Data Structure: Trees with Size

For sake of completeness, we consider the theory of trees TBS (defined in Sec-
tion 3) which is not handled in [17]. We show that any saturation of a set of
ground literals G and the axioms for TBS under the rules of the calculus SPS

is finite, once chosen an appropriate TS-good ordering.
Applying at most some standard steps of flattening, we can focus our at-

tention to sets of literals of the following kind (x is a variable of sort elem, y
and z are variables of sort trees, t1, t2 are constants of sort trees, e, e1, e2 are
constants of sort elem, a, b are constants of sort num, r1, r2 stand for constants
of sort num or terms of the kind sizeL(t) or sizeR(t) for some constant t of sort
trees, and the symbol ⊲⊳ is a shortening for both = and 6=).

i.) equational axioms for trees
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a) sizeL(bin(x, y, z)) = s(sizeL(y));

b) sizeL(null) = 0;

c) sizeR(bin(x, y, z)) = s(sizeR(z));

d) sizeR(null) = 0;

ii.) ground literals over the sort trees

a) bin(e, t1, t2) = t3;

b) t1 ⊲⊳ t2;

iii.) ground literals over the sort num

a) r1 = s
m(r2);

b) s
n(r1) = r2;

c) s
n(a) 6= s

m(b).

iv.) ground literals over the sort elem

a) e1 ⊲⊳ e2;

Let us choose, as ordering over the terms, an LPO ordering ≻ whose un-
derlying precedence over the symbols of the signature respects the following
requirements:

❼ bin > t > null > e > sizeL > sizeR for every constant t of sort trees and
every constant e of sort elem;

❼ sizeL > sizeR > a > 0 > s for every constant a of sort num;

These requirements over the precedence guarantee that every compound
term of sort trees is bigger than any constant and that ≻ is a TS-good ordering.

We require that the rules in Figures 2 and 3 are applied, whenever possible,
before the rules in Figure 1 (in other words we require that the contraction rules
have a higher priority).

Corollary 1. For any set G of ground literals, any saturation of Ax(TBS) ∪G
w.r.t. SPS is finite.
Proof. We can divide the literals above into the ground one and the non-ground.
It is easy to check that, given the higher priority of the contraction rules, the
set of the non-ground literals is saturated. Moreover, it is easy to verify that
any saturation between non-ground literals and ground ones produces, whenever
possible, literals that belong again to one of the group ii.), iii.) or iv.), and that
are smaller then the ground literal used in the antecedent of the rule. Finally, the
inferences between literals that are ground produce, naturally, ground literals
that are smaller than the maximal literal in the antecedent of the inference.

Summing up, we have checked that each new literal that is derived during
the saturation process is always ground and smaller in the ordering then the
maximal ground literal in the antecedent of the rule used to produce it. There-
fore, every literal produced during the saturation phase is strictly smaller than
the biggest ground literal in the input set. Since the ordering on the literals is
the multiset extension of a terminating ordering, it is terminating too.

No meaningful variations appear when we consider the theory T ′
BS in which

the sort elem is identified with the sort num.
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