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Combining Extended Dependency Tree —-HMM
based Recognition and Unsupervised
Segmentation for Land Cover Mapping in Aerial

Images

Mohamed El Yazid Boudaren, and Abdel Belaid

Abstract— An important challenge to any image pixels
classification system is to correctly assign eachixel to its
proper class without blurring edges delimiting neigpboring
regions. In this paper, we present an aerial imagenapping
approach that advantageously combines unsupervised
segmentation with a supervised Markov model based
recognition. The originality of the proposed systentarries on
three concepts: the introduction of an auto-adaptie
circular-like window size while applying our stochatic
classification to preserve region edges, the extéos of the
Dependency Tree —-HMM to permit the computation of
likelihood probability on windows of different shapes and sizes
and a mechanism that checks the coherence of thedexing by
integrating both segmentations results: from unsup&ised over
segmentation, regions are assigned to the predomiitag class
with a focus on inner region pixels. To validate ourmpproach,
we achieved experiments on real world high resoluin aerial
images. The obtained results outperform those obtagd by
supervised classification alone.

Index Terms— Aerial image indexing, Auto-adaptive window
size, Combining supervised and unsupervised segmations,
Dependency Tree —-HMM, Land cover mapping.

I. INTRODUCTION

Land Cover Mapping LCM) in high resolution aerial
images is an important application of remote sersdd. It
consists of identifying the natural objects presena high
resolution aerial image given a set of known patiein the
most general case of aerial images, when the irnaggins
several regions of different patterns, the ainoitabel each
pixel with the corresponding texture. Evidentlye tlabeling
process subsumes image segmentation but
segmenting the image to different regions, it assigach
region to one of the natural objects patterns.

Achieving the classification at pixel level is @hbssue in
LCM problem. In fact, it is easier to identify amage of a
relatively big size than identifying a lonely pixel
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In fact, pixel-wise approaches for image classifmaare
not usually suitable to solve problems often foimdemote
sensing application [1] [2]. They result in a disting salt and
pepper effect.

Recent researches clearly show the advantages of
integrating spatial dimension to spectral featusgsusing
segmentation based classification methods and, ehenc
focusing into image regions instead of pixels [B][4

More elaborated approaches use a family of Markov
models to model the contextual interactions betwabals.
However, genuine 2D-Markov modeling of the contektu
information is a time consuming iterative procesys [

On the other hand, reasonable complexity approaches
identify each pixel by taking into account its ri@gring
pixels, usually by computing a similarity measuiee(ihood
probability for instance) on square windows cerdesdt
concerned pixels [6]. The drawbacks of such appreaare
the followings:

= They adopt square windows which may introduce a
bias toward rectangular regions. Moreover, cormeglp

are more distant than other pixels. Adopting nomase

windows is usually unaffordable due to the used ehod

measure nature.

= The bigger is the window, the more likely the
identification is correct. However, adopting a tbi
window may penalize small regions. A tradeoff is
generally made.

= Since a static window size is adopted, the windiae s

is then too small to perform efficient classificatifor all

image pixels and too high to preserve edges sinee t

classification of frontier pixels are biased thrbug

besidesintroduction of neighborhood pixels.

In this paper, we propose a system that overcomes t
previous difficulties by introducing the following:

= Segmentation is achieved through unsupervised
segmentation which preserve region edges even if it
provides an over-segmented image.

= Each region is identified through
supervised classification.

= Likelihood probability may be computed on windows
of different sizes and shapes centered at consigexels.

= To determine window size and shape, an
auto-adaptive distance is computed based on the
considered pixel position towards region edges.

= To permit likelihood probability computation on

stochastic



non-rectangular windows, we extended the Dependenpyedecessor chosen between two directions, in the
Tree- hidden Markov model (DT-HMM) by allowing four EDT-HMM modeling, a pixels may have a predecessor
directional dependencies instead of two, and adggtie v chosen randomly from the 4-Neighborhood (up, davgt
central pixel as root instead of upper-left pixehemn or left) and verifying the Euclidean distance pnapeNote
dealing with rectangular windows. that, the neighborhood directions of all pixelswiefine a
The reminder of the paper is organized as folloins: tree structurel like depicted in figure 1. We nOTE(s):v.
Section Il, we introduce our Extended DependencgeTr The likelihood probability to observg given the
-HMM (EDT-HMM) that extends DT-HMM. Section Il r ]
describes our indexing scheme. Section IV showRarameters of the DT-HMM (77, A, B)can be approximated
experimental results. Conclusion and future wankesgiven as follows:
in Section V. P(Y, /A)=> P(Y, /T,A)

2
22 P(Y, /X, A)P(X/T,A) 2

X
Markov models (Markov Random Fields, Hidden Markov Z Z {I‘l P(ys/xsvﬂ)P(Xs/TJ)}
Fields, Hidden Markov Models, Hidden Markov Trees...) T ox s
were extensively and successfully used for textnoeleling In this paper, we propose to evaluate the likelthoo a set
and segmentation [7]. This is majorly due to ttahility to  Of random dependency trees. The previous equation
model contextual dependencies and noise absorpibn becomes:
However, their performance depends widely on theleho P(Yr /,1): Z |:>(\(r /T,/l)

n

Il. EXTENDED DEPENDENCYTREE—HIDDEN MARKOV
MODELS

n

architecture: genuine 2D-models yield better rassddut TOr
exhibits much higher computational complexity [8h =3 P(Y, /X, A)P(X/T,A) €))
general, the more complex is the model, the betterthe TOr X
performances.

Nevertheless, for computational complexity reasons, = %;{ Jv P(ys/XS’A)P(Xs/T'A)}
several approaches consider linear models like Hégh if
such a model is not suited for two-dimensional {@taMore
elaborated approaches resort to 2D-models with|giimg *%—{
assumption. One simplifying assumption that prosigeod i | “ —
results with a linear complexity is that assume®irHMM 4 Y- *_
[10][11]: one site (image pixel) may depend on eitthe AI«— LI
horizontal or vertical predecessor, but not on kibthsame <— | i t._
time. 4_4_ 3 }:}_

The extension of DT-HMM in this work is motivated b ]
two reasons:

= The need to compute likelihood probability onFigure 1: Examples of random dependency trees dirmpto
non-rectangular shaped windows of different sizes. DT-HMM (left) and EDT-HMM (right) formalisms

= The need to adopt central pixel (to be labeledhas

dependency tree root since the root shows more Thereafter, we remind the definition of the Model

interactions with neighbors than other pixels do. parametergl, AandB .

A. EDT-HMM Overview

Before describing our model principles, let us wefthe b (O) - P(ys =0/x = I) )
applicability conditions of the EDT-HMM model on a | mifs=r
windoww with respect to roat. N P(x,=i/x,=0,4)= 2. otherwise ®)
The windoww must fit the following condition: !
= For each sites of w, s must have at least one
neighbor vON_ that belongs tow and fulffills:

wherei, j = 1,..N represent hidden states.

Note thataij only depends on and j and not on the

Al

<||s,r|| where N is the 4-neighborhood of
direction (horizontal or vertical).
To compute the likelihood probability of equationvge
Let w be a window verifying the condition above, anddefine the backward functions, (s) representing the
letr be the center of the window ad ={y_/s(i, j) 0w} be

andH H is the Euclidean distance.

_ . probability of observing the data contained in shb-tree of
the set of features vectors (RGB for instance) ®lp T with Sas a root starting from the hidden siate
insidew . Y, is then the observable process. Rebe the b (y,)if sisaleaf
hidden process. The likelihood probability is givmn B,(s)= b ( : (7)
. (v.) [ &, 8, (v) otherwise
P(Y, /)= P(Y,/x.AP(X/2) @ (128
X

Unlike DT-HMM, where each pixel may have a Note that the likelihood probability of equationcan be



evaluated as follows for each dependencyTree same natural object class, i.e. we may have an
N over-segmentation but not under-segmentation.
D(Yr /T.A ) = Z 3, (r) ®) This step serves as a pre-processing one, anduidié the
. rest of steps of the classification process.

One unsupervised segmentation that has been shown t
provide good results is the one produced by theSEIN
system [12][13] which we use in this work.

A sample of a high resolution aerial image (50cmgieel)
and the corresponding unsupervised segmentatiortheia
EDISON system are provided in figure 3.

This computation exhibits a reasonable compleiteér
with window size).

The extension of the DT-HMM only concerns likelitibo
probability computation and Viterbi decoding wherea
learning is performed the same way as in DT-HMMtern

The Viterbi decoding process can be achieved imdas
way to the likelihood probability computation.

In this work, we only resort to likelihood probabil
computation.

On the other hand, learning is performed via arafiee
way the same as for the DT-HMM model, since the
parameters are the same:

= Initialize model parameters.
* Choose a random dependency treas described
above (respecting the Euclidean distance consfraint

L]
= Perform learning as in a linear framework (like in W

e i
1D-HMM). Figure 3: A sample of high resolution aerial imgt4]
(left) and its corresponding unsupervised segmiemntétight)

I1l.  CLASSIFICATION SCHEME B. Window size computation

_ To produce a class map of a given high resolut@ia  gjnce texture is not a local phenomenon, in oraletassify
image, we follow the scheme depicted in figure i2the 5 pixels , we consider it with its neighborhood. More

following paragraphs, we describe each step. explicitly, we will compute the likelihood of theath inside a

Original zerial window centered at the pixel under consideration.
image Let us denotay_such a window and the data associated
to that window. The clasg_of the central pixed is the class
Supervised classification Unsupervised segmentation that maximizes the likelihood probability:
A =argmaxP(Y,/A) (9
For each pixel ADA
v Most approaches adopt a square window of a fixael fsir
Windowsize |, all pixels. A trade-off is usually made so that thiedow is
computation enough big to correctly classify the central piaatl enough

small to preserve the region edges.

In this work, we propose to dynamically compute the
window size to allow our system to deal with a maxin
amount of information without distorting region edg The
more the pixel to classify is far from the regiavubdary, the
larger is the window whereas edge pixels are dladsi
without considering their neighborhood.

Max Likelihood
probability
computatiol

\ 4 \ 4

Pre-classified | Segmented Hence, window size is chosen so that pixels withia
aerial image| | aerial image window belong to the same region according to an
unsupervised over-segmentation of the image.
|— Window shape and size depend on a unique parameter

v Ray that represents the maximum Euclidean distance

Combining between neighbors and central pigel Figure 4 shows
samples of windows of different shapes and sizes.

A 4

Class map

Figure 2: Classification scheme . . .
A. Image unsupervised segmentation
Before classifying the image pixels, we need tdqrer an a b ¢
image unsupervised segmentation that fits the viafig Figure 4: window shape and size for different value
conditions: ’

= Image edges are preserved. of Ray . .
= Pixels of the same region belong necessarily to the a-Ray.’=1,b-Ray,>=2,c-Ray > =4



This parameter is obtained from the pre-segmembadé.
Its value is the maximum value possible so thaglgixvithin
the window belong to the same region.

A comparative analysis of the window size impactttom
accuracy of classification of the aerial image ighife 3 is
shown in figure 5.

(d)
Figure 5: Impact of window size on the pre-classifion
accuracy

a-Ray.’ =1, b-Ray *=4,c-Ray > =10, d-
Auto-adaptiveRay -

C. Image pre-classification

To assign a pixel to a class, we compute the hield
probability of observing the window centered ontthiel
according to the EDT-HMM of each natural objectsslas
described in the previous section. The pixel is1thkocated
to the class that maximizes this probability aswshan
equation 9.

especially for pixels near boundaries. In facthspixels are
classified considering small-sized windows. To coene this
involvedness we propose to merge pixels of the s&gien
(in the sense of the unsupervised segmentatiom)fet same
natural object class with a focus on inner pixédlte region,
since those pixels were classified consideringdavgndows.

Explicitly, each regiorR is assigned the natural class that
fits the following rule:

X, =argmax

gn > size(w,)

=X, R

)

Figure 6 shows the result of labeling correction on
pre-classified image from figure 5-d.

Figure 6: Image classification correction.
Original aerial image (left), class map (right)

IV. EXPERIMENTATION

In this section, we show the results of our cléasaifon
scheme on real world high resolution aerial images.first
give an overview of the data and the learning degabThen,
we provide experimental results on test images.

A. Data Overview

For our experimentation, we consider real worldiger
images with a resolution of 50cm per pixel. Thegemwere
provided by La Régie de Gestion des Données des gay
Savoie (RGD 73-74), France [14].

The pictures were taken in relatively good lighhdibions;

The parameters of the EDT-HMM corresponding to eadiowever, some images suffer from presence of shadow
some parts.
Samples of the aerial images used in our experbneie

natural object class are obtained after a learmracess
achieved on mono-class aerial images.

To represent each pixel, we used the classical R&&r
space. To estimate the parameters of the DT-HMMawh
class, we achieve K-Means clustering on pixels ofioaclass
image of the corresponding class to divide the eragels on
N sub-classes. Subsequently, we obtain the parasnetér
Gaussian functions. These parameters serve as
initialization of our EDT-HMM. The final parameteds the
model are then obtained after an iterative proasskescribed
in the previous section.

We remind that the observation probability density . -

function for each state is given via a Gaussiawtfon.
b (O) = N,u,b' (O) 0)

An example of image pre-classification via the EBVIM
labeling is provided in figure 5-d.

shown in Figure 7.

-4

‘ ) A

Figjure 7 Samplev of aerial iagés from RGD 73-74[14

B. Learning Database
Learning was performed on mono-class images. These

images were carefully extracted from the aerialgesaof the
same area of study.

Some samples of mono-class images used for learning
process are provided in figure 8.

D. Classification Correction

After the previous steps, the resulted class méprsifrom
the so called salt and pepper phenomenon. Thisjgrin to
the difficulty to distinguish between several semitextures,



[12][13]. Notice that experiments were performedaoiarge
number of aerial images, and only some of thesslayen in
this paper.

Some experimental results on mono class imagegsp
in Figure 11.

Figure 8: Samples of learning images of classe=e Tleft),
Snow (middle) and Water (right).
Thereafter, we present the legends used to refrédsen
classes.
Tree Vegetationl  Vegetation2 Vegetation3
Stonel Stone2 Water Snow
Shadow
Figure 9: Natural object classes’ legends
C. Mono-Class Image Generation

To demonstrate the capacity of the DT-HMM to repres
natural object textures, we generate mono-clasgesasing ) (© . (d) o
the corresponding DT-HMMs and compare them to getdr Figure 11: Mono-class image classification
images using classical 1D-HMM and GMM. Some gefiemat Mono-class aerial images of classes Tree (a) agetatonl
results are given in figure 10. (c) and their corresponding class maps (b, d).

Experiments were then performed on mosaic images.
These latter were assembled using different classes
sub-images chosen randomly from the test datal@mme

results are presented in figure 12.
(a) (b)
To evaluate the robustness of our aerial imageslgix E E
classification system, we considered three typestest
images: © @
= Mono-class images, for which the classifier is Image 12: .Cl'assmcanon result on mosaic image
expected to assign all pixels to the correspondiags. & Original mosaic image, b- Pre-segmented imagiround
= Mosaic images, assembled by combination of ~ truth, d-Image class map. _
different classes’ images into regular boxes sowea ~1he obtained classification of the mosaic imageesy
can easily produce a corresponding ground truth map3|mllar to the corresponding ground truth. Notibattthe
= Natural aerial images, for which we don’'t have Shadow class is not included in the ground trutp siace we
precise ground truth map. Thus, only a visual eatipn  KNOW to which class the shadowy pixels belong.
can be achieved in this case. Finally, we give experiments results on naturaliser
To produce the unsupervised segmentation of areajés, 'Mages.
we acknowledge the use of EDISON system software

(@)

(b)
(©) (d)
Figure 10: Mono-class image generation of clasg Tieng:

b-GMM, c- 1D-HMM, d-DT-HMM.
D. Experimental Results



window size, we resorted to an auto-adaptive windme
depending on the position of pixel under considenat
towards region boundaries.

Overall, the experimental results show that ouresys
produces satisfactory class maps in a reasonab& diven
the linear complexity of the modeling. Note thavesal
textures are so similar to each other that it imetmes very
difficult even for a human to distinguish betwekarh.

As future work, we propose to apply EDT-HMM modelin
to other kinds of problems.
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Figure 13: Classification results on real aeriagms:
Original images (left), the corresponding class sn@jght)

V. CONCLUSION

In this paper, we proposed an approach that
advantageously combines supervised EDT-HMM modeling
and unsupervised segmentation to classify landrquixels.

Instead of achieving our classification using atista



