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multivariate (aggregate) separation bounds
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June 9, 2009

Abstract

In this paper we present aggregate separation bounds for polynomials systems. We call
the bounds Davenport-Mahler-Mignotte (DMM), and we prove that in most of the cases are
close to optimal. The bounds are output-sensitive in the sense that they depend on the
mixed volume of the tested systems. As a consequence, we improve the gap theorem ﬂﬂ] of
Canny by a factor of d”~!, where d is a bound on the degree of the polynomials, and n is
their number.

We apply our bounds on the problem of computing the eigenvalues and eigenvectors of
an integer matrix, and we improve the bound of B] on the minimum of value of a positive
polynomial over the standard simplex. We also apply our bounds to find a lower bound
on the number of steps that a subdivision-based algorithm for polynomial system solving
should perform, we provide for the first time the complexity of Milne’s algorithm in the 2D
case.
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1 Introduction

One of the great challenges in algebraic algorithms is to understand in depth the theoretical and
practical complexity of the algorithms based on exact arithmetic and to compare them with the
ones from numerical analysis. The goal is not to compete with numerical algorithms, that rely
on numerical, and probably unstable, computations but rather to contribute to a hybrid ap-
proach that will rely both on exact and approximate computations, namely symbolic-numeric
computation. This approach will provide solid mathematical and algorithmic foundations, and
efficient implementations for exact manipulation of general objects. The interplay between
algebraic algorithms and applications is a fascinating research domain with many research chal-
lenges.

The aim is to provide a solid theoretical background, as well as efficient and robust imple-
mentations for algebraic algorithms that outperform the purely numerical ones and can treat all
degenerate cases without exceptions. To design new algorithms that can support parallel com-
putations, massive data sets, and the recent developments in GPU programming. There is an
emerging need to use effective tools from algebraic algorithms, under the concept of symbolic-
numeric computation, to tackle emerging problems that appear in non-linear computational
geometry, in geometric modeling and computer aided design, in computational topology, in
visibility computations in two and three dimensions, in robotics, in signal processing, in geo-
graphical information systems, just to mention few of the applications.

Computing the roots, real and complex, in some representation, of systems of multivari-
ate polynomials is one of the central problems in both symbolic and numeric computation.
The complexity analysis of exact algorithms for solving polynomials systems that are based
on projection-like techniques, like resultant computations, rational univariate representation,
Grobner and normal form computations, depends on the so-called separation bounds. More-
over, both the analysis, as well as the actual running times of iterative algorithms that are based
on subdivision techniques and/or refinements, relies on a good estimation of these bounds. For
polynomial systems these bounds represent the minimum distance between two, possible com-

lex roots, of the system under study. The Exact Geometric Computation (EGC) paradigm
IZE, @], for example, exploits such bounds for effective and accurate computations. A famous
result on separation bounds is the “Gap theorem” by Canny ﬂﬂ] stated more than twenty years
ago, see also m] for a slightly more generic result. A lower bound on the absolute value of the
coordinates of the roots is computed in ﬂ], where the only assumption on the system is that
there is a zero dimensional projection. The upper and lower bounds that we present in Prop.
are similar to the ones in ﬂ], but they are an improvement when they are expressed using mixed
volumes. Constructive root bounds are also in this direction for example Iﬂ)a, E] or ﬂa], where
the separation bounds are computed using information from the expression at hand. From the
numerical point of view, let us mention the work of Dedieu ﬂﬂ], that connects the separation
bound with the condition number.

Besides their obvious theoretical interest, separations bounds are of particular interest in
non-linear computational geometry; a research domain that relies heavily on very demandin
algebraic operations. Let us mention the computation of the Voronoi diagram of ellipses ﬂﬂg]
and convex smooth pseudo-circles ﬂﬂ], the arrangement of conic sections in the plane ﬂﬂ], and
also algorithms that exploit refinements and subdivision techniques to compute the topology
of a real plane [, E, B, E, E, @, E, E, @], of a space curve qﬂﬂ], or topology and meshing
of surfaces ﬂa, ]. The theoretical analysis of these algorithms, see for example [13, ,E, @],



depends on separation bounds. A theoretical improvement of the separation bounds will affect
a great number of algorithms in computational geometry.

Our Contribution

In this paper we consider the problem of computing bounds for the worst case separation
bounds, that is the minimum distance, between the (complex) roots of a polynomial system,
bounds for the product of (absolute) differences of roots, as well as upper and lower bounds
on the coordinates. The bounds are computed as a function of the number of variables, the
mixed volume of the system and the maximum norm of the polynomials. We treat only the
case where the system is 0-dimensional, even though our techniques could be extended to
positive-dimensional cases, using the toric characteristic polynomial M]

Davenport E] was the first that introduced aggregate separation bounds for the real roots
of univariate polynomials, which depend on Mahler’s measure, e.g.@]. Mignotte @, El] loosen
the hypothesis of the bounds and extend them to also hold for the complex roots. We extend
the aggregation separation bound from a univariate polynomial to (zero dimensional) systems
of polynomials (Th. B) and we call this bound DMM,, which stands for Davenport-Mahler-
Mzignotte bound. We also present an improved version of Canny’s Gap theorem [11] (Prop. H),
which provides better upper/lower bounds and the separation bounds for polynomials systems.
Our bounds are close to optimal (Sec. [34).

We illustrate our bounds on computing the eigenvalues and eigenvectors of an integer matrix
(Sec. ET]), and on the problem of estimating the minimum of a positive polynomials over the
standard simplex (Sec. E2)). Moreover, we compute a bound on the number of steps that any
subdivision-based algorithm needs to perform in order to isolate the real roots of a polynomial
system (Th. [[T]) inside a box. We use the latter bound to estimate the complexity of Milne’s
algorithm [32] in 2D.

The rest of the paper is structured as follows. Next, we introduce some notation, and Sec. &
presents the univariate (Sec. EIIl) and the multivariate version (Th. E and Prop. B in Sec. 22)
of the DMM bound. Sec.[Blis devoted to the proofs of Th. B and Prop. B, as well as in proving the
optimality of the proposed bounds Sec. BZ4 The two applications of the bounds are presented
in Sec. B that is the eigenvalue and eigenvector problem Sec. BTl and the positive polynomial
Sec. Sec. Bl is devoted to subdivision algorithms We conclude in Sec. [fl with a summary of
our results and future work.

Notation

In what follows O, resp. Op, means bit, resp. arithmetic, complexity and the Op, resp. O,
notation means that we are ignoring logarithmic factors. For a polynomial f € Z[zy,...,zx],
where n > 1, deg(f) denotes its total degree, while deg, (f) denotes its degree w.r.t. z;.
By L(f) we denote the bitsize of the coefficients of f (including a bit for the sign). For
a € Q, L(a) > 1is the maximum bitsize of the numerator and the denominator. Let M(7)
denote the bit complexity of multiplying two integers of size 7, and M (d, 7) the complexity of
multiplying two univariate polynomials of degrees < d and coefficient bitsize < 7. Using FF'T,
M (1) = Op(7), and M (d,7) = Op(dr). To simplify notation, we will assume throughout the
paper that for any polynomial it holds log(dg(f)) = O(L (f)).



Let sep(f), respectively sep(X), denote the separation bound, that is the minimum distance
between two, possible complex, roots of the polynomial f, respectively polynomial system ().

2 The DMM bound

2.1 The univariate case

Consider a real univariate polynomial A, not necessarily square-free, of degree d and its complex

roots 7; in ascending magnitude, where j € {1,2,...,d}. The next theorem M], concerns
a bound on the product of differences of the form |y; — v;|, where 4,57 € {1,2,...,d}. It
slightly generalizes a theorem of Mignotte [29], which in turn generalizes a theorem due to

Davenport E], see also ﬂﬂ, @] For this, and because Mahler’s measure is used, we call the
bound Davenport-Mahler-Mignotte in dimension one, or DMM; for short, where the subscript
denotes the dimension,

Theorem 1 (DMM;). Let A € C[X], with deg(A) = d and not necessarily square-free. Let Q
be any set of £ couples of indices (z,7) such that 1 < < j < d and let the non-zero (complex)
roots of A be 0 < |y1| < |y2| < -+ < |v4]. Then

d(d-1) g :
2XMA > ] -l =28 77 M4 |disc(Area)l,
(1.7)€Q

where A,.q is the square-free part of A. If A € Z[z], £ < d and L (A) = 7, then

dd/2 22d‘r Z dl/2 22[7- 2 H |’Y7. _ ’y_7| 2 d*d 27d273'r(l+d) 2 d*d 27d276d'r_
(i)

For the second inequality of the theorem we used the fact that M (A) < [|4]|, < (d+ 1)% 27,
e.g. E, E, E', @] Notice also that in the first inequality we can replace M (A) with ||A]|».

A similar theorem but with more strict hypotheses on the roots first appeared in [15] and
the conditions were generalized in E], namely in order for the bound ﬂﬂ, E] to hold the sets of
indices ¢ and 7 should be rearranged such that they form an acyclic graph where each node has
out-degree at most one. The bound of Th.[Mlhas an additional factor of 24" w.rt. E, E], which
plays no role when the polynomials is not square-free or when d = O(7). The current version
of the theorem has very loose hypothesis and it could be used for non-square free polynomials,
as well. This feature could be used to slightly simplify the proofs for the number of steps of
subdivision-based solvers for univariate real root isolation. Nevertheless, it is possible that a
more involved and technical proof, based on the technique in @], may eliminate this factor.

Roughly speaking, DMM; provides a bound on all the minimum distances between the roots
of a polynomials. We can estimate that this quantity is almost equal to the separation bound,
that is the minimum distance between two roots of a polynomial. The interpretation of this is,
that not all roots of a polynomial can be very close together, or quoting James H. Davenport,
“not all [the distances between the roots] could be bad”.

2.2 The multivariate case

Our purpose is to generalize the bound of the previous section to any dimension, that is to
bound the product of differences of roots of zero dimensional polynomial systems.



Let n be the number of variables. We use the notation x® to denote the monomial (or

the power product) z7'z5*---z", where e = (e1,es,...,e,) € Z" is an exponent vector,
or equivalently, an integer lattice point, and n € Z,,~;. Our input is n Laurent polynomzals
fi,f2,- 2 fn € Klz1, 27", ... 20, 2 Y] = K[x,x!]. Since we can multiply Laurent polynomials

by monomials without affecting their zeros, it is without loss of generality to assume that there
are no negative exponents. The degree of the x® is e; +e3+---+e,, and the total degree of the
original Laurent polynomial is the highest degree of any nonzero term in the new expression.

Let A; = supp(f;) = {ai1,...,aim,} C Z™ denote the set of cardinality m; of exponents
vectors corresponding to monomials in f; with non zero coefficients. We call this set the support
of f;, and

fi=> ciyx®i, 1<i<m, (1)

and thus A; is uniquely defined, given f;. The Newton polytope @Q; C IR™ is the convex hull of
the support A;. We consider the following polynomial system

fi(x) = fa(x) = -+ = falx) =0, (2)

which we assume that it is zero dimensional, and we will also denote it by (2). We are interested
for the (complex) roots of the system in (C*)", which are called toric.

Definition 2. Given convex polytopes Q1,Q@2,...,@Qn C IR", there is a unique, up to a

multiplication by a scalar, real-valued function MV(Q1,Q2,...,Qn), called mixed volume of
Q1,Q2,-..,Qn, which is multi-linear with respect to Minkowski addition and scalar multipli-
cation.

Theorem 3. For polynomials fi, ... f, € K[x,x!| with Newton polytopes Q1,...,Q., C R",
the number of common isolated solutions in (C*)™, multiplicities counted, does not exceed
MV(Q1,-..,Q@n), independently of the dimension of corresponding variety.

We use the notation M; = MV(Q1,...,Qi—1,Qit1,--.,Q@n). Let D be the number of complex
roots of the system (2I). It holds that D < My = MV(Q4,...,Q@,). We also use the following
abbreviations, B = (n — 1) (), and C = [T~ ||f:||M, to simplify the formulae that follow.



Theorem 4 (DMM, ). Consider the zero dimensional polynomial system (%) in (@). Let D be
the number of complex solutions of the system in (C*)™, which are 0 < |y1| < |y2| < -+ < |vp|.
Let Q2 be any set of £ couples of indices (1, 7) such that 1 <1 < j < D. Then the following holds

ot H ||fi||g/|oie > H v — ;] > 9—{—(D-1)(D+2)/2 ;1-D—£ gp—(n—1)(D?>+D(¢-1)+¢) \disc(Upea)|,
=t (1.7)€Q

where U,..q corresponds to the square-free part of the u—resultant of the system, and disc(Useq)
to its discriminant.

In the case were f; € Z[x]| and L(f;) = T, the following proposition presents a simplified
bound for DMM,, as well as an inequality for the separation bound, and an improvement of
the “gap theorem” of Canny ﬂﬂ] We use the inequalities D < d”, 3. ; M; < nd""!, and
B < nD? < nd®". Moreover, we observe that C < 2770, and that if D = d", then C <
27 i M < gnrd

Proposition 5 (DMM, and Improved Gap theorem). Consider the zero dimensional poly-
nomial system () in (@), where f; € Z[x] and L(f;) = T, for 1 <1 < n, and v; stands for the
k-th coordinate, 1 < k < n, of the j-th, 1 < 3 < D, complex solution of the system, 1 < { < D,
and Q is as in Th.[@ Then it holds

2*77-TD < ]_/C < |'Yj,k:| < C < 2n‘rD, (3)

sep(T) > 2-D)ID+2)/2(p 4 1)-P2c-D > 9-2n7D? p—D (4)

2PHL > 20)P > [T |w—l 2272 (nD) P (5)
(1.7)eq

In the case where D = d™, then

27 < | < 2 (6)

sep(Z) 2 2—2d2”—n7'd2”*1—1 d—nd”/z (7)

2d”+n'rd2”*1 Z H |7i _ 7j| Z 272n7’d2”*17d2n/2 nfndzn/z dfnzdzn. (8)
(:,7)€Q

The proof of the right inequality of Th. B is presented in Sec. Bl while the proof of the left
is in Sec. The proofs of the lower and upper bounds on the roots and the separation bound
of Prop. Bl are presented in Sec.

We can drop the assumption that (3) is zero-dimensional, and let D correspond to the
number of isolated (complex) solutions of (2]). For this we can use the generalized characteristic
polynomial ﬂﬂ], and/or the toric generalized characteristic polynomial M] We postpone this
exposition for a future communication.



3 Proof of the main theorem

3.1 Proof of the lower bound

Let v = (75,1, %i,2,- - » Yin) € (C*)*, where 1 <7 < D, be the complex solutions of (X) defined
in Eq. ([l), We also denote the set of solutions as V' C (€*)™. We insert an additional equation
in (2), thus obtaining the following over-constrained system

fo(x) = fi(x) = --- = fa(x) =0, (9)
which will also call (Xg), and fo is the polynomial

fo=u+mrizy +roz0+ - + 102y, (10)
where 71,...,7, are integers to be defined in the sequel and u is a new parameter. We will

compute the resultant of the new system. The (new) variable u takes the value — ), r;;,i, on
a solution y; = (vj,1,...,%jn) of (X). We choose the coefficients of f; in such a way, so that to

ensure that the function
fo + V. = (CH)”

7 = fo(r)
is injective. The following proposition, e.g. ﬂa, @, El, @], allows us to choose the so-called
separating element, that ensures the injectivity property of fjp.

Proposition 6. Let V C C" with cardinality D. The finite set of linear forms

D
{:z:l—l-i:z:g-l—---—l-i”_lzn 0§i§Bz(n—1)<2>}

contains at least one element that takes distinct values on the elements of V. We call this form
separating element.

The previous proposition allows us to bound the coefficients of fj.

Corollary 7. For fo € V it holds that ||follec < B™ !, and ||folleo < llfoll2 < 2B™ 1 =

o(n — 1)t ()" - -

Proof: Recall that B = (n — 1) (5). The first inequality is evident from the definition of the
infinite norm. For the second inequality, we have

lfollo <llfollz <+/14+ B2+ B%*+..-4+(B%)"!
B2n71 B2n—2 —5 _ —1
< VBt < \/ETer < VABRTE = 28",

O

We consider the resultant of (Xp) to eliminate the variables x. The resultant is a univariate
polynomial with respect to u, the coefficients of which are homogeneous polynomials in the
coefficients of the polynomials of the system, e.g. ﬂ] This resultant is called u—resultant. To
be more specific the resultant is of the form

_ k. D—k M1 Mo M
U(u) =-+u'ry “CliCop "Cpit---,



where c denotes a monomial in coefficients of the polynomial f; that has total degree M;.
S1m11ar1y, ri is a monomial in the coefficients of fp of total degree D — k.
The degree of U, with respect to v is D. It holds that

M1 Ms
‘Clkc2k ..

n
= [T, (11)
1=1

From Cor. [ we have that |ry| < ||fo]lco < B™ 1, for all k. Now we have all the ingredients
to bound the 2-norm of U. We proceed as follows

2

Wi < x 3 [P el ety
< ol
k=0 5
S C2 Z (B2n72)ka
k=0
D
S C2 Z (B2n72)k
2n 2\D+1
< 02%
S 02 (BQn 2)
S 402 BQ(’n—l)D,
and so
D (n=1)D
Wlleo < [Tl < 2C BM D2 <2(n — 1) 1P <2> [TI£N
=1

For a similar result concerning the height of the resultant, we refer the reader to m]

If u; are the distinct roots of U, then by recalling the previous discussion about the injective
nature of f, we deduce that u; = — > -, r;y;,;. Actually the u—resultant is even stronger
concept, since the multiplicities of the roots of U correspond to the multiplicities of the solutions
of the system, but we will not exploit this feature further.

We need the following lemma.

Lemma 8 (Cauchy-Bunyakovsky-Schwartz). Letaj,as,...,a, € C andby,b,,...,b, € C.
Then,

@161+ anbal” < (Jer + -+ anl?) (|22 + -+ [baf?)
where a; denotes the complex conjugate of a;, and 1 < 12, < n. Equality holds if, for all 1, a; = 0

or if there is a scalar A\ such that b; = A a;.

Consider two distinct solutions, ; and v;, of (X), and let u; and u; be the corresponding
roots of U. Using Lem. Bl we get

2
(rf 4+ +72)" (1 — VP 4+ + Y — Vin )

> k-1 7‘1% k=1 Yk — 'Yj,k|2
(Croird) - v — %%

[P1(Yin — Y1) + o+ (Vi — 'Yj,n)|2
| R Te Vi — open Te Vel

VANVANRVAN

and thus

9



To prove the lower bound of Th. B, we should apply the previous inequality for all the pairs
in the set Q, where |Q2| = £. Doing so, we get

n o\ ke
T il > (z) T e -l (12)
k=1

(1.7)€Q (17)eq

It remains to bound the two factors of the right hand-side of the previous inequality. To
bound the first factor we use Cor. [l It holds

n n
S <14> r <|lfoll} <4B>? (13)
and so
n Y
2
(Z r,%) > o7t pi-—n)t, (14)
k=1

For the second factor of ([[2) we apply DMM; to U; and thus

i jea lwi —ujl > 28 PE12|u|57 P~ | /disc(Trea)
1-D—¢ (15)
> o(1-D)(D+2)/2 (C B(”_l)D>

Vdisc(|Upedl)-

Combining (I2)) with (I4) and (I&l), we have

[T b=yl > 27=(P=P2)/2 G1=D=t p=(r (D411 (D),
(4,7)€EQ

and the proof of the lower bound is completed.

In the case where the polynomials are in Z[x], then it holds that the absolute value of the
discriminant of a square-free polynomial is > 1, and we can omit it from the inequality. If
the polynomials are in @Q[x]| the bounds are almost the same, since they depend on Mahler’s
measure.

3.2 Proof of the upper bound

We will prove the upper bound of Th. B, using a technique from polynomial system solving,
which is called hiding a variable, see for example ﬂ] The idea is to consider the square
system (X2), see Eq. (2] as an over-constrained system of n polynomials in n — 1 variables. We
consider polynomials f; € Z[z:][z1,...,Zt—1,Ttt1,... Tn), for some ¢ € {1,...,n}. As before
D < My = MV(Q1,...,Qn), and let v; = (¥1,...,7;,») be all the complex solutions of (&),
where 1 < 7 < D.

Let 2 = z; and let R(z) € Z[z] denote the univariate polynomial, the roots of which are
the k—th coordinates of the isolated zeros of the system, viz. < ;, where 1 <1 < D. That
is R is the resultant of the system, that eliminates all the variables, except z. The degree
of R is bounded by D. Moreover, it is separately homogeneous in the coefficients of each f;
and its degree in these coefficients equals M; [35]. Thus, the coefficient of R are of the form
c?"lcg/|2 ...cM» with the same interpretation as in the previous section. From ([[Il) we deduce
that N

IRl < € = [T I£:1%,

=1

10



and so
|IRllo <[|R|lz <vVD+1C.

From Cauchy’s bound for the roots of univariate polynomials e.g. @], we know that for all
the roots of R is holds that 1/C < 1/||R|lec < |7&,i| < ||R|le < C. The inequality holds for all
the indices k and 7. Hence, all the roots of the system in (C*)" are contained in annulus in C",
defined as the difference of the volumes of two spheres centered at the origin, with radii C' and
1/C, respectively.

Now we are ready to prove the upper bound of Th. Bl For all a,b € C it holds that

@ —b] < 2max {|al, b} . (16)

Consider the multiset Q = {5 | (¢,7) € Q}, where ‘ﬁ‘ = ¢, then

n
[T b=l <28 T bl <2¢Ct <28 T IIAIM
(if)en jei o

3.3 Additional inequalities
One of the first multivariate separation bounds was due to Canny, which is the following.

Theorem 9 (Gap theorem). m] Let P(d,c) be the class of polynomials of degree d and
coefficient magnitude c¢. Let fi(z1,...,Zn),-.. fu(Z1,...,2,) € P(d,c) be a collection of n
polynomials in n variables which has only finitely-many solutions. If v; = (v;1,...7jn) I8 a
solution of the system, then for any k either y; = 0 or |y; x| > (3dc) ™% .

To improve the previous theorem, we apply bounds on R, the resultant of (2) used in the
previous section, see Eq. (). We assume that the polynomials of the system are in Z[x]. We
also use the inequalities D < d”, 3, M; < nd"~!, and B < nD? < nd?". Moreover, we observe
that C < 27D, and that if D = d”, then C < 27 2:Mi < gnrd™*,

Recall, that we obtained R by eliminating all variables but z;, and that the roots of R are
the k-th coordinates of the solutions. By applying the standard Cauchy bound for univariate
polynomials, for example M], we get that the absolute value of the non-zero roots of R, and
thus the absolute value of the k-th coordinates of the solutions of (%), is bigger 1/||R||c > 1/C,
and smaller than ||R|| < C; which proves (3.

Actually the inequality of Eq. (Bl) improves the famous Gap theorem of Canny ﬂﬂ] by a
factor of 2¢. If the total degree of all the polynomials is bounded by d and the coefficients are
bounded by 27 then Canny’s theorem states that either v,z = 0 or |y;x| > (3d)~™¢" 2-"7e",
Observing that >3, M; = nd”~! (@) induces the inequality Vi > 2n7d"™! A similar bound for
not necessarily zero dimensional systems, but without using mixed volumes appeared in ﬂ]

For proving (@), let (2, 7) be the pair of indices where the separation bound of () is attained.
Then

n

sep(Z) = |7 — vl = J > ik —Vk)? > ik — Ykl > sep(R),
k=1

where k is any index such that 7;r # ;% and sep(R) is the separation bound of R. An easy
bound on the latter could be derived by applying DMM; (Th. [l) to R with £ = 1, that is

sep(R) > 2~ (3) ||R|[; P > 20-DXD+2)/2 (D4 1)D/2 ¢~ D > ol-PYD+2)/2 (D4 1)~D/2 TT | £ill L™,

=1
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which completes the proof of ().

Remark 10. It is tempting to try to prove the lower bound of Th. [ by applying DMM; to R,
instead of U, as we did in the previous section. Doing so, will allow us to eliminate the factor
B~ (nD(D*+UD+1)-D) from the result.

However, if we apply DMM; to R is not obvious at all that the requirements of Th. [l are
fulfilled, i.e. the ordering of (the coordinates of) the roots is preserved. This is why we choose
the u—resultant approach. Moreover, the bounds on u—resultant are of independent interest,
since many algorithms, e.g. E, B, @], for system solving depending on them.

3.4 Optimality of the result

We consider the following system, which is due to Canny ﬂﬂ]

Lz? T
T; = :z:?_1 1<53<n

di—t
The root of the system are z; = (%) , for L > 1. The improved version of Gap theorem
(Prop. B) states that z; > 2 ™" 16, which is off only by a factor of 2.
We conjecture that the following system achieves the separation bound.

Ty (:z:‘f —2(Lz; — 1)2> =0

z; (22— 2(z; 12, - 1)?) =0 1<j<n

4 Some applications

We illustrate the bounds of Prop. Blin two applications. The first one concerns computations of
eigenvalues and eigenvectors of a matrix, ans is a standard example for exploiting the superiority
of mixed volumes against the Bézout bound. The second application is about lower bounds of
positive multivariate polynomials, and it is inspired from [4].

4.1 Eigenvalues and eigenvectors

Consider A to be a n X n integer matrix, the elements of which are < 27. We are interested
in computing the eigenvalues of A4, say ), and its eigenvectors, say v = (v1,...,v,)'. The
problem can be reduced to solving a polynomial system, with n equations of the form f; =
Z?:l a;;v; — Av;, where 1 <¢ <mn and 1 <j <n, and the equation f,;1 =Y 1 'ui2 — 1. The
unknowns of the system are vy,...,v, and A. That is, we obtain a well constrained polynomial
system with n+1 polynomials and n+1 unknowns. It holds that ||f;||cc <27, and ||frt1lleo < 2.

The degree of each equation is 2, thus the Bézout bound for the system is 2"*!, which is a
big overestimation. The actual number of (complex) solutions is 2n, and this is also the mixed
volume of the system, e.g. ﬂﬂ]

Using the Gap theorem (Th.[), we estimate the absolute value of the non-zero eigenvalues,
and the non-zero elements of the eigenvectors, is > (6-27) (**1)2", Thus, in the worst case, we
need at least O(n 72") bits to compute them.

12



It holds that MV; = 2n, where 1 < j < n, and MV,,;; = n. Thus

n
MV T MV
C =TT IF10Y7 | frga|[MVnet < 27 225z MV g — g2nPrin,
i=1

Using the improved version of Gap theorem, see Eq. (Bl), we estimate that absolute value of the
non-zero eigenvalues is > 1/C > 272777,

Moreover, using Eq. (i), we deduce that the separation bound of the system is > 2747°7—2n p—2n_
thus the number of bits that we need in order to compute the eigenvalues/eigenvectors is
@B(n37). The previous arguments and bound, is an alternative proof to Bareiss, e.g.ﬂa], that
the problem of computing the eigenvalues and eigenvectors of a integer matrix can be solved in
polynomial time; since a polynomial number of bits is needed.

4.2 Positive multivariate polynomials

We consider the following problem, studied in M] Let P € Z[z4,...,z,] be a multivariate
polynomial of degree d taking only positive values on the n—dimensional simplex

zn:mi§1}.

S = {:z:e]R”ZO
i=1

We are interested in computing a bound on its minimum value. We may assume that the
minimum is attained inside the simplex, since we can always assure that by a transformation
that slightly changes the bitsize of P. See M] for details. Let 7 be an upper bound on the
bitsize of the coefficients of P. Writing

m:mSinP>O,

we consider the problem of finding an explicit bound my 4 ., depending only on n, d and T,
such that 0 < m, 4, < m.
Under a non-degeneracy assumption on the following polynomial system

P(zy,...,zp)=m
OP (11, \20) = - = 22 (21,...,2,) = 0

Let P, = g2, 1<i<m,and P, = P. It holds that || P[|o < d|Pol|oo < d27, thus
n n n
C < H “PzH(l;/loz < H (dZT)d < d(n—l—l)d" 2(n+1)'rdn.
i=0 i=0
If we apply (Bl we get
m> LS g-(nt1)dr g—(ni1)rdr
-2 .
In M, Sec. 2, Rem. 2.17], the following estimation was computed

1 ont+3gntiy T R g

<(27)

Mn.d,r
Out bound is better by at least a factor of

2d22n+6 dn+2n2 n2n+5 dn+2n )
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5 Subdivision algorithms

We will use the DMM,,, Th.Band Eq. (H) & (&), to compute the number of steps that a subdivision
algorithm performs to isolate the real roots of a well-defined polynomial system. We assume
the existence of an oracle that outputs the number of real roots inside a box in Q".

As an application we compute the complexity of the subdivision algorithm based on Milne’s
volume function [32] in 2D. Our analysis can easily be extended to dimension n, however it is not
clear what is the exact bit complexity of the elimination steps needed. This is of independent
interest, and we omit this discussion for a future communication.

5.1 The number of subdivision steps

Suppose that we want compute isolating (hyper-)boxes for the real roots of a system of polyno-
mial equations as the one formed by the polynomials in ([Il). In our disposal we have an oracle
that, given a box, returns the number of real roots of the system in it. Our aim is to compute
the number of calls to the oracle that are needed in order to compute isolating boxes for all the
real roots of a system. A realization of the oracle can be considered using the results of ﬂa] or
@, @], see also ﬂa]

Suppose that initially all the roots of the system are contained in a hypercube of side C,
see Prop. B At the h step of the subdivision algorithm, we have to call the oracle to count the
number of real roots of the system in hypercubes then that have sides equal to C/2".

We may consider the whole process of the subdivision algorithm as a 2™ —ary tree, where
each node holds a hypercube and the root of the tree holds the initial one. Each leaf of the tree
contains contains a hypercube that isolates a real root of the system, and if there are at most R
real roots, this is also the number of the leaves of the tree. The hypercubes that correspond to
the leaves of the tree have diagonals that are at least A; = |v; — 7,;[, and the lengths of their
edges are at least |v;; — 7c;,i|, where 1 <7 < m. It holds that

D =17 = Ye;| > V55 — Vejily

for any index . The number of nodes from a leaf to the root of the tree is [log A%-I
The number of subdivisions, #(T"), that the algorithm performs equals the number of nodes
of the subdivision tree, which is

R c R
#(T)=>" {logE-‘ =R+ RIgC-1g[] A (17)
71=1 J 71=1

It suffices to bound the various quantities that appears in previous equation. From Prop.
we get C < T1™, |Ifi|IMi, and so lg C < 3™ ; M; lg || filloo- If the total degree of the polynomials
is bounded by d, and ||fi||ec < 27, then lgC < n7d"" 1.

To bound ]‘[f‘;1 A; we use Th. @ with £ = R. The hypotheses of the theorem, concerning the
indices of the roots, are not fulfilled when symmetric products occur. In this case, we factorize
quantity as [T%, A; = [T, A; 172, A;, where Ry + Ry = R and the factors are such that no
symmetric products occur.

R R R
H A; = 1—1[ A; 1—2[ A; > 2~ B-(D-1)(D+2) 52-2D-R p—(n—1)(2D*+D(R+2)+R)
i=1 i=1  R=1
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If we take into account that R < D, then

R n
—log [T A; <2D% +6nD%1lgnD? +3D > M; Ig| fi|co-
i=1 i=1

Thus, for the number of subdivisions we have

#(T) 2D? + D +6nD?1gnD? +4D 3", M; g || filloo
TmD?1gnD? +4D 37, M; lg || filloo

O(nD?1gnD + DY 7 M; 1g || filloo)

IIVANIVAN

In the worst case, we have D < d" . If the total degree of the polynomials is bounded by d,
and ||fi||eo < 27, then the total number of steps becomes #(T') = O(n%d?" Ignd + nTd?"~1).
We can now state the following theorem.

Theorem 11. Consider the polynomial system formed by the polynomials in ({Il). The num-
ber of steps that a subdivision algorithm performs in order to compute isolating boxes for
all the real roots of the system is O(nD?lgnD + D" M; lg||fille) or O(nD?1gnD +

D351 Mi g [ filloo)-

Remark 12. If we specialize n = 1 in the previous theorem, then we deduce that the number
of steps of subdivisions algorithms for real root isolation of univariate integer, not necessarily
square-free, polynomials is O(dt + d?1gd). The optimal bound is O(d? + dr) E]

5.2 The complexity of Milne in 2D

We study the complexity of Milne's algorithm @] for isolating the real roots of a polynomial
system in two variables. Milne’s, so-called, volume function, provides a realization of the oracle
needed by the subdivision algorithms.

We will use the following results for the analysis.

Proposition 13. m, @] We can compute SQ(f, g), any polynomial in SR(f, g), and Res(f, g)
w.r.t. z in Op(q(p + q)*t1dr). The degree of SR(f,g) in yi,...,yx is O(d(p + q)) and the
bitsize is O((p + q)T).

Proposition 14. B] We can evaluate SR(f,g) at ¢ = a where a € Q U {0} and L (a) = o,
in Op(q(p + ¢)F'd max{r, o}).

Let f,g € Z[z,y] with total degrees bounded by d and bitsize bounded by 7. We are
interested in isolating the real roots of the polynomial system f(z,y) = g(z,y) = 0, which we
assume that is zero dimensional.

We introduce new parameter u, a and b and we want to eliminate a and b from the following
set of polynomials

{f(a') b),g(a,b), V=u+ (:12 - a’)(y - b)})

where V is the volume function. After elimination a polynomial A € (Z[z,y])[u] is obtained.
We consider the evaluation of SR(h, h,) over 0, where h,, is the derivative of A w.r.t. u. Now
consider a box in the plane. We evaluate the sequence on each vertex of the box, and we count
the number of sign variations. The number of real roots of the system inside the box, is % the
sum of the sign variations. We refer the reader to ﬂa] for details.

15



Let us now study the complexity of the algorithm. We perform the elimination using iterated
resultants.

Using Prop. we can compute h; = Res,(f(a,b),V(u,z,v,a,b)) € Z[u,z,y,a,b] in
®p(d"T). The total degree of hy is O(d?) and L (h1) = O(dr). Similarly we obtain the polyno-
mial hy = Res,(9(a,b),V(u,z,y,a,b)) € Z[u,z,y,a,b]. Finally, h = Resy(h1, h2) € Z[z,y, u]
can be computed in Op(d'?>7). The degree of h with respect to u is O(d?) since the resultant
of hy and h, has always the factor ude(f(=:0)dg(s(2.0)) = 44" The degree of h with respect to
z,y is Op(d*) and L (k) = O(d3T).

Next, we compute the signed polynomial remainder sequence of A and h, and we evaluate
it at 0. This costs Op(d'®7). The evaluated sequence contains ©(d?) polynomials in Z[z,y] of
degrees Op(d®) and bitsize Op(d®7).

Each polynomial in the sequence can be evaluated over a rational number of bitsize ¢ in
&g(d'"(1 + do)), and thus all of them in Op(d9(r + do)). ]

In the worst case we have to perform evaluations over rational number with bitsize that
equals the separation bound, i.e. @(d37). Hence, the evaluation of the sequence, in the worst
case costs Op(d?3T).

Th. [T indicates that the number of steps that we need to perform is O(d*1gd + d37).

The overall cost of the algorithm is Op(d*"T + d2672).

Theorem 15. Let f,g € Z[z,y] with total degrees bounded by d and bitsize bounded by T.
Using the algorithm of Milne [32], we can isolate the real roots of the system f = g = 0,
Op(d*'T 4 d*012), or Op(N?8), where N = max{d, 7}.

A more involved analysis using bounds on mutli-point evaluation of multivariate polynomials
B] could save at least two factor from the complexity bound of the previous theorem.

6 Conclusion and Future work

We introduced the DMM,, bound, which is a an aggregate separation bound for the (complex) roots
of a polynomial system, which improves and extends the “Gap theorem” of Canny. We applied
the bounds to two applications, that is to the computation of eigenvectors and eigenvalues, and
to the estimation of the minimum of a positive polynomial over the standard simplex. We also
used DMM, to bound the number of steps that a subdivision-based solver in dimension n > 1,
and we computed the complexity of Milne’s algorithm for solving polynomial systems in IR2.

Even though DMM, is a big improvement and also has an expression with respect to the
mixed volume of the system, thus exploits sparsity, it still remains a worst-case separation
bound. The polynomial systems appear in practice have a small number of real roots and all
their roots, real and complex, are well separated. Hence, DMM,, is still a big overestimation. It
is quite challenging to derive average case version(s) of DMM,,.

!The the evaluation a bivariate polynomial of total degree n and bitsize L, over a rational number of bitsize
o, costs Op(n?(L + do)). To see this consider the polynomial univariate in z. Then its coefficients, O(n), are
univariate polynomials in y. We evaluate each of them in Op(n(no + L)), and all of them in Op(n*(no + L)).
After these O(n) evaluations, we have a polynomial in z of degree O(n) and bitsize O(no + L), to evaluate over
a rational of bitsize o. This costs Op(n(no + L).
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