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#### Abstract

We address the estimation of extreme level curves of heavy-tailed distributions. This problem is equivalent to estimating quantiles when covariate information is available and when their order converges to one as the sample size increases. We show that, under some conditions, these so-called "extreme conditional quantiles" can still be estimated through a kernel estimator of the conditional survival function. Sufficient conditions on the rate of convergence of their order to one are provided to obtain asymptotically Gaussian distributed estimators. Making use of this result, some kernel estimators of the conditional tail-index are introduced and a Weissman type estimator is derived, permitting to estimate extreme conditional quantiles of arbitrary large order. These results are illustrated through simulated and real datasets.
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## 1 Introduction

Let $\left(X_{i}, Y_{i}\right), i=1, \ldots, n$ be independent copies of a random pair $(X, Y)$ in $\mathbb{R}^{p} \times \mathbb{R}$. We address the problem of estimating extreme level curves, defined as the graphed of the functions $x \in \mathbb{R}^{p} \mapsto$ $q\left(\alpha_{n} \mid x\right) \in \mathbb{R}$ verifying

$$
\mathbb{P}\left(Y>q\left(\alpha_{n} \mid x\right) \mid X=x\right)=\alpha_{n}
$$

where $\alpha_{n} \rightarrow 0$ as $n \rightarrow \infty$. In such a case, $q\left(\alpha_{n} \mid x\right)$ is referred to as an extreme conditional quantile in contrast to classical conditional quantiles (sometimes called classical regression quantiles) for
which $\alpha_{n}=\alpha$ is fixed in $(0,1)$. While the nonparametric estimation of classical regression quantiles has been extensively studied (see for instance the seminal papers [32, 35]), less attention has been paid to extreme conditional quantiles. Parametric models are proposed in $[11,34]$ whereas semiparametric methods are considered in [3, 24]. Fully non-parametric estimators have been first introduced in [10], where a local polynomial modeling of the extreme observations is used. Similarly, spline estimators are fitted in [8] through a penalized maximum likelihood method. In both cases, the authors focus on univariate covariates and on the finite sample properties of the estimators. An important literature is devoted to the particular case where the conditional distribution of $Y$ given $X=x$ has a finite endpoint $\varphi(x)$. The function $\varphi$ is referred to as the frontier and can be estimated through an estimator of the conditional quantile $q\left(\alpha_{n} \mid x\right)$ with $\alpha_{n} \rightarrow 0$. As an example, a kernel estimator of $\varphi$ is proposed in [21] with $\alpha_{n}=1 / n$, the asymptotic normality being proved only in the situation where $Y$ given $X=x$ is uniformly distributed on $[0, \varphi(x)]$. In this latter situation, regression on the extreme values of the sample has also been introduced in [17, 20, 22, 30], the case where the density of $Y$ given $X=x$ is lower bounded being first studied by Geffroy [18]. Extensions are provided in $[19,26,27]$ to densities of $Y$ given $X=x$ decreasing as a power of the distance from the boundary. We refer to [29] for more information on this topic.

Estimation of unconditional extreme quantiles is also widely studied since the introduction of Weissman estimator [37], dedicated to heavy tail distributions, and Dekkers and de Haan estimator [12] adapted to the general case.

In this paper, we focus on the case where the conditional distribution of $Y$ given $X=x$ has an infinite endpoint and is heavy-tailed, an analytical characterization of this property being given in the next section. In such a case, the frontier function does not exist and $q\left(\alpha_{n} \mid x\right) \rightarrow \infty$ as $\alpha_{n} \rightarrow 0$. Nevertheless, we show, under some mild conditions, that extreme regression quantiles $q\left(\alpha_{n} \mid x\right)$ can still be estimated through a kernel estimator of $\mathbb{P}(Y>. \mid x)$. We provide sufficient conditions on the rate of convergence of $\alpha_{n}$ to 0 under which our estimator is asymptotically Gaussian distributed. Making use of this, some kernel estimators of the conditional tail-index are introduced and a Weissman type estimator [37] is derived, permitting to estimate extreme conditional quantiles $q\left(\beta_{n} \mid x\right)$ where $\beta_{n} \rightarrow 0$ arbitrarily fast.

Assumptions are introduced and discussed in Section 2. Our main results are provided in Section 3 and illustrated on simulated data in Section 4. An example of application to real data is presented in Section 5. Proofs are postponed to the appendix.

## 2 Notations and assumptions

The conditional survival function (csf) of $Y$ given $X=x$ is denoted by $\bar{F}(y \mid x)=\mathbb{P}(Y>y \mid X=x)$ and the point distribution function (pdf) of $X$ is denoted by $g$. The kernel estimator of $\bar{F}(y \mid x)$ is defined for all $(x, y) \in \mathbb{R}^{p} \times \mathbb{R}$ by

$$
\begin{equation*}
\hat{\bar{F}}_{n}(y \mid x)=\sum_{i=1}^{n} K_{h}\left(x-X_{i}\right) \mathbb{I}\left\{Y_{i}>y\right\} / \sum_{i=1}^{n} K_{h}\left(x-X_{i}\right), \tag{1}
\end{equation*}
$$

where $\mathbb{I}\{$.$\} is the indicator function and h=h_{n}$ is a nonrandom sequence such that $h \rightarrow 0$ as $n \rightarrow \infty$. We have also introduced $K_{h}(t)=K(t / h) / h^{p}$ where $K$ is a pdf on $\mathbb{R}^{p}$. In this context, $h$ is called the window-width. In Theorem 1, the asymptotic distribution of (1) is established when estimating small tail probabilities, i.e when $y=y_{n}$ goes to infinity with the sample size $n$. Similarly, the kernel estimators of conditional quantiles $q(\alpha \mid x)$ are defined via the generalized inverse of $\hat{\bar{F}_{n}}(. \mid x)$ :

$$
\begin{equation*}
\hat{q}_{n}(\alpha \mid x)=\hat{\bar{F}_{n}^{\leftarrow}}(\alpha \mid x)=\inf \left\{t, \quad \hat{\bar{F}_{n}}(t \mid x) \leq \alpha\right\} \tag{2}
\end{equation*}
$$

for all $\alpha \in(0,1)$. Many authors are interested in this type of estimator for fixed $\alpha \in(0,1)$ : weak and strong consistency are proved respectively in [35] and [15], asymptotic normality being established in $[36,33,4]$. In Theorem 2, the asymptotic distribution of (2) is investigated when estimating extreme quantiles, i.e when $\alpha=\alpha_{n}$ goes to 0 as the sample size $n$ goes to infinity. The asymptotic behavior of such estimators depends on the nature of the conditional distribution tail. In this paper, we focus on heavy tails. More specifically, we assume that the csf satisfies
(F.1): $\bar{F}(y \mid x)=y^{-1 / \gamma(x)} \ell(y \mid x)$,
where $\gamma($.$) is a positive function of the covariate x$ and, for $x$ fixed, $\ell(. \mid x)$ is a slowly-varying function at infinity, i.e for all $\lambda>0$,

$$
\begin{equation*}
\lim _{y \rightarrow \infty} \frac{\ell(\lambda y \mid x)}{\ell(y \mid x)}=1 \tag{3}
\end{equation*}
$$

To summarize, (F.1) amounts to assuming that the conditional distribution of $Y$ given $X=x$ is in the Fréchet maximum domain of attraction. In this context, $\gamma(x)$ is referred to as the conditional tail-index since it tunes the tail heaviness of the conditional distribution of $Y$ given $X=x$. Assumption (F.1) is also equivalent to stating that $\bar{F}(. \mid x)$ is regularly varying at infinity with index $-1 / \gamma(x)$ i.e

$$
\lim _{y \rightarrow \infty} \frac{\bar{F}(\lambda y \mid x)}{\bar{F}(y \mid x)}=\lambda^{-1 / \gamma(x)}
$$

for all $\lambda>0$. As remarked in [7], p.15, one can assume that
(F.2): $\ell(. \mid x)$ is normalized,
without loosing generality since slowly-varying functions are of interest only asymptotically. In such a case, the Karamata representation (see [7], Theorem 1.3.1) of the slowly-varying function
can be written as

$$
\begin{equation*}
\ell(y \mid x)=c(x) \exp \left(\int_{1}^{y} \frac{\varepsilon(u \mid x)}{u} d u\right) \tag{4}
\end{equation*}
$$

where $c($.$) is a positive function and \varepsilon(y \mid x) \rightarrow 0$ as $y \rightarrow \infty$. Thus, $\ell(. \mid x)$ is differentiable and the auxiliary function is given by $\varepsilon(y \mid x)=y \ell^{\prime}(y \mid x) / \ell(y \mid x)$. This function plays an important role in extreme-value theory since it drives the speed of convergence in (3) and more generally the bias of extreme-value estimators. Therefore, it may be of interest to precise how it converges to 0 . For instance, in $[1,2,23]$, the auxiliary function is supposed to be regularly varying and the estimation of the corresponding regular variation index is addressed. Here, we limit ourselves to assuming that
(F.3): $|\varepsilon(. \mid x)|$ is continuous and ultimately non-increasing.

Some Lipschitz conditions are also required. For all $\left(x, x^{\prime}\right) \in \mathbb{R}^{p} \times \mathbb{R}^{p}$, the Euclidean distance between $x$ and $x^{\prime}$ is denoted by $d\left(x, x^{\prime}\right)$ and the following assumptions are introduced:
(L.1): There exists $c_{\gamma}>0$ such that $\left|\frac{1}{\gamma(x)}-\frac{1}{\gamma\left(x^{\prime}\right)}\right| \leq c_{\gamma} d\left(x, x^{\prime}\right)$.
(L.2): There exist $c_{\ell}>0$ and $y_{0}>1$ such that $\sup _{y \geq y_{0}}\left|\frac{\log \ell(y \mid x)}{\log y}-\frac{\log \ell\left(y \mid x^{\prime}\right)}{\log y}\right| \leq c_{\ell} d\left(x, x^{\prime}\right)$.
(L.3): There exists $c_{g}>0$ such that $\left|g(x)-g\left(x^{\prime}\right)\right| \leq c_{g} d\left(x, x^{\prime}\right)$.

The last assumption is standard in the kernel estimation framework.
$(\mathbf{K}): K$ is a bounded pdf on $\mathbb{R}^{p}$, with support $S$ included in the unit ball of $\mathbb{R}^{p}$.

## 3 Main results

Let us first focus on the estimation of small tail probabilities $\bar{F}\left(y_{n} \mid x\right)$ when $y_{n} \rightarrow \infty$ as $n \rightarrow \infty$. The following result provides sufficient conditions for the asymptotic normality of $\hat{\bar{F}}_{n}\left(y_{n} \mid x\right)$.

Theorem 1 Suppose (F.1), (L.1), (L.2), (L.3) and (K) hold. Let us introduce

- $0<a_{1}<a_{2}<\cdots<a_{J}$ where $J$ is a positive integer,
- $y_{n} \rightarrow \infty$ such that $n h^{p} \bar{F}\left(y_{n} \mid x\right) \rightarrow \infty$ and $n h^{p+2} \log ^{2}\left(y_{n}\right) \bar{F}\left(y_{n} \mid x\right) \rightarrow 0$ as $n \rightarrow \infty$,
- $y_{n, j}=a_{j} y_{n}$ for $j=1, \ldots, J$.

Then, for all $x \in \mathbb{R}^{p}$ such that $g(x)>0$, the random vector

$$
\left\{\sqrt{n h^{p} \bar{F}\left(y_{n} \mid x\right)}\left(\frac{\hat{\bar{F}}_{n}\left(y_{n, j} \mid x\right)}{\bar{F}\left(y_{n, j} \mid x\right)}-1\right)\right\}_{j=1, \ldots, J}
$$

is asymptotically Gaussian, centered, with covariance matrix $\frac{\|K\|_{2}^{2}}{g(x)} C(x)$ where $C_{j, j^{\prime}}(x)=a_{j \wedge j^{\prime}}^{1 / \gamma(x)}$ for $\left(j, j^{\prime}\right) \in\{1, \ldots, J\}^{2}$.

Note that $n h^{p} \bar{F}\left(y_{n} \mid x\right) \rightarrow \infty$ is a necessary and sufficient condition for the almost sure presence of at least one sample point in the region $B(x, h) \times\left(y_{n}, \infty\right)$ of $\mathbb{R}^{p+1}$, see Lemma 3 in Appendix. Thus, this natural condition states that one cannot estimate small tail probabilities out of the sample using $\hat{\bar{F}}_{n}$. This result may be compared to [13] which establishes the asymptotic behavior of the empirical survival function in the unconditional case but without assumption on the distribution. Considering now the estimation of extreme quantiles $q\left(\alpha_{n} \mid x\right)$ when $\alpha_{n} \rightarrow 0$ as $n \rightarrow \infty$, the asymptotic normality of $\hat{q}_{n}\left(\alpha_{n} \mid x\right)$ can be established under similar conditions.

Theorem 2 Suppose (F.1), (F.2), (L.1), (L.2), (L.3) and (K) hold. Let us introduce

- $\tau_{1}>\tau_{2}>\cdots>\tau_{J}>0$ where $J$ is a positive integer,
- $\alpha_{n} \rightarrow 0$ such that $n h^{p} \alpha_{n} \rightarrow \infty$ and $n h^{p+2} \alpha_{n} \log ^{2}\left(\alpha_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$,
- $\alpha_{n, j}=\tau_{j} \alpha_{n}$ for $j=1, \ldots, J$.

Then, for all $x \in \mathbb{R}^{p}$ such that $g(x)>0$, the random vector

$$
\left\{\sqrt{n h^{p} \alpha_{n}}\left(\frac{\hat{q}_{n}\left(\alpha_{n, j} \mid x\right)}{q\left(\alpha_{n, j} \mid x\right)}-1\right)\right\}_{j=1, \ldots, J}
$$

is asymptotically Gaussian, centered, with covariance matrix

$$
\begin{equation*}
\|K\|_{2}^{2} \frac{\gamma^{2}(x)}{g(x)} \Sigma \tag{5}
\end{equation*}
$$

where $\Sigma_{j, j^{\prime}}=1 / \tau_{j \wedge j^{\prime}}$ for $\left(j, j^{\prime}\right) \in\{1, \ldots, J\}^{2}$.

Compared to [4], Theorem 6.4, where $\alpha_{n}=\alpha$ is fixed in $(0,1)$, the asymptotic variance is larger in Theorem 2 since it involves the additional term $1 / \alpha_{n} \rightarrow \infty$ as $n \rightarrow \infty$. Let us also highlight the important role of the conditional tail-index $\gamma(x)$. From the asymptotic variance point of view, our model is equivalent to a csf with constant tail-index $\tilde{\gamma}(x)=1$ and a pdf proportional to $\tilde{g}(x)=$ $g(x) / \gamma^{2}(x)$. In such a case, the number of points in the ball $B(x, h)$ is asymptotically inversely proportional to $\gamma^{2}(x)$. A large value of the tail-index at $x$ thus implies a difficult estimation of $q\left(\alpha_{n} \mid x\right)$.

Remark 1 Clearly, the condition $n h^{p} \alpha_{n} \rightarrow \infty$ implies that, for $n$ large enough, $h>\left(n \alpha_{n}\right)^{-1 / p}$. Replacing in condition $n h^{p+2} \alpha_{n} \log ^{2}\left(\alpha_{n}\right) \rightarrow 0$ entails

$$
\frac{n \alpha_{n}}{\log ^{p}\left(1 / \alpha_{n}\right)} \rightarrow \infty
$$

This condition provides a lower bound on the order of the extreme quantiles for the asymptotic normality of kernel estimators.

Remark 2 Suppose $n \alpha_{n} \log ^{2}\left(\alpha_{n}\right) \rightarrow \infty$ as $n \rightarrow 0$. To fulfill the assumptions of Theorem 2, one can choose $h=\eta_{n}\left(n \alpha_{n} \log ^{2}\left(\alpha_{n}\right)\right)^{-1 /(p+2)}$ where $\left(\eta_{n}\right)$ is a sequence tending to zero arbitrarily slowly. This choice yields an asymptotic variance proportional to

$$
\frac{1}{n h^{p} \alpha_{n}}=\eta_{n}^{-p}\left(\frac{n \alpha_{n}}{\log ^{p}\left(\alpha_{n}\right)}\right)^{-\frac{2}{p+2}}
$$

Note that, for $p=0$, we find back the variance of estimators dedicated to unconditional extreme quantiles.

A kernel version of Pickands estimator [31] for the conditional tail-index $\gamma(x)$ can be proposed on the basis of $\hat{q}_{n}(. \mid x)$, the kernel estimator defined in (2):

$$
\hat{\gamma}_{n}^{\mathrm{P}}(x)=\frac{1}{\log 2} \log \left(\frac{\hat{q}_{n}(k / n \mid x)-\hat{q}_{n}(2 k / n \mid x)}{\hat{q}_{n}(2 k / n \mid x)-\hat{q}_{n}(4 k / n \mid x)}\right)
$$

where $k=k_{n}$ is an intermediate sequence i.e such that $k \rightarrow \infty$ and $k / n \rightarrow 0$ as $n \rightarrow \infty$. We refer to [19] for a different variant of Pickands estimator in the context where the distribution of $Y$ given $X=x$ has a finite endpoint. The asymptotic normality of $\hat{\gamma}_{n}^{\mathrm{P}}(x)$ is a consequence of Theorem 2 .

Corollary 1 Suppose (F.1), (F.2), (F.3), (L.1), (L.2), (L.3) and (K) hold. Let $\sigma_{n}=\left(k h^{p}\right)^{-1 / 2}$ where $k$ is an intermediate sequence. If $\sigma_{n} \rightarrow 0, \sigma_{n}^{-1} h \log (k / n) \rightarrow 0$ and $\sigma_{n}^{-1} \varepsilon(q(2 k / n \mid x) \mid x) \rightarrow 0$ as $n \rightarrow \infty$, then, for all $x \in \mathbb{R}^{p}$ such that $g(x)>0, \sigma_{n}^{-1}\left(\hat{\gamma}_{n}^{P}(x)-\gamma(x)\right)$ converges to a centered Gaussian random variable with variance

$$
\begin{equation*}
\frac{\|K\|_{2}^{2}}{g(x)} \frac{\gamma^{2}(x)\left(2^{2 \gamma(x)+1}+1\right)^{2}}{4(\log 2)^{2}\left(2^{\gamma(x)}-1\right)^{2}} \tag{6}
\end{equation*}
$$

It should be clear that (6) is, up to the scale factor $\|K\|_{2}^{2} / g(x)$, the variance of the classical Pickands estimator, see for instance [25], Theorem 3.3.5. Since this variance is huge for large values of the conditional tail-index, it may be preferable to consider a kernel version of the Hill estimator [28]:

$$
\hat{\gamma}_{n}^{\mathrm{H}}(x)=\sum_{j=1}^{J}\left[\log \hat{q}_{n}\left(\tau_{j} k / n \mid x\right)-\log \hat{q}_{n}(k / n \mid x)\right] / \sum_{j=1}^{J} \log \left(1 / \tau_{j}\right)
$$

where $\left(\tau_{j}\right)$ is a decreasing sequence of weights.
Corollary 2 Suppose (F.1), (F.2), (F.3), (L.1), (L.2), (L.3) and (K) hold. Let $1=\tau_{1}>\tau_{2}>$ $\cdots>\tau_{J}>0$ where $J$ is a positive integer. If $\sigma_{n} \rightarrow 0, \sigma_{n}^{-1} h \log (k / n) \rightarrow 0$ and $\sigma_{n}^{-1} \varepsilon(q(k / n \mid x) \mid x) \rightarrow$ 0 as $n \rightarrow \infty$, then, for all $x \in \mathbb{R}^{p}$ such that $g(x)>0, \sigma_{n}^{-1}\left(\hat{\gamma}_{n}^{H}(x)-\gamma(x)\right)$ converges to a centered Gaussian random variable with variance $\|K\|_{2}^{2} \gamma^{2}(x) V_{J} / g(x)$ where

$$
V_{J}=\left(\sum_{j=1}^{J} \frac{2(J-j)+1}{\tau_{j}}-J^{2}\right) /\left(\sum_{j=1}^{J} \log \left(1 / \tau_{j}\right)\right)^{2}
$$

As an example, choosing $\tau_{j}=1 / j$ for each $j=1, \ldots, J$ yields $V_{J}=J(J-1)(2 J-1) /\left(6 \log ^{2}(J!)\right)$. In this case, $V_{J}$ is a convex function of $J$ and is minimum for $J=9$ leading to $V_{9} \simeq 1.25$. Moreover, introducing

$$
\begin{equation*}
\hat{g}_{n}(x)=\frac{1}{n} \sum_{i=1}^{n} K_{h}\left(x-X_{i}\right) \tag{7}
\end{equation*}
$$

the classical kernel estimator of the pdf $g(x)$, one may obtain pointwise confidence intervals for extreme conditional quantiles by plugging $\hat{g}_{n}(x)$ and $\hat{\gamma}_{n}^{\mathrm{P}}(x)$ or $\hat{\gamma}_{n}^{\mathrm{H}}(x)$ in (5). Indeed, both estimates are consistent, as shown in Lemma 4 and Corollary 1. As pointed out in Remark 1, the kernel estimator of extreme quantiles $\hat{q}_{n}\left(\alpha_{n} \mid x\right)$ requires a stringent condition on the order $\alpha_{n}$ of the quantile, since by construction it cannot extrapolate beyond the maximum observation in the ball $B(x, h)$. To overcome this limitation, a Weissman type estimator [37] can be derived:

$$
\hat{q}_{n}^{\mathrm{W}}\left(\beta_{n} \mid x\right)=\hat{q}_{n}\left(\alpha_{n} \mid x\right)\left(\alpha_{n} / \beta_{n}\right)^{\hat{\gamma}_{n}(x)} .
$$

Here, $\hat{q}_{n}\left(\alpha_{n} \mid x\right)$ is the kernel estimator of the extreme quantile considered so far and $\hat{\gamma}_{n}(x)$ is an estimator of the conditional tail-index $\gamma(x)$. As illustrated in the next theorem, the extrapolation factor $\left(\alpha_{n} / \beta_{n}\right)^{\hat{\gamma}_{n}(x)}$ allows to estimate extreme quantiles of order $\beta_{n}$ arbitrary small.

Theorem 3 Suppose (F.1), (F.2), (L.1), (L.2), (L.3) and (K) hold. Let us introduce

- $\alpha_{n} \rightarrow 0$ such that $n h^{p} \alpha_{n} \rightarrow \infty$ and $n h^{p+2} \alpha_{n} \log ^{2}\left(\alpha_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$,
- $\left(\beta_{n}\right)$ such that $\beta_{n} / \alpha_{n} \rightarrow 0$ as $n \rightarrow \infty$,
- $\hat{\gamma}_{n}(x)$ such that $\sqrt{n h^{p} \alpha_{n}}\left(\hat{\gamma}_{n}(x)-\gamma(x)\right) \xrightarrow{d} \mathcal{N}\left(0, v^{2}(x)\right)$ where $v^{2}(x)>0$.

Then, for all $x \in \mathbb{R}^{p}$,

$$
\frac{\sqrt{n h^{p} \alpha_{n}}}{\log \left(\alpha_{n} / \beta_{n}\right)}\left(\frac{\hat{q}_{n}^{W}\left(\beta_{n} \mid x\right)}{q\left(\beta_{n} \mid x\right)}-1\right) \xrightarrow{d} \mathcal{N}\left(0, v^{2}(x)\right) .
$$

## 4 Numerical experiments on simulated data

Here, we limit ourselves to uni-dimensional random variables $X(d=1)$ uniformly distributed on $E=[0,1]$. Besides, $Y$ given $X=x$ is Fréchet distributed, its csf is given by $\bar{F}(y \mid x)=$ $\exp \left(-y^{-1 / \gamma(x)}\right)$, and the following conditional tail-index has been chosen:

$$
\gamma(x)=\frac{1}{2}\left(\frac{1}{10}+\sin (\pi x)\right)\left(\frac{11}{10}-\frac{1}{2} \exp \left(-64(x-1 / 2)^{2}\right)\right)
$$

We focus on the estimation of conditional extreme quantiles $q\left(\alpha_{n} \mid x\right)=\left(-\log \alpha_{n}\right)^{-\gamma(x)}$ of order $\alpha_{n}=5 \log (n) / n$ which is inspired from the lower bound given in Remark 1. To this end, we use the estimator introduced in (2) with a bi-quadratic kernel defined as

$$
K(x)=\frac{15}{16}\left(1-x^{2}\right)^{2} \mathbb{I}\{|x| \leq 1\}
$$

The choice of the bandwidth $h$ is an important issue. In the following, we propose a data-driven strategy to select its value in a set $\mathcal{H}=\left\{h_{1} \leq h_{2} \leq \cdots \leq h_{M}\right\}$ where $h_{1}=1 /(5 \log n)$ and $h_{M}=1 / 2$. The minimum value $h_{1}$ is chosen to obtain approximately $2 n h_{1} \alpha_{n}=2$ observations in the area $\left[x-h_{1}, x+h_{1}\right] \times\left[q\left(\alpha_{n} \mid x\right), \infty\right)$ while the maximum value $h_{M}$ corresponds to a smoothing on the whole $[0,1]$ interval. The points $h_{2}, \ldots, h_{M-1}$ are regularly distributed in $\left[h_{1}, h_{M}\right]$ and $M=50$ is used in practice. Two strategies are compared:

- The first one is derived from the cross-validation approach introduced in [38] and implemented for instance in [16]:

$$
h_{c v}=\arg \min _{h \in \mathcal{H}} \sum_{i=1}^{n} \sum_{j=1}^{n}\left(\mathbb{I}\left\{Y_{i} \geq Y_{j}\right\}-\hat{\bar{F}}_{n,-i}\left(Y_{j} \mid X_{i}\right)\right)^{2}
$$

where $\hat{\bar{F}}_{n,-i}$ is the estimator (depending on $h$ ) given in (1) computed from the sample $\left\{\left(X_{\ell}, Y_{\ell}\right), 1 \leq \ell \leq n, \ell \neq i\right\}$.

- The second one is the oracle strategy which consists in minimizing a distance $\Delta$ between the estimated conditional extreme quantile and the true one:

$$
h_{\text {oracle }}=\arg \min _{h \in \mathcal{H}} \Delta\left(q\left(\alpha_{n} \mid \cdot\right), \hat{q}_{n}\left(\alpha_{n} \mid \cdot\right)\right),
$$

with

$$
\begin{equation*}
\Delta\left(q\left(\alpha_{n} \mid \cdot\right), \hat{q}_{n}\left(\alpha_{n} \mid \cdot\right)\right)=\left\{\frac{1}{L} \sum_{\ell=1}^{L}\left(\hat{q}_{n}\left(\alpha_{n} \mid t_{\ell}\right)-q\left(\alpha_{n} \mid t_{\ell}\right)\right)^{2}\right\}^{1 / 2} \tag{8}
\end{equation*}
$$

and where $t_{1}, \ldots, t_{L}$ are regularly distributed on $[0,1]$. Of course, this method cannot be applied in practical situations where $q\left(\alpha_{n} \mid.\right)$ is unknown. However, it provides us the lower bound on the distance $\Delta$ that can be reached with our estimator.

The finite sample performance of these strategies is assessed on $N=100$ replications of the samples $\left\{\left(X_{i}, Y_{i}\right), i=1, \ldots, n\right\}$ of size $n \in\{300,1000\}$. The bandwidths $h_{c v}^{(p)}$ and $h_{o r a c l e}^{(p)}$ are computed on each replication $p \in\{1, \ldots, N\}$ with the two strategies and the corresponding errors (8) are denoted by $\Delta_{c v}^{(p)}$ and $\Delta_{o r a c l e}^{(p)}$. As an illustration, the empirical distributions of $\Delta_{c v}^{(p)}$ and $\Delta_{o r a c l e}^{(p)}$, obtained on samples of size $n=300$, are superimposed on Figure 1. It appears that the mean errors are approximately equal. Let us also remark that the cross-validation errors seem to have a heavier right-tail than the oracle errors. Similar conclusions have been drawn for $n=1000$. Let us now focus on the estimators $\hat{q}_{n}\left(\alpha_{n} \mid.\right)$ computed from the bandwidths associated to the quantiles of order $10 \%, 50 \%$ and $90 \%$ of the cross-validation error distribution. They respectively correspond to the best $10 \%$ estimator (in terms of the $\Delta$ error (8)), median estimator and worst $10 \%$ estimator obtained with the cross-validation criterion. In Figure $2(n=300)$ and Figure $3(n=1000)$
they are superimposed to the true conditional quantile as well as to the estimated one with the oracle strategy on the same replication. The vertical axis is represented in a logarithmic scale for the visualization sake. One can see that the best $10 \%$ and median estimators obtained with the cross-validation strategy are quite stable and as good as the ones obtained by the oracle strategy. In contrast, the worst $10 \%$ estimator obtained with the cross-validation strategy is less accurate than the corresponding oracle estimator, the reason being that the cross-validation strategy is more sensitive to the extreme points than the oracle one. This phenomena may explain the heavy right-tail of the cross-validation error observed on Figure 1. However, the cross-validation criterion provides satisfactory results in most of the cases. Finally, let us observe that the results obtained with $n=300$ and $n=1000$ are qualitatively equivalent. This phenomena is a consequence of $\alpha_{1000}<\alpha_{300}$ which means that estimating $q\left(\alpha_{1000} \mid\right.$.) is more difficult than estimating $q\left(\alpha_{300} \mid.\right)$.

## 5 Illustration on real data

As an illustration, we propose an application of our methodology in a hyper-spectral remote sensing framework. The original data consists of $n=3184$ pairs denoted by $\left(S_{i}, P_{i}\right), i=1, \ldots, n$. Each $S_{i}$ is a spectra (in some high-dimensional space $E$ ) representing the intensity of light energy reflected from materials on Mars as it varies across different wavelengths. The analysis of these spectral signatures allows the identification of the physical, chemical or mineralogical properties of the surface that may help to understand the geological history of planets. We refer to [5] for a detailed presentation of the physical context. Here, we focus on the physical parameter $P_{i} \in[0,1]$ representing a $\mathrm{CO}_{2}$ proportion. Reduction dimension techniques [6] have shown that a 1-dimensional predictor $X_{i}=<b, S_{i}>$ is sufficient to predict $P_{i}$, with $b \in E$ and where $<., .>$ denotes a dot-product in $E$ that we do not precise here. Finally, the variables of interest are $Y_{i}=\left(1-P_{i}\right)^{-1}-\left(1-P_{\min }\right)^{-1}$ where $P_{\min }$ is chosen such that $Y_{i} \in[0, \infty)$. The resulting scatterplot is depicted on Figure 6. We focus on the estimation of conditional extreme quantiles of order $\alpha_{n}=\zeta \log (n) / n$ with $\zeta \in\{5,10,20\}$. The above described procedure yields $h_{c v} \simeq 0.12$. Let us denote by $Z_{j}, j=1, \ldots, m(x)$ the observations $Y_{i}$ such that $X_{i} \in\left[x-h_{c v}, x+h_{c v}\right], i=1, \ldots, n$. Our approach relies on the property that the $Z_{j}, j=1, \ldots, m(x)$ are approximately distributed from (F.1). This assumption can be graphically checked on the QQ-plots obtained by drawing $k$ log-spacings versus standard exponential quantiles:

$$
\left(\log \frac{k}{j}, \log \frac{Z_{m(x)-j+1, m(x)}}{Z_{m(x)-k, m(x)}}, j=1, \ldots, k\right)
$$

These QQ-plots are based on the property that, under (F.1), the $k \log$-spacings $\log \left(Z_{m(x)-j+1, m(x)}\right)-$ $\log \left(Z_{m(x)-k+1, m(x)}\right)$ are approximately distributed from an exponential distribution with scale pa-
rameter $\gamma(x)$. See [14], Section 6.2, for a review on exploratory data analysis methods for extremes. The obtained QQ-plots at three different locations $(x=0.25, x=0.50$ and $x=0.75)$ are presented on Figure 4 with $k=250$. Let us note that the plots are approximately linear, confirming the adequacy of the heavy-tail model (F.1) to the dataset. The different slopes indicate some heterogeneity of the sample in terms of tail behavior. Figure 5 shows the obtained Hill-plots at three different locations i.e. $\hat{\gamma}_{n}^{\mathrm{H}}(x)$ for $x=0.25, x=0.50$ and $x=0.75$ (with $\tau_{j}=1 / j$ for $j=1, \ldots, 9$ ) as a function of the sample fraction $k$.

Similarly to the unconditional case, the estimated conditional tail index depends on $k$ whose choice is difficult in practice. Here, $k=250$ could be a good choice in view of the QQ-plots (Figure 4) and because of the relative stability of the conditional Hill estimator (Figure 5) on its neighborhood. Finally, the estimated extreme level curves are superimposed to the scatter-plot on Figure 6.

## 6 Appendix: Proofs

### 6.1 Preliminary results

The first lemma is dedicated to the control of the local variations of the csf with respect to the covariate $x$ on a neighborhood of size $h$ when the quantity of interest $y$ goes to infinity.

Lemma 1 Suppose (F.1), (L.1) and (L.2) hold. If $y_{n} \rightarrow \infty$ and $h \log y_{n} \rightarrow 0$ as $n \rightarrow \infty$, then

$$
\sup _{d\left(x, x^{\prime}\right) \leq h}\left|\frac{\bar{F}\left(y_{n} \mid x\right)}{\bar{F}\left(y_{n} \mid x^{\prime}\right)}-1\right|=O\left(h \log y_{n}\right)
$$

Proof. Assumption (F.1) yields

$$
\begin{aligned}
\left|\log \left(\frac{\bar{F}\left(y_{n} \mid x\right)}{\bar{F}\left(y_{n} \mid x^{\prime}\right)}\right)\right| & \leq\left|\log y_{n}\right|\left(\left|\frac{1}{\gamma(x)}-\frac{1}{\gamma\left(x^{\prime}\right)}\right|+\left|\frac{\log \ell\left(y_{n} \mid x\right)}{\log y_{n}}-\frac{\log \ell\left(y_{n} \mid x^{\prime}\right)}{\log y_{n}}\right|\right) \\
& \leq\left(c_{\gamma}+c_{\ell}\right) \log y_{n} d\left(x, x^{\prime}\right)
\end{aligned}
$$

from (L.1), (L.2) and since, for $n$ large enough, $y_{n}>1$. Thus,

$$
\sup _{d\left(x, x^{\prime}\right) \leq h}\left|\log \left(\frac{\bar{F}\left(y_{n} \mid x\right)}{\bar{F}\left(y_{n} \mid x^{\prime}\right)}\right)\right|=O\left(h \log y_{n}\right) \rightarrow 0
$$

as $n \rightarrow \infty$ and taking account of $\log (u+1) \sim u$ as $u \rightarrow 0$ gives the result.
The second lemma is also of analytical nature. It provides a second order asymptotic expansion of the quantile function.

Lemma 2 Suppose (F.1), (F.2) and (F.3) hold.
(i) Let $0<\beta_{n}<\alpha_{n}$ with $\alpha_{n} \rightarrow 0$ as $n \rightarrow \infty$. Then,

$$
\left|\log q\left(\beta_{n} \mid x\right)-\log q\left(\alpha_{n} \mid x\right)+\gamma(x) \log \left(\beta_{n} / \alpha_{n}\right)\right|=O\left(\log \left(\alpha_{n} / \beta_{n}\right) \varepsilon\left(q\left(\alpha_{n} \mid x\right) \mid x\right)\right)
$$

(ii) If, moreover, $\lim \inf \beta_{n} / \alpha_{n}>0$, then

$$
\frac{\beta_{n}^{\gamma(x)} q\left(\beta_{n} \mid x\right)}{\alpha_{n}^{\gamma(x)} q\left(\alpha_{n} \mid x\right)}=1+O\left(\varepsilon\left(q\left(\alpha_{n} \mid x\right) \mid x\right)\right) .
$$

Proof. (i) Let us introduce $\varphi(., x)=\log q(\exp () \mid x$.$) . We thus have$

$$
\begin{aligned}
\Delta_{n} & :=\log q\left(\beta_{n} \mid x\right)-\log q\left(\alpha_{n} \mid x\right)+\gamma(x) \log \left(\beta_{n} / \alpha_{n}\right) \\
& =\varphi\left(\log \beta_{n}, x\right)-\varphi\left(\log \alpha_{n}, x\right)+\gamma(x) \log \left(\beta_{n} / \alpha_{n}\right) .
\end{aligned}
$$

Under (F.1) and (F.2), Karamata representation (4) holds and thus $\varphi(., x)$ is continuously differentiable. A first order expansion shows that there exists $\theta_{n} \in\left(\beta_{n}, \alpha_{n}\right)$ such that

$$
\begin{aligned}
\Delta_{n} & =\left(\gamma(x)+\varphi^{\prime}\left(\log \theta_{n}, x\right)\right) \log \left(\beta_{n} / \alpha_{n}\right) \\
& =\left(\gamma(x)+\frac{\bar{F}\left(q\left(\theta_{n} \mid x\right) \mid x\right)}{\overline{F^{\prime}}\left(q\left(\theta_{n} \mid x\right) \mid x\right) q\left(\theta_{n} \mid x\right)}\right) \log \left(\beta_{n} / \alpha_{n}\right) \\
& =\left(1+\frac{1}{\frac{\gamma(x) \ell^{\prime}\left(q\left(\theta_{n} \mid x\right) \mid x\right) q\left(\theta_{n} \mid x\right)}{\ell\left(q\left(\theta_{n} \mid x\right) \mid x\right)}-1}\right) \gamma(x) \log \left(\beta_{n} / \alpha_{n}\right) \\
& =\left(1+\frac{1}{\gamma(x) \varepsilon\left(q\left(\theta_{n} \mid x\right) \mid x\right)-1}\right) \gamma(x) \log \left(\beta_{n} / \alpha_{n}\right) \\
& =-\gamma^{2}(x) \varepsilon\left(q\left(\theta_{n} \mid x\right) \mid x\right) \log \left(\beta_{n} / \alpha_{n}\right)(1+o(1)) .
\end{aligned}
$$

Since $q(. \mid x)$ and $|\varepsilon(. \mid x)|$ are both ultimately non-increasing, it follows that $\left|\varepsilon\left(q\left(\theta_{n} \mid x\right) \mid x\right)\right| \leq\left|\varepsilon\left(q\left(\alpha_{n} \mid x\right) \mid x\right)\right|$ and thus $\left|\Delta_{n}\right|=O\left(\log \left(\alpha_{n} / \beta_{n}\right) \varepsilon\left(q\left(\alpha_{n} \mid x\right) \mid x\right)\right)$, and the first part is proved.
(ii) In the considered situation, $0<\liminf \beta_{n} / \alpha_{n} \leq \limsup \beta_{n} / \alpha_{n} \leq 1$, and (i) entails $\left|\Delta_{n}\right|=$ $O\left(\varepsilon\left(q\left(\alpha_{n} \mid x\right) \mid x\right)\right) \rightarrow 0$ as $n \rightarrow \infty$. As a consequence, $\exp \left(\Delta_{n}\right)=1+\Delta_{n}(1+o(1))$ and the conclusion follows.

The following lemma provides a geometrical interpretation of the condition $n h^{p} \bar{F}\left(y_{n} \mid x\right) \rightarrow \infty$ as $n \rightarrow \infty$.

Lemma 3 Suppose (F.1), (L.1), (L.2), (L.3) hold and let $y_{n} \rightarrow \infty$ such that $h \log y_{n} \rightarrow 0$ as $n \rightarrow \infty$. Consider the region of $\mathbb{R}^{p+1}$ defined as $R_{n}(x)=B(x, h) \times\left(y_{n}, \infty\right)$ where $x \in \mathbb{R}^{p}$ is such that $g(x)>0$. Then, $\mathbb{P}\left(\exists i \in\{1, \ldots, n\},\left(X_{i}, Y_{i}\right) \in R_{n}(x)\right) \rightarrow 1$ as $n \rightarrow \infty$ if, and only if, $n h^{p} \bar{F}\left(y_{n} \mid x\right) \rightarrow \infty$.

Proof. Standard considerations lead to

$$
\begin{equation*}
\mathbb{P}\left(\exists i \in\{1, \ldots, n\},\left(X_{i}, Y_{i}\right) \in R_{n}(x)\right)=1-\left(1-\mathbb{P}\left(\left(X_{1}, Y_{1}\right) \in R_{n}(x)\right)^{n},\right. \tag{9}
\end{equation*}
$$

and, in view of (L.3) and Lemma 1,

$$
\begin{aligned}
\left.\mathbb{P}\left(\left(X_{1}, Y_{1}\right) \in R_{n}(x)\right)\right) & =\int_{B(x, h)} \bar{F}\left(y_{n} \mid u\right) g(u) d u \\
& =\bar{F}\left(y_{n} \mid x\right) g(x)\left(1+O\left(h \log y_{n}\right)\right) \int_{B(x, h)} d u \\
& =v_{p} h^{d} \bar{F}\left(y_{n} \mid x\right) g(x)\left(1+O\left(h \log y_{n}\right)\right)
\end{aligned}
$$

where $v_{p}$ is the volume of the unit ball in $\mathbb{R}^{p}$. Clearly, this probability converges to 0 as $n \rightarrow \infty$ and thus (9) can be rewritten as

$$
\mathbb{P}\left(\exists i \in\{1, \ldots, n\},\left(X_{i}, Y_{i}\right) \in R_{n}(x)\right)=1-\exp \left(-v_{p} g(x) n h^{p} \bar{F}\left(y_{n} \mid x\right)(1+o(1))\right)
$$

which converges to 1 if and only if $n h^{p} \bar{F}\left(y_{n} \mid x\right) \rightarrow \infty$.
Let us remark that the kernel estimator (1) can be rewritten as $\hat{\bar{F}}_{n}(y \mid x)=\hat{\psi}_{n}(y, x) / \hat{g}_{n}(x)$ where

$$
\hat{\psi}_{n}(y, x)=\frac{1}{n} \sum_{i=1}^{n} K_{h}\left(x-X_{i}\right) \mathbb{I}\left\{Y_{i}>y\right\}
$$

is an estimator of $\psi(y, x)=\bar{F}(y \mid x) g(x)$ and $\hat{g}_{n}(x)$ is the classical kernel estimator (7) of the pdf $g(x)$. Lemma 4 gives standard results on the kernel estimator (see [9], Proposition 2.1 and Proposition 2.2 for a proof) whereas Lemma 5 is dedicated to the asymptotic properties of $\hat{\psi}_{n}(y, x)$.

Lemma 4 Suppose (L.3), (K) hold. If $n h^{p} \rightarrow \infty$, then, for all $x \in \mathbb{R}^{p}$,
(i) $\mathbb{E}\left(\hat{g}_{n}(x)-g(x)\right)=O(h)$,
(ii) $\operatorname{var}\left(\hat{g}_{n}(x)\right)=\frac{g(x)\|K\|_{2}^{2}}{n h^{p}}(1+o(1))$.

Therefore, under the assumptions of the above lemma, $\hat{g}_{n}(x)$ converges to $g(x)$ in probability.
Lemma 5 Suppose (F.1), (L.1), (L.2), (L.3) and (K) hold. Let us introduce

- $0<a_{1}<a_{2}<\cdots<a_{J}$ where $J$ is a positive integer,
- $y_{n} \rightarrow \infty$ such that $h \log y_{n} \rightarrow 0$ and $n h^{p} \bar{F}\left(y_{n} \mid x\right) \rightarrow \infty$ as $n \rightarrow \infty$,
- $y_{n, j}=a_{j} y_{n}$ for $j=1, \ldots, J$.

Then, for all $x \in \mathbb{R}^{p}$ such that $g(x)>0$,
(i) $\mathbb{E}\left(\hat{\psi}_{n}\left(y_{n, j}, x\right)\right)=\psi\left(y_{n, j}, x\right)\left(1+O\left(h \log y_{n}\right)\right)$, for $j=1, \ldots, J$.
(ii) The random vector

$$
\left\{\sqrt{n h^{p} \psi\left(y_{n}, x\right)}\left(\frac{\hat{\psi}_{n}\left(y_{n, j}, x\right)-\mathbb{E}\left(\hat{\psi}_{n}\left(y_{n, j}, x\right)\right)}{\psi\left(y_{n, j}, x\right)}\right)\right\}_{j=1, \ldots, J}
$$

is asymptotically Gaussian, centered, with covariance matrix $\|K\|_{2}^{2} C(x)$ where $C_{j, j^{\prime}}(x)=$ $a_{j \wedge j^{\prime}}^{1 / \gamma(x)}$ for $\left(j, j^{\prime}\right) \in\{1, \ldots, J\}^{2}$.

Proof. (i) Since the $\left(X_{i}, Y_{i}\right), i=1, \ldots, n$ are identically distributed, we have

$$
\begin{aligned}
\mathbb{E}\left(\hat{\psi}_{n}\left(y_{n, j}, x\right)\right) & =\int_{\mathbb{R}^{p}} K_{h}(x-t) \bar{F}\left(y_{n, j} \mid t\right) g(t) d t \\
& =\int_{S} K(u) \bar{F}\left(y_{n, j} \mid x-h u\right) g(x-h u) d u
\end{aligned}
$$

under (K). Let us now consider

$$
\begin{align*}
\left|\mathbb{E}\left(\hat{\psi}_{n}\left(y_{n, j}, x\right)\right)-\psi\left(y_{n, j}, x\right)\right| & \leq \bar{F}\left(y_{n, j} \mid x\right) \int_{S} K(u)\left|\frac{\bar{F}\left(y_{n, j} \mid x-h u\right)}{\bar{F}\left(y_{n, j} \mid x\right)} g(x-h u)-g(x)\right| d u \\
& \leq \bar{F}\left(y_{n, j} \mid x\right) \int_{S} K(u)|g(x-h u)-g(x)| d u  \tag{10}\\
& +\bar{F}\left(y_{n, j} \mid x\right) \int_{S} K(u)\left|\frac{\bar{F}\left(y_{n, j} \mid x-h u\right)}{\bar{F}\left(y_{n, j} \mid x\right)}-1\right| g(x-h u) d u \tag{11}
\end{align*}
$$

Under (L.3), and since $g(x)>0$, we have

$$
\begin{equation*}
(10) \leq \bar{F}\left(y_{n, j} \mid x\right) c_{g} h \int_{S} d(u, 0) K(u) d u=\psi\left(y_{n, j}, x\right) O(h) \tag{12}
\end{equation*}
$$

Besides, Lemma 1 implies that

$$
\sup _{u \in S}\left|\frac{\bar{F}\left(y_{n, j} \mid x-h u\right)}{\bar{F}\left(y_{n, j} \mid x\right)}-1\right|=O\left(h \log y_{n, j}\right)=O\left(h \log y_{n}\right)
$$

and therefore, in view of (12),

$$
\begin{align*}
(11) & =\bar{F}\left(y_{n, j} \mid x\right) O\left(h \log y_{n}\right) \int_{S} K(u) g(x-h u) d u \\
& =\bar{F}\left(y_{n, j} \mid x\right) g(x) O\left(h \log y_{n}\right)(1+o(1)) \\
& =\psi\left(y_{n, j}, x\right) O\left(h \log y_{n}\right) \tag{13}
\end{align*}
$$

Combining (12) and (13) concludes the first part of the proof.
(ii) Let $\beta \neq 0$ in $\mathbb{R}^{J}, \Lambda_{n}(x)=\left(n h^{p} \psi\left(y_{n}, x\right)\right)^{-1 / 2}$, and consider the random variable

$$
\begin{aligned}
\Psi_{n} & =\sum_{j=1}^{J} \beta_{j}\left(\frac{\hat{\psi}_{n}\left(y_{n, j}, x\right)-\mathbb{E}\left(\hat{\psi}_{n}\left(y_{n, j}, x\right)\right)}{\Lambda_{n}(x) \psi\left(y_{n, j}, x\right)}\right) \\
& =\sum_{i=1}^{n} \frac{1}{n \Lambda_{n}(x)}\left\{\sum_{j=1}^{J} \frac{\beta_{j} K_{h}\left(x-X_{i}\right) \mathbb{I}\left\{Y_{i} \geq y_{n, j}\right\}}{\psi\left(y_{n, j}, x\right)}-\mathbb{E}\left(\sum_{j=1}^{J} \frac{\beta_{j} K_{h}\left(x-X_{i}\right) \mathbb{I}\left\{Y_{i} \geq y_{n, j}\right\}}{\psi\left(y_{n, j}, x\right)}\right)\right\} \\
& =: \sum_{i=1}^{n} Z_{i, n}
\end{aligned}
$$

Clearly, $\left\{Z_{i, n}, i=1, \ldots, n\right\}$ is a set of centered, independent and identically distributed random variables with variance

$$
\operatorname{var}\left(Z_{i, n}\right)=\frac{1}{n^{2} h^{2 p} \Lambda_{n}^{2}(x)} \operatorname{var}\left(\sum_{j=1}^{J} \beta_{j} K\left(\frac{x-X_{i}}{h}\right) \frac{\mathbb{I}\left\{Y_{i} \geq y_{n, j}\right\}}{\psi\left(y_{n, j}, x\right)}\right)=\frac{1}{n^{2} h^{p} \Lambda_{n}^{2}(x)} \beta^{t} B \beta
$$

where $B$ is the $J \times J$ covariance matrix with coefficients defined for $\left(j, j^{\prime}\right) \in\{1, \ldots, J\}^{2}$ by

$$
\begin{aligned}
B_{j, j^{\prime}} & =\frac{A_{j, j^{\prime}}}{\psi\left(y_{n, j}, x\right) \psi\left(y_{n, j^{\prime}}, x\right)}, \\
A_{j, j^{\prime}} & =\frac{1}{h^{p}} \operatorname{cov}\left(K\left(\frac{x-X}{h}\right) \mathbb{I}\left\{Y \geq y_{n, j}\right\}, K\left(\frac{x-X}{h}\right) \mathbb{I}\left\{Y \geq y_{n, j^{\prime}}\right\}\right) \\
& =\|K\|_{2}^{2} \mathbb{E}\left(\frac{1}{h^{p}} Q\left(\frac{x-X}{h}\right) \mathbb{I}\left\{Y \geq y_{n, j} \vee y_{n, j^{\prime}}\right\}\right) \\
& -h^{p} \mathbb{E}\left(K_{h}(x-X) \mathbb{I}\left\{Y \geq y_{n, j}\right\}\right) \mathbb{E}\left(K_{h}(x-X) \mathbb{I}\left\{Y \geq y_{n, j^{\prime}}\right\}\right)
\end{aligned}
$$

with $Q()=.: K^{2}(.) /\|K\|_{2}^{2}$ also satisfying assumption (K). As a consequence, the three above expectations are of the same nature. Thus, remarking that, for $n$ large enough, $y_{n, j} \vee y_{n, j^{\prime}}=y_{n, j \vee j^{\prime}}$, part (i) of the proof implies

$$
A_{j, j^{\prime}}=\|K\|_{2}^{2} \psi\left(y_{n, j \vee j^{\prime}}, x\right)\left(1+O\left(h \log y_{n}\right)\right)-h^{p} \psi\left(y_{n, j}, x\right) \psi\left(y_{n, j^{\prime}}, x\right)\left(1+O\left(h \log y_{n}\right)\right)
$$

leading to

$$
B_{j, j^{\prime}}=\frac{\|K\|_{2}^{2}}{\psi\left(y_{n, j \wedge j^{\prime}}, x\right)}\left(1+O\left(h \log y_{n}\right)\right)-h^{p}\left(1+O\left(h \log y_{n}\right)\right)=\frac{\|K\|_{2}^{2}}{\psi\left(y_{n, j \wedge j^{\prime}}, x\right)}(1+o(1))
$$

since $\psi\left(y_{n, j \wedge j^{\prime}}, x\right) \rightarrow 0$ as $n \rightarrow \infty$. Now, from the regular variation property ( $\mathbf{F} . \mathbf{1}$ ), it is easily seen that $\psi\left(y_{n, j \wedge j^{\prime}}, x\right)=a_{j \wedge j^{\prime}}^{-1 / \gamma(x)} \psi\left(y_{n}, x\right)(1+o(1))$ entailing

$$
B_{j, j^{\prime}}=\frac{\|K\|_{2}^{2} C_{j, j^{\prime}}(x)}{\psi\left(y_{n}, x\right)}(1+o(1))
$$

and therefore, $\operatorname{var}\left(Z_{i, n}\right) \sim\|K\|_{2}^{2} \beta^{t} C(x) \beta / n$, for all $i=1, \ldots, n$. As a preliminary conclusion, the variance of $\Psi_{n}$ converges to $\|K\|_{2}^{2} \beta^{t} C(x) \beta$. Consequently, Lyapounov criteria for the asymptotic normality of sums of triangular arrays reduces to

$$
\begin{equation*}
\sum_{i=1}^{n} \mathbb{E}\left|Z_{i, n}\right|^{3}=n \mathbb{E}\left|Z_{1, n}\right|^{3} \rightarrow 0 \tag{14}
\end{equation*}
$$

Remark that $Z_{1, n}$ is a bounded random variable:

$$
\left|Z_{1, n}\right| \leq \frac{2\|K\|_{\infty} \sum_{j=1}^{J}\left|\beta_{j}\right|}{n \Lambda_{n}(x) h^{p} \psi\left(y_{n, J}, x\right)}=2\|K\|_{\infty} a_{J}^{1 / \gamma(x)} \sum_{j=1}^{J}\left|\beta_{j}\right| \Lambda_{n}(x)(1+o(1))
$$

and thus,

$$
\begin{aligned}
n \mathbb{E}\left|Z_{1, n}\right|^{3} & \leq 2\|K\|_{\infty} a_{J}^{1 / \gamma(x)} \sum_{j=1}^{J}\left|\beta_{j}\right| \Lambda_{n}(x) n \operatorname{var}\left(Z_{1, n}\right)(1+o(1)) \\
& =2\|K\|_{\infty}\|K\|_{2}^{2} a_{J}^{1 / \gamma(x)} \sum_{j=1}^{J}\left|\beta_{j}\right| \beta^{t} C(x) \beta \Lambda_{n}(x)(1+o(1)) \rightarrow 0
\end{aligned}
$$

as $n \rightarrow \infty$. As a conclusion, $\Psi_{n}$ converges in distribution to a centered Gaussian random variable with variance $\|K\|_{2}^{2} \beta^{t} C(x) \beta$ for all $\beta \neq 0$ in $\mathbb{R}^{p}$. The result is proved.

### 6.2 Proofs of main results

Proof of Theorem 1. Keeping in mind the notations of Lemma 5, the following expansion holds

$$
\begin{equation*}
\Lambda_{n}^{-1}(x) \sum_{j=1}^{J} \beta_{j}\left(\frac{\hat{\bar{F}}_{n}\left(y_{n, j} \mid x\right)}{\bar{F}\left(y_{n, j} \mid x\right)}-1\right)=\frac{\Delta_{1, n}+\Delta_{2, n}-\Delta_{3, n}}{\hat{g}_{n}(x)} \tag{15}
\end{equation*}
$$

where

$$
\begin{aligned}
& \Delta_{1, n}=g(x) \Lambda_{n}^{-1}(x) \sum_{j=1}^{J} \beta_{j}\left(\frac{\hat{\psi}_{n}\left(y_{n, j}, x\right)-\mathbb{E}\left(\hat{\psi}_{n}\left(y_{n, j}, x\right)\right)}{\psi\left(y_{n, j}, x\right)}\right) \\
& \Delta_{2, n}=g(x) \Lambda_{n}^{-1}(x) \sum_{j=1}^{J} \beta_{j}\left(\frac{\hat{\mathbb{E}}\left(\psi_{n}\left(y_{n, j}, x\right)\right)-\psi\left(y_{n, j}, x\right)}{\psi\left(y_{n, j}, x\right)}\right) \\
& \Delta_{3, n}=\left(\sum_{j=1}^{J} \beta_{j}\right) \Lambda_{n}^{-1}(x)\left(\hat{g}_{n}(x)-g(x)\right) .
\end{aligned}
$$

Let us highlight that assumptions $n h^{p+2} \log ^{2}\left(y_{n}\right) \bar{F}\left(y_{n} \mid x\right) \rightarrow 0$ and $n h^{p} \bar{F}\left(y_{n} \mid x\right) \rightarrow \infty$ imply that $h \log y_{n} \rightarrow 0$ as $n \rightarrow \infty$. Thus, from Lemma 5 (ii), the random term $\Delta_{1, n}$ can be rewritten as

$$
\begin{equation*}
\Delta_{1, n}=g(x)\|K\|_{2} \sqrt{\beta^{t} C(x) \beta} \xi_{n} \tag{16}
\end{equation*}
$$

where $\xi_{n}$ converges to a standard Gaussian random variable. The nonrandom term $\Delta_{2, n}$ is controlled with Lemma 5(i):

$$
\begin{equation*}
\Delta_{2, n}=O\left(\Lambda_{n}^{-1}(x) h \log y_{n}\right)=O\left(n h^{p+2} \bar{F}\left(y_{n} \mid x\right) \log ^{2}\left(y_{n}\right)\right)^{1 / 2}=o(1) \tag{17}
\end{equation*}
$$

Finally, $\Delta_{3, n}$ is a classical term in kernel density estimation, which can be bounded by Lemma 4:

$$
\begin{equation*}
\Delta_{3, n}=O\left(h \Lambda_{n}^{-1}(x)\right)+O_{P}\left(\Lambda_{n}^{-1}(x)\left(n h^{p}\right)^{-1 / 2}\right)=O\left(n h^{p+2} \bar{F}\left(y_{n} \mid x\right)\right)^{1 / 2}+O_{P}\left(\bar{F}\left(y_{n} \mid x\right)\right)^{1 / 2}=o_{P}(1) \tag{18}
\end{equation*}
$$

Collecting (15)-(18), it follows that

$$
\hat{g}_{n}(x) \Lambda_{n}^{-1}(x) \sum_{j=1}^{J} \beta_{j}\left(\frac{\hat{\bar{F}}_{n}\left(y_{n, j} \mid x\right)}{\bar{F}\left(y_{n, j} \mid x\right)}-1\right)=g(x)\|K\|_{2} \sqrt{\beta^{t} C(x) \beta} \xi_{n}+o_{P}(1)
$$

Finally, $\hat{g}_{n}(x) \xrightarrow{P} g(x)$ yields

$$
\sqrt{n h^{p} \bar{F}\left(y_{n} \mid x\right)} \sum_{j=1}^{J} \beta_{j}\left(\frac{\hat{\bar{F}}_{n}\left(y_{n, j} \mid x\right)}{\bar{F}\left(y_{n, j} \mid x\right)}-1\right)=\|K\|_{2} \sqrt{\frac{\beta^{t} C(x) \beta}{g(x)}} \xi_{n}+o_{P}(1)
$$

and the result is proved.

Proof of Theorem 2. Introduce for $j=1, \ldots, J$,

$$
\begin{aligned}
\sigma_{n, j}(x) & =q\left(\alpha_{n, j} \mid x\right)\left(n h^{p} \alpha_{n}\right)^{-1 / 2} \\
v_{n, j}(x) & =\alpha_{n, j}^{-1} \gamma(x)\left(n h^{p} \alpha_{n}\right)^{1 / 2} \\
W_{n, j}(x) & =v_{n, j}(x)\left(\hat{\bar{F}_{n}}\left(q\left(\alpha_{n, j} \mid x\right)+\sigma_{n, j}(x) z_{j} \mid x\right)-\bar{F}\left(q\left(\alpha_{n, j} \mid x\right)+\sigma_{n, j}(x) z_{j} \mid x\right)\right) \\
a_{n, j}(x) & =v_{n, j}(x)\left(\alpha_{n, j}-\bar{F}\left(q\left(\alpha_{n, j} \mid x\right)+\sigma_{n, j}(x) z_{j} \mid x\right)\right)
\end{aligned}
$$

and $z_{j} \in \mathbb{R}$. We examine the asymptotic behavior of $J$-variate function defined by

$$
\begin{aligned}
\Phi_{n}\left(z_{1}, \ldots, z_{J}\right) & =\mathbb{P}\left(\bigcap_{j=1}^{J}\left\{\sigma_{n, j}^{-1}(x)\left(\hat{q}_{n}\left(\alpha_{n, j} \mid x\right)-q\left(\alpha_{n, j} \mid x\right) \leq z_{j}\right\}\right)\right. \\
& =\mathbb{P}\left(\bigcap_{j=1}^{J}\left\{\hat{\bar{F}}_{n}\left(q\left(\alpha_{n, j} \mid x\right)+\sigma_{n, j}(x) z_{j} \mid x\right) \leq \alpha_{n, j}\right\}\right) \\
& =\mathbb{P}\left(\bigcap_{j=1}^{J}\left\{W_{n, j}(x) \leq a_{n, j}(x)\right\}\right) .
\end{aligned}
$$

Let us first focus on the nonrandom term $a_{n, j}(x)$. From assumptions (F.1) and (F.2), Karamata representation (4) shows that $\bar{F}(. \mid x)$ is differentiable. Thus, for each $j \in\{1, \ldots, J\}$ there exists $\theta_{n, j} \in(0,1)$ such that

$$
\begin{equation*}
\bar{F}\left(q\left(\alpha_{n, j} \mid x\right) \mid x\right)-\bar{F}\left(q\left(\alpha_{n, j} \mid x\right)+\sigma_{n, j}(x) z_{j} \mid x\right)=-\sigma_{n, j}(x) z_{j} \bar{F}^{\prime}\left(q_{n, j} \mid x\right) \tag{19}
\end{equation*}
$$

where $q_{n, j}=q\left(\alpha_{n, j} \mid x\right)+\theta_{n, j} \sigma_{n, j}(x) z_{j}$. It is clear that $q\left(\alpha_{n, j} \mid x\right) \rightarrow \infty$ and $\sigma_{n, j}(x) / q\left(\alpha_{n, j} \mid x\right) \rightarrow 0$ as $n \rightarrow \infty$. As a consequence, $q_{n, j} \rightarrow \infty$ and thus Karamata representation (4) entails

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{q_{n, j} \bar{F}^{\prime}\left(q_{n, j} \mid x\right)}{\bar{F}\left(q_{n, j} \mid x\right)}=-1 / \gamma(x) \tag{20}
\end{equation*}
$$

Moreover, since $q_{n, j} \sim q\left(\alpha_{n, j} \mid x\right)$ as $n \rightarrow \infty$ and $\bar{F}(. \mid x)$ is regularly varying, it follows that $\bar{F}\left(q_{n, j} \mid x\right) \sim \bar{F}\left(q\left(\alpha_{n, j} \mid x\right) \mid x\right)=\alpha_{n, j}$. In view of (19) and (20), we end up with

$$
\begin{equation*}
a_{n, j}(x)=\frac{v_{n, j}(x) \sigma_{n, j}(x) \alpha_{n, j} z_{j}}{\gamma(x) q\left(\alpha_{n, j} \mid x\right)}(1+o(1))=z_{j}(1+o(1)) . \tag{21}
\end{equation*}
$$

Let us now turn to the random term $W_{n, j}(x)$. Defining $a_{j}=\tau_{j}^{-\gamma(x)}, y_{n, j}=q\left(\alpha_{n, j} \mid x\right)+\sigma_{n, j}(x) z_{j}$ for $j=1, \ldots, J$ and $y_{n}=q\left(\alpha_{n} \mid x\right)$, we have $y_{n, j} \sim q\left(\alpha_{n, j} \mid x\right) \sim a_{j} y_{n}$ since $q(. \mid x)$ is regularly varying a 0 with index $-\gamma(x)$. Using the same argument, it is easily shown that $\log y_{n} \sim-\gamma(x) \log \alpha_{n}$. As a consequence, Theorem 1 applies and the random vector

$$
\left\{\frac{\sqrt{n h^{p} \bar{F}\left(y_{n} \mid x\right)}}{v_{n, j}(x) \bar{F}\left(y_{n, j} \mid x\right)} W_{n, j}\right\}_{j=1, \ldots, J}=(1+o(1))\left\{\frac{W_{n, j}}{\gamma(x)}\right\}_{j=1, \ldots, J}
$$

converges to a centered Gaussian random variable with covariance matrix $\frac{\|K\|_{2}^{2}}{g(x)} C(x)$. Taking account of (21), we obtain that $\Phi_{n}\left(z_{1}, \ldots, z_{J}\right)$ converges to the cumulative distribution function of a centered Gaussian distribution with covariance matrix $\frac{\|K\|_{2}^{2} \gamma^{2}(x)}{g(x)} C(x)$ evaluated at $\left(z_{1}, \ldots, z_{J}\right)$, which is the desired result.

Proof of Corollary 1. Introducing $\alpha_{n, j}=\tau_{j} \alpha_{n}$ for all $j \in\{1,2,3\}$ with $\tau_{1}=4, \tau_{2}=2, \tau_{3}=1$ and $\alpha_{n}=k / n$, Theorem 2 shows that, for $j \in\{1,2,3\}$,

$$
\begin{equation*}
\frac{\hat{q}_{n}\left(\alpha_{n, j} \mid x\right)}{q\left(\alpha_{n, j} \mid x\right)}=1+\sigma_{n} \xi_{n, j} \tag{22}
\end{equation*}
$$

where $\left(\xi_{n, 1}, \xi_{n, 2}, \xi_{n, 3}\right)^{t}$ converges to a centered Gaussian random vector with covariance matrix

$$
\mid K \|_{2}^{2} \gamma^{2}(x) / g(x)\left[\begin{array}{ccc}
1 / 4 & 1 / 4 & 1 / 4 \\
1 / 4 & 1 / 2 & 1 / 2 \\
1 / 4 & 1 / 2 & 1
\end{array}\right]
$$

Replacing (22) in $\hat{\gamma}_{n}^{\mathrm{P}}(x)$ yields

$$
\begin{aligned}
(\log 2) \hat{\gamma}_{n}^{\mathrm{P}}(x) & =\log \left(\frac{q\left(\alpha_{n, 3} \mid x\right)}{q\left(\alpha_{n, 2} \mid x\right)}\left(1+\sigma_{n} \xi_{n, 3}\right)-1-\sigma_{n} \xi_{n, 2}\right) \\
& -\log \left(1+\sigma_{n} \xi_{n, 2}-\frac{q\left(\alpha_{n, 1} \mid x\right)}{q\left(\alpha_{n, 2} \mid x\right)}\left(1+\sigma_{n} \xi_{n, 1}\right)\right) \\
& =\log \left(2^{\gamma(x)}\left(1+O\left(\varepsilon\left(q\left(\alpha_{n, 2} \mid x\right) \mid x\right)\right)\right)\left(1+\sigma_{n} \xi_{n, 3}\right)-1-\sigma_{n} \xi_{n, 2}\right) \\
& -\log \left(1+\sigma_{n} \xi_{n, 2}-2^{-\gamma(x)}\left(1+O\left(\varepsilon\left(q\left(\alpha_{n, 2} \mid x\right) \mid x\right)\right)\right)\left(1+\sigma_{n} \xi_{n, 1}\right)\right)
\end{aligned}
$$

in view of Lemma 2(i). As a consequence of assumption $\left.\varepsilon\left(q\left(\alpha_{n, 2} \mid x\right) \mid x\right)\right) / \sigma_{n} \rightarrow 0$, we obtain

$$
\begin{aligned}
(\log 2) \hat{\gamma}_{n}^{\mathrm{P}}(x) & =\log \left(2^{\gamma(x)}-1+\sigma_{n}\left(2^{\gamma(x)} \xi_{n, 3}-\xi_{n, 2}+o_{P}(1)\right)\right) \\
& -\log \left(1-2^{-\gamma(x)}+\sigma_{n}\left(\xi_{n, 2}-2^{-\gamma(x)} \xi_{n, 1}+o_{P}(1)\right)\right)
\end{aligned}
$$

Standard calculations lead to

$$
\begin{aligned}
\sigma_{n}^{-1}(\log 2)\left(\hat{\gamma}_{n}^{\mathrm{P}}(x)-\gamma(x)\right) & =\sigma_{n}^{-1} \log \left(1+\frac{\sigma_{n}}{2^{\gamma(x)}-1}\left(2^{\gamma(x)} \xi_{n, 3}-\xi_{n, 2}+o_{P}(1)\right)\right) \\
& -\sigma_{n}^{-1} \log \left(1+\frac{\sigma_{n}}{1-2^{-\gamma(x)}}\left(\xi_{n, 2}-2^{-\gamma(x)} \xi_{n, 1}+o_{P}(1)\right)\right) \\
& =\frac{\xi_{n, 1}-\left(1+2^{\gamma(x)}\right) \xi_{n, 2}+2^{\gamma(x)} \xi_{n, 3}}{2^{\gamma(x)}-1}+o_{P}(1)
\end{aligned}
$$

which converges to a centered Gaussian random variable with variance $\frac{\|K\|_{2}^{2} \gamma^{2}(x)\left(2^{2 \gamma(x)+1}+1\right)^{2}}{4\left(2^{\gamma(x)}-1\right)^{2} g(x)}$, and the conclusion follows.

Proof of Corollary 2. Left us define $\alpha_{n, j}=\tau_{j} k / n$ for $j=1, \ldots, J$ and consider the expansion $\sigma_{n}^{-1}\left(\hat{\gamma}_{n}^{\mathrm{H}}(x)-\gamma(x)\right)=T_{n, 1}+T_{n, 2}$ with

$$
\begin{aligned}
T_{n, 1} & =c_{J}^{-1} \sum_{j=1}^{J} \sigma_{n}^{-1}\left[\log \left(\frac{\hat{q}_{n}\left(\alpha_{n, j} \mid x\right)}{q\left(\alpha_{n, j} \mid x\right)}\right)-\log \left(\frac{\hat{q}_{n}\left(\alpha_{n, 1} \mid x\right)}{q\left(\alpha_{n, 1} \mid x\right)}\right)\right] \\
T_{n, 2} & =\sigma_{n}^{-1} c_{J}^{-1} \sum_{j=1}^{J} \log \left(\tau_{j}^{\gamma(x)} \frac{q\left(\alpha_{n, j} \mid x\right)}{q\left(\alpha_{n, 1} \mid x\right)}\right) \\
c_{J} & =\sum_{j=1}^{J} \log \left(1 / \tau_{j}\right)
\end{aligned}
$$

Let us first focus on $T_{n, 1}$. Following Theorem $2, \hat{q}_{n}\left(\alpha_{n, j} \mid x\right) / q\left(\alpha_{n, j} \mid x\right) \xrightarrow{P} 1$ as $\mathrm{n} \rightarrow \infty$ uniformly in $j=1, \ldots, J$ and thus

$$
\left\{\sigma_{n}^{-1} \log \left(\frac{\hat{q}_{n}\left(\alpha_{n, j} \mid x\right)}{q\left(\alpha_{n, j} \mid x\right)}\right)\right\}_{j=1, \ldots, J}=\left(1+o_{P}(1)\right)\left\{\sigma_{n}^{-1}\left(\frac{\hat{q}_{n}\left(\alpha_{n, j} \mid x\right)}{q\left(\alpha_{n, j} \mid x\right)}-1\right)\right\}_{j=1, \ldots, J}
$$

which converges in distribution to a centered Gaussian random vector with covariance matrix $\|K\|_{2}^{2} \gamma^{2}(x) \Sigma / g(x)$. As a consequence $T_{n, 1}$ converges in distribution to a centered Gaussian random variable with variance $\left(\beta^{t} \Sigma \beta\right)\|K\|_{2}^{2} \gamma^{2}(x) /\left(g(x) c_{J}^{2}\right)$ with $\beta=(1-J, 1, \ldots, 1)^{t} \in \mathbb{R}^{J}$. Straightforward calculations show that $\beta^{t} \Sigma \beta=V_{J} c_{J}^{2}$. Finally, $T_{n, 2}$ is a finite sum of $J$ terms which can be controlled with Lemma 2(ii): $T_{n, 2}=\sigma_{n}^{-1} O\left(\varepsilon\left(q\left(\alpha_{1, n} \mid x\right) \mid x\right)\right)$ with $\alpha_{1, n}=k / n$ and thus $T_{n, 2} \rightarrow 0$ as $\mathrm{n} \rightarrow \infty$ under the considered assumptions.

Proof of Theorem 3. The proof is based on the following expansion:

$$
\frac{\sqrt{n h^{p} \alpha_{n}}}{\log \left(\alpha_{n} / \beta_{n}\right)}\left(\log \left(\hat{q}_{n}^{\mathrm{W}}\left(\beta_{n} \mid x\right)\right)-\log \left(q\left(\beta_{n} \mid x\right)\right)\right)=\frac{\sqrt{n h^{p} \alpha_{n}}}{\log \left(\alpha_{n} / \beta_{n}\right)}\left(Q_{n, 1}+Q_{n, 2}+Q_{n, 3}\right)
$$

where we have introduced

$$
\begin{aligned}
Q_{n, 1} & =\sqrt{n h^{p} \alpha_{n}}\left(\hat{\gamma}_{n}(x)-\gamma(x)\right) \\
Q_{n, 2} & =\frac{\sqrt{n h^{p} \alpha_{n}}}{\log \left(\alpha_{n} / \beta_{n}\right)} \log \left(\hat{q}_{n}\left(\alpha_{n} \mid x\right) / q\left(\alpha_{n} \mid x\right)\right) \\
Q_{n, 3} & =\frac{\sqrt{n h^{p} \alpha_{n}}}{\log \left(\alpha_{n} / \beta_{n}\right)}\left(\log q\left(\alpha_{n} \mid x\right)-\log q\left(\beta_{n} \mid x\right)+\gamma(x) \log \left(\alpha_{n} / \beta_{n}\right)\right)
\end{aligned}
$$

First, $Q_{n, 1} \xrightarrow{d} \mathcal{N}\left(0, v^{2}(x)\right)$ as a straightforward consequence of the assumptions. Second, Theorem 2 implies that $\hat{q}_{n}\left(\alpha_{n} \mid x\right) / q\left(\alpha_{n} \mid x\right) \xrightarrow{P} 1$ and

$$
Q_{n, 2}=\frac{\sqrt{n h^{p} \alpha_{n}}}{\log \left(\alpha_{n} / \beta_{n}\right)}\left(\frac{\hat{q}_{n}\left(\alpha_{n} \mid x\right)}{q\left(\alpha_{n} \mid x\right)}-1\right)(1+o(1))=\frac{O_{P}(1)}{\log \left(\alpha_{n} / \beta_{n}\right)}
$$

Consequently, $Q_{n, 2} \xrightarrow{P} 0$ as $n \rightarrow \infty$. Finally, from Lemma 2(i), $Q_{n, 3}=O\left(\sqrt{n h^{p} \alpha_{n}} \varepsilon\left(q\left(\alpha_{n} \mid x\right) \mid x\right)\right)$, which converges to 0 in view of the assumptions.
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Figure 1: Comparison between the error distributions obtained with the cross-validation strategy $\left(\Delta_{c v}^{(p)}\right.$, light gray) and the oracle strategy $\left(\Delta_{\text {oracle }}^{(p)}\right.$, transparent) on $N=100$ samples of size $n=300$.


Figure 2: Comparison of the true quantile (solid line) with the estimated ones obtained by the cross-validation strategy (dotted line) and the oracle strategy (dashed line). The sample size is $n=300$. The vertical axis is in a logarithmic scale. Top: worst $10 \%$ estimator, middle: median estimator, bottom: best $10 \%$ estimator.


Figure 3: Comparison of the true quantile (solid line) with the ones quantiles obtained by the cross-validation strategy (dotted line) and the oracle strategy (dashed line). The sample size is $n=1000$. The vertical axis is in a logarithmic scale. Top: worst $10 \%$ estimator, middle: median estimator, bottom: best $10 \%$ estimator.


Figure 4: QQ-plots obtained at three different points: $x=0.25(\star \star \star), x=0.50(\circ \circ \circ)$ and $x=0.75$ $(+++)$.


Figure 5: Hill plots obtained at three different points: $x=0.25(\star \star \star), x=0.50(\circ \circ \circ)$ and $x=0.75$ $(+++)$.


Figure 6: Real data scatter-plot $\left(X_{i}, Y_{i}\right), i=1, \ldots, n$ and estimated extreme level curves $(\zeta=20$ : solid line, $\zeta=10$ : dashed line, $\zeta=5$ : dash-dotted line)

