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Abstract

Given a discrete-valued sample X1, . . . , Xn we wish to test whether it

was generated by a process belonging to a family H0, or it was generated

by a process outside H0. All process distributions are assumed stationary

ergodic, and no further probabilistic or parametric assumptions are made.

We require the Type I error of the test to be uniformly bounded, while

the probability of Type II error has to tend to zero as the sample size in-

creases. For this notion of consistency we provide necessary and sufficient

conditions on the family H0 for the existence of a consistent test. This

criterion is illustrated with applications to testing for a membership to

parametric families, generalizing some existing results.
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1 Introduction

Given a sample X1, . . . , Xn (where Xi are from a finite alphabet A) that is
known to be generated by a stationary ergodic process, we wish to decide
whether it was generated by a distribution belonging to a certain family H0,
versus it was generated by a stationary ergodic distribution that does not belong
to H0. Unlike most of the works on the subject, we do not assume that Xi are
i.i.d., but only make a much weaker assumption that the distribution generating
the sample is stationary ergodic.

A test is a function that takes a sample and an additional parameter α (the
significance level), and gives a binary (possibly incorrect) answer: the sample
was generated by a distribution from H0 or by a stationary ergodic distribution
not belonging to H0. Here we are concerned with characterizing those families
H0 for which consistent tests exist.

We consider the following notion of consistency. Call a test consistent if,
for any pre-specified level α ∈ (0, 1), any sample size n and any distribution in
H0 the probability of Type I error (the test says “not H0”) is not greater than
α, while for every stationary ergodic distribution from outside H0 and every
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α the probability of Type II error (the test says H0) goes to 0, as the sample
size goes to infinity. This notion of consistency represents a classical statistical
approach to the problem, and suites well situations where the hypothesis H0 is
considerably more simple than the alternative, for example when H0 consists
of just one distributions, or when it is some parametric family, or when it is
the hypothesis of homogeneity or that of independence. It is also worth noting
that in many practical situations the Type I and Type II errors may have very
different meaning: for example, this is the case when H0 is interpreted as that
a patient has a certain ailment, and the alternative as that he does not. In such
cases, it is natural to require a hard guarantee on the error of one type.
Prior work. There is a vast body of literature on hypothesis testing for i.i.d.
(real- or discrete-valued) data (see e.g. [8]). In the context of discrete-valued
i.i.d. data, the necessary and sufficient conditions for the existence of a consis-
tent test are rather obvious: there is a consistent test for H0 (against “i.i.d. but
not H0”) if and only if H0 is closed, where the topology is that of the parameter
space (probabilities of each symbol), see e.g. [4]. The consistency being easy to
ensure, the prime concern for the case of i.i.d. data is optimality.

There is, however, much less literature on hypothesis testing beyond i.i.d.
or parametric models, while the questions of determining whether a consistent
test exists (for different notions of consistency and different hypotheses) is much
less trivial. For a weaker notion of consistency, namely, requiring that the test
should stabilize on the correct answer for a.e. realization of the process (un-
der either H0 or the alternative), [7] constructs a consistent test for so-called
constrained finite-state model classes (including finite-state Markov and hidden
Markov processes), against the general alternative of stationary ergodic pro-
cesses. For the same notion of consistency, [9] gives sufficient conditions on two
families H0 and H1 that consist of stationary ergodic real-valued processes, un-
der which a consistent test exists, extending the results of [5] for i.i.d. data. The
latter condition is that H0 and H1 are contained in disjoint Fσ sets (countable
unions of closed sets), with respect to the topology of weak convergence. For
the notion of consistency that we consider, consistent tests for some specific
hypotheses, but under the general alternative of stationary ergodic processes,
have been proposed in [10, 11, 12], which address problems of testing identity,
independence, estimating the order of a Markov process, and also the change
point problem.
The results. The aim of this work is to provide topological characterizations
of the hypotheses for which consistent tests exist, for the case of stationary
ergodic distributions. The obtained characterization is rather similar to those
mentioned above for the case of i.i.d. data, but is with respect to the topology
of distributional distance (or weak convergence). The fact that necessary and
sufficient conditions are obtained indicates that this topology is the right one
to consider.

A distributional distance between two process distributions is defined as a
weighted sum of probabilities of all possible tuples X ∈ A∗, where A is the
alphabet and the weights are positive and have a finite sum. The main result
is the following theorem (formalized in the next sections).
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Theorem. There exists a consistent test for H0 if and only ifH0 has probability
1 with respect to ergodic decomposition of every distribution from the closure
of H0.

The test that we construct to establish this result is based on empirical
estimates of distributional distance. For a given level α, it takes the largest ε-
neighbourhood of the closure of H0 that has probability not greater than 1− α
with respect to every ergodic process in it, and outputs 0 if the sample falls into
this neighbourhood, and 1 otherwise.

To illustrate applicability of the main result, we show that any set of pro-
cesses which is continuously parametrized by a compact set of parameters, and
is closed under taking ergodic decompositions, can be consistently tested against
its complement to the set of all stationary ergodic processes. Such parametric
families include k-order Markov processes, k-state Hidden Markov processes (for
any natural k), and many others.

2 Preliminaries

Let A be a finite alphabet, and denote A∗ the set of words (or tuples) ∪∞
i=1A

i.
For a word B the symbol |B| stands for the length of B. Denote Bi the ith
element of A∗, enumerated in such a way that the elements of Ai appear before
the elements of Ai+1, for all i ∈ N. Distributions, or (stochastic) processes, are
measures on the space (A∞,FA∞), where FA∞ is the Borel sigma-algebra of
A∞. Denote #(X,B) the number of occurrences of a word B in a word X ∈ A∗

and ν(X,B) its frequency:

#(X,B) =

|X|−|B|+1
∑

i=1

I{(Xi,...,Xi+|B|−1)=B},

and

ν(X,B) =

{ 1
|X|−|B|+1#(X,B) if |X | ≥ |B|,

0 otherwise,
(1)

where X = (X1, . . . , X|X|). For example, ν(0001, 00) = 2/3.
We use the abbreviation X1..k for X1, . . . , Xk. A process ρ is stationary if

ρ(X1..|B| = B) = ρ(Xt..t+|B|−1 = B)

for any B ∈ A∗ and t ∈ N. Denote S the set of all stationary processes on A∞. A
stationary process ρ is called (stationary) ergodic if the frequency of occurrence
of each word B in a sequence X1, X2, . . . generated by ρ tends to its a priori
(or limiting) probability a.s.: ρ(limn→∞ ν(X1..n, B) = ρ(X1..|B| = B)) = 1.
By virtue of the ergodic theorem (e.g. [3]), this definition can be shown to
be equivalent to the standard definition of stationary ergodic processes (every
shift-invariant set has measure 0 or 1; see e.g. [4]). Denote E the set of all
stationary ergodic processes.
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A distributional distance is defined for a pair of processes ρ1, ρ2 as fol-
lows [6]:

d(ρ1, ρ2) =

∞
∑

i=1

wi|ρ1(X1..|Bi| = Bi) − ρ2(X1..|Bi| = Bi)|,

where wi are summable positive real weights (e.g. wk = 2−k: we fix this choice
for the sake of concreteness). It is easy to see that d is a metric. Equipped
with this metric, the space of all stochastic processes is a compact, and the set
of stationary processes S is its convex closed subset. (The set E is not closed.)
When talking about closed and open subsets of S we assume the topology of d.
For H ⊂ S, denote clH the closure of H .

Compactness of the set S is one of the main ingredients of the analysis in
this work. Another is that the distance d can be consistently estimated, as is
demonstrated in Lemma 1 of section 5 below (see also [12]).

Considering the Borel (with respect to the metric d) sigma-algebra FS on
the set S, we obtain a standard probability space (S,FS). An important tool
that will be used in the analysis is ergodic decomposition of stationary pro-
cesses (see e.g. [6, 3]): any stationary process can be expressed as a mixture
of stationary ergodic processes. More formally, for any ρ ∈ S there is a mea-
sure Wρ on (S,FS), such that Wρ(E) = 1, and ρ(B) =

∫

dWρ(µ)µ(B), for any
B ∈ FA∞ . The support of a stationary distribution ρ is the minimal closed set
U ⊂ S such that Wρ(U) = 1.

A test is a function ψα : A∗ → {0, 1} that takes as input a sample and
a parameter α ∈ (0, 1), and outputs a binary answer, where the answer 0 is
interpreted as “the sample was generated by a distribution that belongs to
H0”, and the answer 1 as “the sample was generated by a stationary ergodic
distribution that does not belong to H0.” A test ϕ makes the Type I error if it
says 1 while H0 is true, and it makes Type II error if it says 0 while H0 is false.

Call a test ψα, α ∈ (0, 1) consistent if: (i) The probability of Type I error
is always bounded by α: ρ{X ∈ An : ψα(X) = 1} ≤ α for every ρ ∈ H0, every
n ∈ N and every α ∈ (0, 1), and (ii) Type II error is made not more than a finite
number of times with probability 1: ρ(limn→∞ ψα(X1..n) = 1) = 1 for every
ρ ∈ E\H0 and every α ∈ (0, 1).

3 Main results

The test constructed below is based on empirical estimates of the distributional
distance d:

d̂(X1..n, ρ) =

∞
∑

i=1

wi|ν(X1..n, Bi) − ρ(Bi)|,

where n ∈ N, ρ ∈ S, X1..n ∈ An. That is, d̂(X1..n, ρ) measures the discrep-
ancy between empirically estimated and theoretical probabilities. For a sample
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X1..n ∈ An and a hypothesis H ⊂ E define

d̂(X1..n, H) = inf
ρ∈H

d̂(X1..n, ρ).

Construct the test ψα
H0
, α ∈ (0, 1) as follows. For each n ∈ N, δ > 0 and

H ⊂ E define the neighbourhood bnδ (H) of n-tuples around H as

bnδ (H) := {X ∈ An : d̂(X,H) ≤ δ}.

Moreover, let
γn(H, θ) := inf{δ : inf

ρ∈H
ρ(bnδ (H)) ≥ θ}

be the smallest radius of a neighbourhood around H that has probability not
less than θ with respect to every process in H , and let Cn(H, θ) := bnγn(H,θ)(H)
be a neighbourhood of this radius. Define

ψα
H0

(X1..n) :=

{

0 if X1..n ∈ Cn(clH0 ∩ E , 1 − α),
1 otherwise.

We will often omit the subscript H0 from ψα
H0

when it can cause no confusion.
The main result of this work is the following theorem, whose proof is given

in section 5.

Theorem 1. Let H0 ⊂ E. The following statements are equivalent:

(i) There exists a consistent test for H0.

(ii) The test ψα
H0

is consistent.

(iii) The set H0 has probability 1 with respect to ergodic decomposition of every
ρ in the closure of H0: Wρ(H0) = 1 for each ρ ∈ clH0.

4 Applications: testing membership to paramet-

ric families

The first simple illustration of Theorem 1 above is identity testing, or goodness
of fit: testing whether a distribution generating the sample obeys a certain given
law, versus it does not. Let ρ ∈ E , H0 = {ρ}. Since H0 is closed, Theorem 1
implies that there is a consistent test for H0. Identity testing is a classical
problem of mathematical statistics, with solutions (e.g. based on Pearson’s χ2

statistic) for i.i.d. data (e.g. [8]), and Markov chains [2]. For stationary ergodic
processes, [11] gives a consistent test when H0 has a finite and bounded memory,
and [12] for the general case.

Another example is bounding the order of a Markov or a Hidden Markov
process. Theorem 1 implies that for any given k ∈ N there is a consistent test
of the hypothesis Mk= “the process is Markov of order not greater than k”
(against E\Mk). Moreover, there is a consistent test of HMk=“the process is
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given by a Hidden Markov process with not more than k states.” Indeed, in
both cases (k-order Markov, Hidden Markov with not more than k states), the
hypothesis H0 is a parametric family, with a compact set of parameters, and a
continuous function mapping parameters to processes (that is, to the space S).
Weierstrass theorem then implies that the image of such a compact parameter
set is closed (and compact). Moreover, in both cases H0 is closed under taking
ergodic decompositions. Thus, by Theorem 1, there exists a consistent test.

The problem of estimating the order of a (hidden) Markov process, based
on a sample from it, was addressed in a number of works. In the contest of
hypothesis testing, consistent tests for Mk against Mt with t > k were given in
[1], see also [2]. For a weaker notion of consistency (the test has to stabilize on
the correct answer eventually, with probability 1) the existence of a consistent
test for HMk was established in [7]. For the notion of consistency considered
here, a consistent test for Mk was proposed in [10], while for the case of testing
HMk the result above is apparently new.

Moreover, from the discussion above one can see that the following gen-
eralization is valid. Let H0 ⊂ S be a set of processes that is continuously
parametrized by a compact set of parameters. If H0 is closed under taking er-
godic decompositions, then there is a consistent test for H0. In particular, this
strengthens the mentioned result of [7], since a stronger notion of consistency is
used, as well as a more general class of parametric families is considered.

5 Proofs

The proofs will use the following lemmas.

Lemma 1 (d̂ is consistent). Let ρ, ξ ∈ E and let a sample X1..k) be generated
by ρ. Then

lim
k→∞

d̂(X1..k, ξ) = d(ρ, ξ) ρ-a.s.

The proof is based on the fact that the frequency of each word converges to
its expectation. For each δ we can find a time by which the firstK(δ) frequencies
will have converged up to δ, where K(δ) is such that the cumulative weight of
the rest of the frequencies is smaller than δ too.

Proof. For any ε > 0 find such an index J that
∑∞

i=J wi < ε/2. For each j we
have limk→∞ ν(X1..k, Bj) = ρ(Bj) a.s., so that |ν(X1..k, Bj)−ρ(Bj)| < ε/(2Jwj)
from some k on; denote Kj this k. Let K = maxj<J Kj (K depends on the
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realization X1, X2, . . . ). Thus, for k > K we have

|d̂(X1..k, ξ) − d(ρ, ξ)| =

∣

∣

∣

∣

∣

∞
∑

i=1

wi

(

|ν(X1..k, Bi) − ξ(Bi)| − |ρ(Bi) − ξ(Bi)|
)

∣

∣

∣

∣

∣

≤

∞
∑

i=1

wi|ν(X1..k, Bi) − ρ(Bi)| ≤

J
∑

i=1

wi|ν(X1..k, Bi) − ρX(Bi)| + ε/2

≤

J
∑

i=1

wiε/(2Jwi) + ε/2 = ε,

which proves the statement.

Lemma 2 (smooth probabilities of deviation). Let m > 2k > 1, ρ ∈ S, H ⊂ S,
and ε > 0. Then

ρ(d̂(X1..m, H) ≥ ε) ≤ ρ

(

d̂(X1..k, H) ≥ ε−
2k

m− k + 1
− tk

)

, (2)

where tk is the sum of all the weights of tuples longer than k in the definition
of d: tk :=

∑

i:|Bi|>n wi, and

ρ(d̂(X1..m, H) ≤ ε) ≤ ρ

(

d̂(X1..k, H) ≤
m

m− k + 1
ε+

2k

m− k + 1

)

. (3)

The meaning of this lemma is as follows. For any word X1..m, if it is far
away from (or close to) a given distribution µ (in the empirical distributional
distance), then some of its shorter subwords Xi..i+k is far from (close to) µ too.
By stationarity, we may assume that i = 1. Therefore, the probability of a δ-ball
of samples of a given length is close to the probability of a δ-ball of samples of
smaller size. In other words, for a stationary distribution µ, it cannot happen
that a small sample is likely to be close to µ, but a larger sample is likely to be
far.

Proof. Let B be a tuple such that |B| < k and X1..m ∈ Am be any sample
of size m > 1. The number of occurrences of B in X can be bounded by the
number of occurrences of B in subwords of X of length k as follows:

#(X1..m, B) ≤
1

k − |B| + 1

m−k+1
∑

i=1

#(Xi..i+k−1, B) + 2k

=

m−k+1
∑

i=1

ν(Xi..i+k−1, B) + 2k.

Indeed, summing over i = 1..m − k the number of occurrences of B in all
Xi..i+k−1 we count each occurrence of B exactly k − |B| + 1 times, except for
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those that occur in the first and last k symbols. Dividing by m− |B| + 1, and
using the definition (1), we obtain

ν(X1..m, B) ≤
1

m− |B| + 1

(

m−k+1
∑

i=1

ν(Xi..i+k−1, B)| + 2k

)

. (4)

Summing over all B, for any µ, we get

d̂(X1..m, µ) ≤
1

m− k + 1

m−k+1
∑

i=1

d̂(Xi..i+n−1, µ) +
2k

m− k + 1
+ tk, (5)

where in the right-hand side tk corresponds to all the summands in the left-hand
side for which |B| > k, where for the rest of the summands we used |B| ≤ k.
Since this holds for any µ, we conclude that

d̂(X1..m, H) ≤
1

m− k + 1

(

m−k+1
∑

i=1

d̂(Xi..i+k−1, H)

)

+
2k

m− k + 1
+ tk.

Therefore, for any X1..m ∈ Am, if d̂(X1..m, H) > ε then there is an index

i ≤ m− k such that d̂(Xi..i+k−1, H) > ε− 2k
m−k+1 − tk. Moreover, we have (by

the definition of stationarity)

ρ(d̂(Xi..i+k−1, H) > ε′) = ρ(d̂(X1..k, H) > ε′)

where ε′ = ε− 2k
m−k+1 − tk. So we have

ρ
(

d̂(X1..k, H) ≥ ε′
)

≥ ρ
(

d̂(X1..m, H) ≥ ε
)

,

proving (2). The second statement can be proven similarly; indeed, analogously
to (4) we have

ν(X1..m, B) ≥
1

m− |B| + 1

m−k+1
∑

i=1

ν(Xi..i+k−1, B) −
2k

m− |B| + 1

≥
1

m− k + 1

(

m− k + 1

m

m−k+1
∑

i=1

ν(Xi..i+k−1, B)

)

−
2k

m
,

where we have used |B| ≥ 1. Summing over different B, we obtain (similar to
(5)),

d̂(X1..m, µ) ≥
1

m− k + 1

m−k+1
∑

i=1

m− k + 1

m
d̂k(Xi..i+n−1, µ) −

2k

m

(since the frequencies are non-negative, there is no tn term here), which, using
stationarity of ρ, implies (3).
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Lemma 3. Let ρk ∈ S, k ∈ N be a sequence of processes that converges to a
process ρ∗. Then, for any T ∈ A∗ and ε > 0 if ρk(T ) > ε for infinitely many
indices k, then ρ∗(T ) ≥ ε

Proof. The statement follows from the fact that ρ(T ) is continuous as a function
of ρ.

Proof of Theorem 1. The implication (ii) ⇒ (i) is obvious. We will show (iii)
⇒ (ii) and (i) ⇒ (iii). To establish the former, we have to show that the
family of tests ψα is consistent. By construction, for any ρ ∈ clH0 ∩ E we have
ρ(ψα(X1..n) = 1) ≤ α.

To prove the consistency of ψ, it remains to show that ξ(ψα(X1..n) = 0) → 0
a.s. for any ξ ∈ E\H0 and α > 0. To do this, fix any ξ ∈ E\H0 and let
∆ := d(ξ, clH0) := infρ∈cl H0∩E d(ξ, ρ). Since clH0 is closed, we have ∆ > 0.
Suppose that there exists an α > 0, such that, for infinitely many n, some
samples from the ∆/2-neighbourhood of n-samples around ξ are sorted as H0

by ψ, that is, Cn(clH0 ∩ E , 1 − α) ∩ bn∆/2(ξ) 6= ∅. Then for these n we have

γn(clH0 ∩ E , 1 − α) ≥ ∆/2.
This means, that there exists an increasing sequence nk, k ∈ N, and a se-

quence ρk ∈ clH0, k ∈ N, such that

ρk(bnk

∆/2(clH0 ∩ E)) < 1 − α.

Since the set clH0 is compact, (as a closed subset of a compact set S), we
may assume (passing to a subsequence, if necessary) that ρk converges to a
certain ρ∗ ∈ clH0. Using Lemma 2, (3), for every m large enough to satisfy

nm

nm−nk+1δ/4 + nk

nm−nk+1 < δ/2 we have

ρm(bnk

∆/4(clH0 ∩ E)) < 1 − α.

Since this holds for infinitely manym, using Lemma 3 (with T = bnk

∆/4(clH0∩E))

we conclude that
ρ∗(b

nk

∆/4(clH0 ∩ E)) ≤ 1 − α.

Since the latter inequality holds for infinitely many indices k we also have

ρ∗(lim sup
n→∞

d̂(X1..n, clH0 ∩ E) > ∆/4) > 0.

However, we must have ρ∗(limn→∞ d̂(X1..n, clH0 ∩ E) = 0) = 1 for every
ρ∗ ∈ clH0: indeed, for ρ∗ ∈ clH0 ∩ E it follows from Lemma 1, and for
ρ∗ ∈ clH0\E from Lemma 1, ergodic decomposition and the conditions of the
theorem (Wρ(H0) = 1 for ρ ∈ clH0).

This contradiction shows that for every α there are not more than finitely
many n for which Cn(clH0 ∩E , 1−α)∩ bn∆/2(ξ) 6= ∅. To finish the proof of the
of the implication, it remains to note that, as follows from Lemma 1,

ξ{X1, X2, . . . . : X1..n ∈ bn∆/2(ξ) from some n on}

≥ ξ
(

lim
n→∞

d̂(X1..n, ξ) = 0
)

= 1.
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To establish the implication (i) ⇒ (iii), we assume that there exists a con-
sistent test ϕ for H0, and we will show that Wρ(E\H0) = 0 for every ρ ∈ clH0.
Take ρ ∈ clH0 and suppose that Wρ(E\H0) = δ > 0. We have

lim sup
n→∞

∫

E\H0

dWρ(µ)µ(ψδ/2
n = 0) ≤

∫

E\H0

lim sup
n→∞

dWρ(µ)µ(ψδ/2
n = 0) = 0,

where the inequality follows from Fatou’s lemma (the functions under integral
are all bounded by 1), and the equality from the consistency of ψ. Thus, from

some n on we will have
∫

E\H0
dWρµ(ψ

δ/2
n = 0) < 1/4 so that ρ(ψ

δ/2
n = 0) <

1 − 3δ/4. For any set T ∈ An the function µ(T ) is continuous as a function of

T . In particular, it holds for the set T := {X1..n : ψ
δ/2
n (X1..n) = 0}. Therefore,

since ρ ∈ clH0, for any n large enough we can find a ρ′ ∈ H0 such that ρ′(ψ
δ/2
n =

0) < 1 − 3δ/4, which contradicts the consistency of ψ. Thus, Wρ(H0) = 1, and
Theorem 1 is proven.
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